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Abstract

This paper presents owr work towards the automatic
nequisition of translation rules from Japancse-Bnglish
translation examples for N1'1s ALT-J/1 machine
translation system. We apply two machine learning
algorithms : Haussler’s algorithm for learning inter-
nal disjunctive concept and Quinlan’s 108 alyorithm.
Faperimental results show that owr approcch yiclds
rules that are highly accurale cornpared to the manu-
ally created rules.

1 Introduction

A critical issue in Al research is to overcome  the
knowledge acquisition hottleneck in knowledge-based
systems.  As a knowledge base 1s expanded, adding
more knowledge and fixing previous erroncous knowl-
edge become inereasingly costly. Morcover, maiutain-
ing the integrity of large knowledge bases has proven
to be a very challenging task.

A widely proposed approach to deal with the
knowledge acquisition bottleneck is to emnploy some
learning mechanism to extract the desired knowl-
edge automatically or semi-automatically from ac-
tual cases or examples [Buchanan & Wilkins 1993).
The validity of this approach is becoming more ev-
ident as varions machine-learning-based knowledge
acquisition tools for real-world domains are being,
reported [Kim & Moldovan 1993, Dorter et al. 1990,
Sato 1991a, Sato 1991Db, Utsuro et al. 1992,
Wilkins 1990].

ALT-J/L, which is an experimental Japanese-
Iinglish translation system developed at Nippon ‘Tele-
graph and Telephone Corporation (N1'1), is one ex-
ample of a large knowledge-based system in which
solutions to the knowledge acquisition hottleneck are
definitely needed. One major component of this sys-
tem is its huge collection of translation rudes. Fach
of these rules associates a Japanese sentence pattern
with an appropriate English pattern. To translate
a Japanese sentence into Faoglish, ALT-J/E looks for
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the rale whose Japanese pattern matches the sentence
best, and then uses the English pattern of that rule
for translation.

So far, ALT-J/1 translation rules have been com-
posed manually by extensively trained human ex-
perts. ‘To qualily for this job, an expert must not only
master both English and Japanese, but also be very
familiar with various componeuts of the systemn. ISach
time the rules are expanded or altered, the new set
of rules must then be “debugged” wsing a collection
ol test cases. Usually, several iterations are needed to
arrive at translation rules of acceptable quality.

Creating new translation rules as well as relining
existing ones have proven to be extremely diflicult
and time-consuming because these tasks require con-
sidering a huge space of possible combinations (rules
in ALL-J/IS are expressed in terms of as much as
3000 “sermnantic categories™). The high costs involved
make the manual ereation of ALT-J/Is translation
rules impractical. Indeed, in spite of the vast amount,
of resources spent on building the current rules of
ALT-J /1, faults in these rules are still detected from
time to time, making system maintenance a continm-
ous requirement,

The aim of this work is to make ALT-J/1's transla-
tion rules less costly and more reliable through the use
of inductive machine learning technigues. Careful ex-
amination of the mannal process whiclt has been fol-
lowed so far by ALT-J/17s experts for building trans-
lation rules reveals that most of the eflort is spent on
figuring out the condition part of the rules (that is,
the Japanese patterns). Therefore, we propose the
use of inductive machine learning algorithms to learn
these conditions from examples of Japanese sentences
and their Fnglish translations. Under this machine
learning approach, the user is relieved from explor-
ing the huge space of alternatives she/he has to con-
sider when constructing translation rules manually
from seratch - a job which only extensively trained
experts can perform. The task s now turned into
a search for some reasonable rules that explain the
given training examples, where the search is handled
automatically by a learning algorithm. This not only
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saves the user’s time, but also makes it nnnecessary
for the user to be an expert of the ALT-J/E sys-
tem. Moreover, this approach significantly reduces
the “subjectivity” of the rules since the intervention
of human experts is minimized. This is particularly
important because the immense munber of transla-
tion rules (currently over 10,000) requires eruploying
a team of experts over an extended period of time.

Two learning methods are investigated in this pa-
per.  Dxperiments show that the rules learned by
these methods are very close to the rules manually
composed by human experts.  In most cases, given
a reasonable nmumber of training examples, the em-
ployed methods are able to find rules that are more
than 90% accurate when compared to the mamally
composed rules.

The rest of this document is organized as follows.
We begin in Section 2 by a brief overview of the ALL-
J/IS Japanese-English translation system. In Section
3, we discuss some of the problems that arise when the
translation rules of ALT-J/E are composed manually
by human experts. Then, we propose in Section 4
an alternative approach based on machine learning
techniques. In Section 5, we describe the inductive
learning methods used, followed by an experimental
evaluation of these methods in Section 6. Finally,
conclusion remarks are stated in Section 7.

2 ALT-J/E: A Brief Overview

ALT-J/E, the Automatic Langnage Translator:
Japanese to English, is one of the most advanced
and well-recoguized systems for translating Japanese
to English. 1t is the largest such systemn in terms of
the amount of knowledge it comprises. In this work,
we are concerned with the following components of

the ALT-J/IS system:

1. The Semantic Hierarchy,

2. The Semantic Dictionary, and
3. The Translation Rules.

We briefly describe each of these components be-
low. Lor more details about the ALI-J/IS sys-
tem, we refer the reader to {Ikchara et al. 1989,
Tkehara ct al. 1990, Ikehara ct al. 1991].

As shown in Figure 1, the Semantic Hierarchy
is a sort of concept thesaurus represented as a tree
structure in which cach node is called a semantic cat-
egory, or a category for sirplicity. ISdges in this struc-
ture represent “is-a” relations among the categories.
For example, “Agenuts™ and “Deople” (sce Figure 1)
are both categories. The edge between these two cat-
egories indicates that any instance of “People” is also
an instance of “Agents”. The current version of ALL-
J/Bs Semantic Hierarchy is 12 levels deep and has
about 3000 nodes. The Semantic Dictionary maps
cach Japanese noun to its appropriate semantic cat-
cgories. Lor example, the Semantic Dictionary states

that the noun ¥ (niwatori), which meahs “chicken”
or “hen” in Iinglish, is an instance of the categories
“Meat” and “Birds”.

The Traunslation Rules in ALT-J/I3 associate
Japanese patterns with Iinglish patterns. Currently,
ALT-J/I uses roughly 10,000 of these rules.! As Fig-
ure 2 shows, cach translation rule has a Japanese pat-
tern as its left-hand side and an English pattern as
its right-hand side. For example, the first rule in this
figure basically says that if the Japanese verb in a
sentence is HEL (yaku), its subject is an instance of
“People”, and its object is an instance of “Bread” or
“Cuke”, then the following English pattern is to be
used:

Subject “bake” Object.

Note that in this case the Japanese verb #£< (yaku)
is translated into the English verb “bake”. This same
Japanese verb can also be translated into the English
verbs “roast”, “broil”, “cremate” or “burn”, depend-
ing on the context. These cases are handled by the
four other rules given in Figure 2.

Translation rules are meant ouly to handle basic
sentences that contain just a single Japanese verb.
Swuch sentences arve called “simple sentences.”? 1o
translate a complex sentence, AUT-J /1S does various
kinds of pre- and post-processing.  Roughly speak-
ing, the given comnplex sentence is first broken into
a collection of simple sentences in the pre-processing
phase. Then, the nglish translations of these are
combined together in the post-processing phase to
give the (inal translation of the complex sentence.

To translate a simple sentence, ALT-J/I looks for
the most appropriate translation rule to use. Based
on the verb of the sentence, the system considers as
candidates all those translation rules that have this
verb on their left-hand side. The English pattern
of the rule whose Japanese pattern matches the sen-
tence best is then used to generate the desired English
translation.

As shown in Fignre 2, the Japanese patterns are
expressed using the vartables Ny Ny« -0 ete., which
represent various compounents of a Japanese sentence,
such as the subject, the object, cte.® The “degree
of matching” bhetween a Japanese pattern and a sen-
tence is based on how well the values of these vari-
ables for the given sentence match those categories
required by the Japanese pattern. The Semantic Dic-

Y fact. ALT-J/E has theee ditferent kinds of translation
mlest (i} the semantic pattern transfer rules (ronghly 10,000
rales). (i) the idiomatic expression transfer rules (about 5.000
rales), awd (iii) the peneral trausfer rules, We nse the term
“Trauslation Rules™ here to refer to the semantic pattern traus-
for rules. These forin the majority of the rules, and they are
the most frequently used by ALT-J/LE.

P he term simple sentence” is adivect trauslation of 1130
(tanbun} in Japanese,

T be precise. Japanese sentences are wsually parsed into
a set of components (called 20- B F - 8. 1€ - #f ete)) that are
quite ditferent from those used b English. Using “subject” and
“object” here is ouly meant to case the disenssion for Euglish
readers.
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Figure 1 The upper levels of the Semantic Hierarchy in ALT-J/IS.

i THEN
J-Verh ¢ (vaku) Subj = N
N1 (Subj) “People” E-Verh = “hake”
Ny (Obj) = “Bread” or “Cake” Ohj = Ny
r THIN
J-Verh = “#f< (vaka)” Subj = N
Ny (Subj) == People” E-Verh = “roast”
Ny (Oh)) = “Meat” Obhj = Ny
50 THEN
J-Verb = "< (vaku)” Subj =\

Ny (Subj)
N (Obj) =

“eople” E-Verh = “broil?

“Fish™ or “Seatood” Oh) = \y
1 THEN
J-Verh = " (vakn)” Subj =N
Ny (Subi) = tApents” EF-Verb = “cremate”
No (Oby) = “People” ar “Animals” Obj =Ny
[0S THEN
J-Verh = " (vakn)” Subj = .\
Ny (Subj) o= vApents” or Machines” E-Verh = “bure”
Ny (Obj) “Places™ or “Objects” or O = \u

“Locations”

Figure 2: Translation rules for the Japanese verb $ < (vaku). These rules are composed manually by human
experts. © =7 indicates “an instance of .



tionary is nsed during the matching process to deter-
mine whether or not a given noun is an instance of a
certain category.

3 Shortcomings of the Manual
Approach

Translation rules in the ALT-J/1 system have so far
been composed manually by human experts. How-
ever, due to the high cost-per-rule; and because of the
huge number of translation rules needed for ALT-J/1
to carry out a reasonable translation job, the manual
approach has been concluded by the developers of
ALT-J/IE to be impractical. In particular, the follow-
ing problems have been reported:

o Building and maintaining the translation rules
require a great deal of expertise. To qualify for
this task, skillful experts are required not only to
master both Japanese and Luglish, but also to
be fully familiar with ALL-J/I2s Jarge Seimnantic
Hierarchy and to understand the overall process
of the system. Such gualifications are costly and
involve extensive training.
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In spite of the vast amount of resources spent
on building the current rules of ALT-J/IS by hu-
man experts, faults are still detected from time
to time, making the maintenance of the systemn
a continnous requirement.

e 'The translation rules are not quite concrete and
vary depending on the expert. Rules constructed
by one expert are not easy for another expert to
understand and modify. ‘T'his makes the mainte-
nance process more difficult and makes it hard
to substitute an expert by another.

¢ An important objective is to build specialized
versions of ALT-J/IS to be used in specific ap-
plication domains, The manud approach is ob-
viously unrealistic since it involves more training
of the human experts with respect to the target
application domain, and because this process has
to be repeated for every new domain.

e One of the problems facing the designers of ALT-
J/15is the refinement of the Semantic Hierarchy.
Whenever this structure is altered, the trans-
lation rules must also be revised to reflect the
change. Such revision is extremely troublesome
and error-prone if it is done manually.

4 A Machine Learning
proach

Ap-

The problems we have just listed regarding the man-
ual construction of ALT-J/Is translation rules are
largely solved if the process can be automated. An

attractive approach to this problem is'to resort to
inductive machine learning techniques to extract the
desired translation rules from examples of Japanese
sentences and their English translations. At the cur-
rent stage, however, learning translation rules fully
automatically from examples alone seems to be too
challenging. A more realistic goal is to minimize -
rather than to totally eliminate - the intervention of
human experts in the rule aquisition process. Thus,
our current objective is to concentrate on autontat-
ing the most diflicult and time-consnming parts of the
mannal procedure.

The goal of the present work is to learn what we call
“partial translation rules”. A partial translation rule
consists of the left-hand side along with the English
verb of the right-hand side of a translation rule. Iu
other words, the only difference betweern a translation
rule and a partial translation rule is that the latter
has only an Inglish verb rather than a full Fnglish
pattern as its right-hand side.

Jonstructing a partial translation rule is the most
difficult part of constructing a translation rule. In-
deed, turning a partial rule into a complete one is a
relatively casy task that can be done by a human
operator with moderate knowledge of English and
Japanese.

5 Learning Task and Methods
In this work, we investigate two different inductive
learning algorithms,  Before talking about these al-
gorithms, we will first make the learning task more
precise and shed some light on the difficulties that
distinguish it from other previously studied learning
tasks.

5.1 The Learning Task

The job of a learning algorithm In our setiing is
to construet partial translation rules. Lor a given
Japanese verb J-verh and a possible Inglish transla-
tion [-verb; of that verb, the algorithm has to find
the appropriate coudition(s) that should hold in the
context in order to map J-verb to f-verb;.

As an example, consider the Japanese verb (9
(tsukau). This verb corresponds to the Iinglish verbs
“nse”, “spend” and “employ”.  The choice among
these Bnglish verbs depends mostly on the object of
the sentence. Tor example, if the object is an in-
stance of “*Asset” or “Iime”; then “spend” is appro-
priate. Thus, a rough rule for mapping 1% (tsukan)
to “spend” may look like

stunce of *Time” or

THEN E-VERB = spend.

and L

We seek to learn this kind of rules from examples
of Japanese sentences aud their Iinglish translations,
such as the following pair:



{ Ak % i 5, The princess spends money ).

After parsing (which is carried out by ALT-J/19s
parser), the above example gives the following pair:

([ J-VERp = §% , SUDIECT = oujyo.
OBt = kane | E-VERD == spend ).

By looking up the Semantic Dictionary of ALT-I/E,
the possible semantic categories for oujyo are “No-
ble Person”, “Daunghter” and “Female”, and those
for kane are “Asset”, “Metal”, “Day” and “Medal”.
Thus, this example is finally given to the learning al-
gorithm in the following form:

e

Supieer = | Noble Person, Danghrer. Female ).
OBIECT { Asset, Metal, Day. Medad } .
F-VERD = spend ),

where N = 5§
N is an instance of each category s € 5. The general
format of the training examples is as follows:

{ Ny={a,a, ),

Ny 2= {by, by, o}, (1)
N, = {er, 09,0+ )], B-Verb)

indicates that the sentence component

where cach N; represents a component of the sentence
(subject, object, ete.), and cach ap b, and ¢ s a
semantic category.

Ivom the viewpoint of machine learning research,
the above learning task is interesting/challenging
from two perspectives:

e JTuge amount of background knowledge:
To be appropriate for our learning task, the
learning algorithm must effectively utilize ALP-
J/1’s large Semantic Hierarchy. This require-
ment of being capable of explotting such a huge
amonnt of background knowledge disqualifies
most of the known inductive learning algorithms
from directly being nsed in our domain.

e Ambiguity of the training examples: Un-
like most known learning domains, the training
examples in our setting (as given in Fg. (1)) are
ambiguous in the sense that cach ol the variables
(Sunsrer, OBIECT, ete.) is assigned multiple
values rather than a single value. Focusing on

the relevant values (that is, the values thal con-

tributed to the choice of the Fnglish verb) is an
extra challenge to the learner in our domain.

To deal with the above learning problem, we in-
vestigated two approaches. One is based on a theo-
retical algorithn introduced by Haussler for learning
internal disjunctive concepts, and the other on the
well-known D3 algorithim of Quinlan.

5.2 Haussler’s algorithm for learning
internal disjunctive expressions

In our first approach, we represent the conditions of

the learned partial translation rules as infernal dis-

Junctive cxpressions, and employ an algorithim given

by Haussler for learning concepts exprbssed in this
syntax.  Haussler's algorithin enjoys many advan-
First, it has been analytically proven to be
quite efficient both in terms of time and the num-
ber of examples needed for learning.  Sccond, the
alporithm is capable of explicitly utilizing the back-
ground knowledge represented by the Semantic Hier-
archy. Moreover, the language used by immnan experts
to construet ALT-3/Es rales is quite similar to inter-
nal disjunctive expressions; suggesting the appropri-
ateness of this algocithi’s bias. Haussler’s algorithm,

tages,

ou the other hand, suffers the important shortcoming
(within our setting) that it is not capable of learn-
g from ambiguous examples. In order to be able to
use the algorithm for our task, the ambiguity has to
be explicitly removed from all the training examples,
Of course, this approach is not desivable because it
requires some intervention by a humaun expert and
because there are no guarantees that disambignation
is done in a perfect manner.

5.3  Quinluy’s D3

Our sccond approach is based on the 1D3 algorithm
introduced by Quinlan in [Quinlan 1986]. As it is,
1D3 is not able to utilize the backgronnd knowledge of
our domain, nor is it capable of dealing with ambigu-
ous training examples of the form given by Iq. (1). 1t
is clearly inappropriate to treat Ny, Ny -« as multi-
vadued variables, which is the most common way of
nsing: 1133, Phis is because of the huge munber of val-
ues these variables can take, and also becanse we need
to exploit the hackground knowledge represented by
the Semantic Hierarchy.

To be able to use 1D3 in our dowain, we trans-
[orm the training examples into a new representation
that can be handled by 1D3. The transformation we
propose is done in a way such that the relevant infor-
mation {rom the the Semantic Hierarchy are included
in the newly represented examples, and, at the same
time, these newly represented examples still rellect
the arbignity present in the original exanples.

Owr transformation mnethod is deseribed as follows:
Let A be the set of all the categories that appeared in
the training examples, and their ancestors. TFor every
e €A, we deline a binary feature as a test of the form

Is NV, an instance of ¢7
[For a training example

([N| B TR N;

Sy I0-Verdy,

we let the onteonte of the above test be frue il and
only if there exists some s & 57 such that s is an
ancestor of ¢ in the Semantic Hierarchy, or ¢ itself.
Using these features, we convert cach of the training
examples into a new pair (V) f-Verd ) where Vs a
vector of bits eacli representing the onteome of the
corresponding feature for the given training example.
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Given the above definition of the binary features,
the new pairs (V, E-Verd ) include all the necessary
background kunowledge obtained form the Semantic
Hierarchy, and also reflect the ambiguity of the orig-
inal training examples.
transformation can be scen as

Iu other words, the above
“compiling” the infor-
mation of the original ambiguous training examples
along with the necessary parts of the Semantic Hier-
archy into a format that is ready to be processed by
1D3 {or in fact, by many other feature-based learning
algorithms).

Note that if we create a feature for every semautic
category ¢ and every sentence component N;, then
the total number of features will become infeasibly
large (many thousands). However, what we need is
ouly to consider those categories that appeared in the
training data, and their ancestors (the set A4 above).
In our experiments, this results in a reasonable mun-
ber of features (one to two hundred). This is because
the number of examples is limited and also because
of the rather “tilted” distribution of what categories
can naturally appear as a certain component of a sen-
tence for a given verb, (Lg. the object of the verb ik
1s (nomu), which roughly means to “drink”, can not
be just anything!)

The most important advantage of the above ap-
proach is that it can be applied to ambiguous train-
ing examples as they are, without the need to remove
the ambiguity explicitly as we did with Haussler’s al-
gorithm. Another advantage of using 1D3 is that we
do not need to break our learning task into binary
class learning problems since 1D3 is capable of learn-
ing multi-class learning concepts.

6 Experimental Work

The goal of the experiments reported here is to evalu-
ate the quality of the partial translation rules learned
by the two learning methods we have just described.
The comparison includes the following three settings:

1. Using Haussler’s algorithm to learn from training
examples after removing the ambiguity.

2. Using ID3 to learn from training examples af-
ter removing the ambiguity and performing the
transformation given in the Subsection 5.3.

3. Using ID3 to learn from training examples after
performing the transformation given in the Sub-
section 5.3, but without removing the ambignity.

In a sense, the first setting represents the best we can
do in the absence of the ambiguity since Haussler’s al-
gorithm does a good job in exploiting the background
knowledge from the Semantic Hierarchy, Comparing
Setting 2 with Setting 1 tells us how successful our
transformation of the training examples is iu letting
1D3 make use of the available background knowledge.
Finally, comparing Setting 3 with Setting 2 tells us

ssful our transformation is in letting 1D3

learn directly from ambiguous training examples.
The different

Japanese verbs. Table 1 shows a list of these verbs,

how suce

experiments were done  for  six
along with the munber of training examples used, and
the aceuracy levels obtained by each method. 1n the
table, “Haussler”; “ID3-NA” and “1D3 A” denote
Setting 1, Setting 2 and Setting 3, respectively. The
accuracy was estimated using the leave-onc-out cross-
validation method!, aud assuming that the rules coni-
posed manually by human experts are perfect (that
is, we are measuring how close the learned rules are
to those composed manually).

“The performance levels of both Haussler’s algo-
rithm and ID3 when learning from unambiguous ex-
amples are quite similar in spite of the fact that cach
algorithm implements a different bias and has a com-
pletely different way of exploiting the background
knowledge.  Comparing the performance of ID3 in
the two cases of learning from ambiguous and unam-
biguous examples, amnbiguity is not harmful to 1D3’s
performance in most cases. In fact, for some of the
verbs, the performance is even better when ambiguity
is present. This suggests that the approach we have
chosen to deal with ambiguity is effective for our task,
and that explicit removal of ambiguity is not an at-
tractive strategy since it is not easy to do, and since
it does not greatly improve the accuracy anyway.

The most important point here is that the observed
accuracy of both the 1D3 algorithm and Haussler's
algorithmn is satisfactorily high overall in spite of the
lirnited number of the training examples used, Such
a high level of accuracy strongly indicates that the
use of these algorithis will provide significant aid in
the construction of ALT-J/I2s translation rules.

7 Conclusion

This paper reported our work towards the acquisi-
tion of Japanese-Inglish translation rules through the
use of inductive machine learning techniques. T'wo
approaches were investigated. The first approach is
based on a theoretically-founded algorithm given by
Haussler for learning internal disjunctive concepts.
This algorithm has the advantage that it is tailored to
utilize background knowledge of the kind available in
our domain. We found, however, no obvious way to
make this algorithm learn directly from ambiguous
training examples, and thus, ambiguity was explic-
itly removed from the training examples in order to
use this algorithm. Our second approach is based on
the ID3 algorithn. As it is, 1D3 is not able to uti-
lize: the background kuowledge of our domain, nor is
it capable of dealing with ambiguous training exam-

t one at a time,
is then used to
predict the class of the remnoved example. This was repeated
for all the exinples. and the percentage of corvect classificarion
is reported.

FExamples are exclnded from the training s
The rude Tearned from the rest of the example:



Table 1: Experimental results on six Japanese verbs. Nurbers show the accuracy per-cent, estimated using
the leave-one-out cross-validation method. 1D3-NA indicates using ID3 with the ambiguity removed from
the training examples. 1D3 A judicates using 1D3 to learn from ambiguous training examples.

Japanese Verb
| 45 (tsukan)
s (nonm)
{179 (okonan)
WU % (oujiru)
HE< (yaku)
fift < (toku)

Iinglish Verbs

use, spend, employ
drink, take, cat, accept
conduct, play, hold
answer, enter, meet

solve, undo, dispel

burn, bake, roast, broil, cramate

ples. We gave, however, an casy way to “compile”
the relevant background knowledge along with the
ambignous training examples into a modified set of
training examples on which we were able to directly
run D3, lixperiments comparing these approaches
showed that the mles learned using the second ap-
proach with the ambiguity present in the training ex-
amples are almost as acenrate as those obtained {rom
ambiguity-free examples using Haussler’s algorith,

Overall, our experiments showed that using ma-
chine learning techniques yields rules that are highly
acenrate compared to the manually created rules.
These results suggest that exploiting the reported in-
ductive learning technigues will significantly acceler-
ate the construction process of ALP-J/Es translation
rules. Currently, the reported learning approaches are
being included in a semi-automatic knowledge acqui-
sition tool to be used in the actual development of
the ALT-J/E system.
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