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Abstract

Distinguishing exceptional translation examples is an
important issue in example-based transfer systems,
because such systems use exceptional and general
translation examples uniformly. This paper describes
a mechanism for dealing with exceptional transla-
tion examples in our example-hased transfer system,
SimTran, and proposes a method for identifying such
examples in a translation example-base.

1 Introduction

In recent years, the example-based approach has been
used in many areas of natural language processing
[3, 7, 8, 10, 9, 1]. We have been using this ap-
proach to develop a transfer system called SimTran
[18, 14, 16]. However, a bottleneck occured in the
collection of large numbers of translation examples
consisting of pairs of parsed structures in the source
and target languages (hereafter we call these siruc-
tures translation patterns), because parsing is not a
perfect process. We now have some methods for over-
coming this problem. ¥or instance, recent studies
{2, 11, 6, 12] have proposed mechanisms for collecting
pairs of parsed structures automatically from transla-
tion examples, and in the previous paper [15], 1 pro-
posed a method for extracting relevant translation
patterns by comparing a wrong translation result and
its correct translation. Using these methods, we can
now collect translation patterns relatively casily.

There is, however, another problem called erample
interference, which means that an exceptional (or id-
iomatic) translation pattern is sclected when a gen-
cral translation pattern should be selected; this has a
side-effect on the construction of a target structure.
Suppose that we have the following two translation
examples from Japanese to English (el) and (e2),

(el) watashi(I) ha konpyuutaa(computer) wo kyouy-
ousuru.
I share the use of a computer.

{e2) watashi(I) ha kuruma(car) wo tsukau.
I use a car.

and that we are given the following Japanese input
sentence (s1):

(s1) watashi(l)

ousuru.

ha  dentaku(calculator) wo  shiy-

In the above examples, (s1) is likely to be more sim-
ilar to (1) than (e2), because the three Japanese
verbs “kyouyousuru,”  “tsukan,” and “shiyousuru”
are all very similar,' and “dentaku” (“calculator”)
is more similar to “konpyuuntaa” (“computer”) than
“kuruma” (“car”). If this is the case, the English out-
put obtained by using (el) is (11),% whereas it should
be (12):

(t1) Tuse the use of a caleulator.

(12) Tuse a caleulator.

This problem occurs hecause example-based transfer
systems choose examples simply on the basis of sim-
ilarity. This can be considered by using the analogy
of cells like those shown in Figure 1. In the figure, a
dot represents a translation example, and a cell rep-
resents a space in which an input is determined to be
similar. According to this analogy, an example-based
systemn checks the eell in which an input is located,
and uses an example governing the cell. I a new
example is added in this space, a cell for it is cre-
ated as if cell division. If an input happens to fall
into the cell of an exceptional example, it is wrongly
translated. Therefore, an exceptional example should
he added as a special cell (a shaded dot in Fignre
1) that has no extent in the example-based space, so
that it cannot be used unless it matches the input ex-
actly. Thus, an example-based transfer system must
deal with exceptions! translation patterns separately
when caleulating similarity.

This paper describes a mechanism used in SimTran
for dealing with exceptional translation patterns in
the same framework as general translation patterns,
and proposes a method for identifying exeeptional
translation patterns in a translation pattern base,

The next section describes a mechanism for dealing
with such translation patterns, and Section 3 de-

' Actually, they are in the same category (or the same leal)
in the Japanese thesnurus Bunrui-Coi-lyou [5].

2The main verb is changed from “share” to “ase,” because
“shiare” is not a translation of “shiyousuru,”
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Figure 1: An example-base space

scribes a method for identifying exceptional trans-
lation patterns. Some experiments are reported in
Section 4, and some issues are discussed in Section 5.
Finally, some concluding remarks bring this paper to
an end.

2 Mechanism for dealing with
exceptional translation pat-
terns

SimTran calculates the similarity between a subgraph
of an input structure and the source part of a transla-
tion pattern on the basis of both the structural simi-
larity and the similarity of the lexical-forms of cor-
responding nodes. For instance, the distance (the
inverse of similarity) between two Japanese lexical-
forms is expressed by the difference of their values in
a Japanese thesaurus called Bunrui-Goi-Hyou [5] as
follows:

_|bghcode(w,) — byhcode(wy)| + 8

distence(w, ws) =

bghmaz + 6

where bghcode(w) is the code value in the Bunrui-
Goi-Hyou, bghmaz is the maximal difference of the
bghcodes, and 8 is a penalty value incurred when w,
and wy are not identical. This equation is used for
lexical-forms in general translation patterns. If one
is a lexical-form which requires exact-match in an ex-
ceptional translation pattern, then the distance is cal-
culated as follows:

0wy ts identical to wy

distance(w,, wy) :{ 1 otherwise

3Bunrui-Goi-Hyou is a Japanese thesaurus consisting of
large trees for nominals, adjectives, and verbs. Fach node is as-
signed a unique number. Similar concept words are located in
similar positions (or assigned similar numbers) in these trees.
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Figure 2: Exceptional translation pattern and general
translation patiern

A lexical-form has a distinctive feature that makes it
possible to determine which equation should be used
in calculating similarity; if one of two lexical-forms is
expressed by a single-quoted string, then the distance
between the lexical-forms is calculated by using the
second equation; on the other hand, if both lexical-
forms are expressed by double-quoted strings, then
their distance is calculated by using the first equation.

Thus, an exceptional translation pattern is distin-
guished by having nodes whose lexical-forms are
single-quoted strings in its source part, while a
general translation pattern is distinguished by hav-
ing nodes whose lexical-forms are all double-quoted
Not all nodes in the
source part of an exceptional translation pattern are
necessarily single-quoted strings; single-quoted string
nodes and double-quoted string nodes may be mixed
in a translation pattern. In Figure 2, (tpl) is an ex-
ceptional translation pattern and (tp2) is a general
translation pattern. Note that the root node of the
Japanese part is the only single-quoted string in (tpl),
and 1t matches only an input whose root node is "ky-
()llyOUSlll'll.’

strings in its source part.

By using this distinction of lexical-forms, we can inte-
grate exceptlionality handling into the similarity cal-
culation framework without separating this task as a

pre-process or post-process, '
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Figure 3: Example of the identification of exceptional translation patterns

3 Method for identifying ex-
ceptional
terns

translation pat-

For most people, an exceptional translation pattern
is likely to mean a pattern of translation for an id-
jomatic or colloquial expression. In general, an id-
jomatic translation pattern is a translation pattern
whose target part is markedly diflerent from that of
translation patterns whose source parts are similar to
that of the idiomatic pattern. I'rom the viewpoint of
the transfer process, what we would like to identify
are translation patierns that may have side-effects
when they are sclected instead of general translation
patterns. We call such translation patterns excep-
tional translation patterns. According to this defi-
nition, exceptional translation patterns are not re-
stricted to idiomatic patterns, in fact, more transla-
tion patterns other than idiomatic ones fall into this
category. Here, we classify exceptional translation
patterns into the following two categories:

o Extra-Exceptional Translation Patterns: These
have some extra clements in the target part in
addition to those in similar translation patterns,

¢ Intra-Exceptional Translation Patterns: These
are almost same as similar translation patierns,
but several target words are different.

When exceptional translation patterns are found, it is
important to know whether two translation patterns
are equivalent or not. Thereflore, equivalent transla-
tion patterns are deflined as follows:

Given two dependency structures dy and dg, then
they are called equivelent if and only if they are struc-
turally identical and corresponding nodes have the
similar semantic code.t  Further, given two trans-
lation patterns ipy = (s1, b1, my) tpa = (52,12, ma),
where s; 18 a source part, ¢; is a target part, and m;
is a mapping from s; to t;, then these two transla-
tion patterns are called equivalent if they satisfy the
following conditions:

(1) Both souree parts are equivalent, and both target
parts are structurally identical.
(2) The roots of {1 and £y are the same string,

(3) Por each node nin sy, my(n) is one of translation
words of n.

(4) For cach nade n in sa, moa(n) is one of translation

words of n.

The algorithm for identilying exceptional translation
patterns is as follows:

Yor instance, the semantic code in Jupanese is Dunrui-Goi-
Hyon code. The extent to which two words are determined to
be shmilar is also n parameter. 1t may vary according to the
system. In this paper, two words bre determined to be similar
if they have the same semuntic code.
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Step 1 Divide translation patterns into several groups,
each of which consists of equivalent translation
patterns.

Step 2 For each pair of distinct translation pattern
groups gy and go, if any pattern of g is equiva-
lent to any pattern of go other than nodes gov-
erned by the root of the source part, then the
translation patternsin g; and g are marked gen-
eral

Step 3 For each pair of distinct translation pattern
groups ¢; and go, if the source part of any pat-
tern (p1) of g1 is equivalent to the source part of
any pattern of gy, but target parts of them are
not structurally identical, because p; has extra
elements, then the translation patterns of g, are
marked extra-exceptional.

Step 4 For each non-exceptional translation pattern
group ¢y, if there is another general translation
pattern group gs such that any pattern (p;) of
g1 is equivalent to any pattern of go other than
the root node in the target part of p;, then
the translation patterns of ¢1 are marked intra-
exceptional.

Step 2 identifies possible general translation patterns
if they are used in a relatively wide range of words, be-
cause in general an exceptional pattern is restricted
in the usage of words. This approach, however, is
not perfect for identifying general translation pat-
terns, because there is a case such that the excep-
tionality derives from a single special word. There-
fore, in the next step, checking does not exclude these
possible general translation patterns. Step 3 identi-
fies extra-exceptional translation patterns by check-
ing the structure of the target part. Step 4 then iden-
tifies intra-exceptional ones by comparing the root
node in the target part with the root nodes in the tar-
get part of possible general translation patterns. The
reason why this comparison is restricted to possible
general translation patterns is that intra-exceptional
translation patterns have side-effects only when they
are similar to general translation patterns.

Figure 3 shows an example of the identification
of exceptional translation patterns, in which the
Japanese verbs “kyouyousuru” and “tsukaun” have the
same bghcode, and the Japanese nouns “kuruma,”
“denwa,” and “mahou” have different bghcodes, on
the other hand, “kuruma” and “jitensya” have the
same bghcode. First, step 1 divides these transla-

tion patterns into four groups: group 1 consists of

(tpl), group 2 consists of (tp2) and (tp3), group 3
consists of (tp4), and group 4 consists of (tp5). Step
2 identifies group 2 and 3 as general translation pat-
terns, becaunse “kuruma” and “denwa” have different
bghcodes. Subsequently, step 3 identifies (tpl) as an
extra-exceptional translation pattern, because (tp1)

has extra elements “the use of” for (tp2). Further,
step 4 identifies (tpd) as an intra-exceptional transla-
tion pattern, because {tp5) is equivalent to the gen-
eral translation patterns (tp2), (1p3) and (tp4), other
than “use” and “practice” in the root nodes of the
targel parts.

4 Experiments

We have tested the above-mentioned algorithm with
translation patterns in a Japanese-to-English trans-
fer dictionary that was previously used in our lab-
oralory. For each bghcode, we collected translation
patterns such that the root of the source part has
the code, and applied the algorithm to the transla-
tion pattern set of each category. Table 1 shows the
resulting top 10 categories with respect to the total
number of occurrences. In most categories, more than
90% of translation patterns were identified as excep-
tional. The reason for the lopsidedness of this result
is that the translation patterns described in the pre-
vious transfer dictionary were almost all exceptional
cases that could not be deall with by the default pro-
cedures coded in the transfer module. Therefore, this
result indicates that the algorithm is able to idenitfy
exceptional translation patterns correctly.

5 Discussion

In conventional transfer systems [4], transfer rules are
roughly divided into general ones and exceptional (or
idiomatic) ones. The transfer system checks the ex-
ceptional cases first, and if they cannot match the
input then the system applies general rules. On the
other hand, example-based transfer systems deal with
translation patterns (or examples) uniformly on the
basis of similarity, according to the example-based
principle, "This mechanism causes the example in-
terference problem. A very useful property of the
example-based approach is thatl it allows a sentence
to be added as an example if it cannot be dealt with
properly. This holds if the same input as the newly
added example is given, but when the resolution of
the similarity calculation is not enough, an input that
is similar to but not exactly the same as the added ex-
ample may not be dealt with properly, because there
may be another similar example that is exceptional.
Therefore, it is very important to identily whether an
example is general or exceptional.

After application of the algorithm described in this
paper, translation patterns are classified into the fol-
lowing categories: peneral, exceptional (extra- and
intra-), and neutral. Neutral translation patterns,
which are not marked general or exceptional, are



Bgheode Nuri of | Num of | Num of Exceptional | Fxceptional (extra anly)
(example) Total | General (extra, intra) /Total
15210(idousuru) 247 1 232 (228, 4) 93% (92%)

15270(iku) 174 0 138 (137, 1) 9% (78%)
15310(torikomu) 165 0 160 (150, 10) 96% (90%)
15600(tikazuku) 199 1 185 (178, 7) 92% (89%)

15710(kiru) 185 0 181 (159, 92) 07% (85%)
30110(kurushimu) 192 8 183 (160, 23) 95% (83%)

30200(suki) 280 6 971 (203, 68) 96% (72%)

30610(omon) 180 0 179 (169, 10) 99% (93%)

31200(iu) 191 0 173 (173, 0) 90% (90%)

36700(hattyun) 182 0 181 (168, 13) 99% (92%)
38520(tsukau) 65 2 60 (53, 7) 92% (81%)

Table 1: Experimental results for transfer dictionary

translation patterns that do not have side-eflects.
They are not used for a wide variety of words in
the current translation pattern base. [ more trans-
lation patterns are added later, they may be identi-
fied as general or exceptional. By this method, one
can enable the system to identify exceptional trans-
lation patterns antomatically by adding some general
translation patterns similar to them. This is a very
useful feature for bootstrapping of a translation pat-
tern base. A weak point of this algorithm, however,
is that it requires a large number of translation pat-
terns. If enough translation patterns are not given,
exceptional translation patterns might not be identi-
fied. However, collecting many translation patterns
is no longer a serious problem, since several methods
for collecting them antomatically have been proposed
in recent studies [2, 11, 14, 6].

The method proposed in this paper probably does
not comply with human intuition regarding idiomatic
translation patterns; rather, it detects translation
patterns that are idiomatic for the system, in other
words, patterns that might have side-cflects in the
current set of translation patterns. It probably re-
quires deeper semantic processing to identily transia-
tion patterns that are idiomatic in the conventional
sense.

6 Conclusion

In this paper, we have shown a problem of example-
based transfer systems, example interference, and de-
scribed a mechanism for dealing with exceptional
translation patterns and general translation patterns
uniformly in similarity calculation without destroy-
ing the whole framework of example-based process-
ing. Further, we have proposed a method for distin-
guishing exceptional translation patterns from gen-
eral translation patterns. Iu some cases, this method
gives results that do not match human intuition re-

garding idiomatic translation patterns, but it can de-
teet, from the viewpoint of example-based processing,
translation patterns in the current transltion pattern
base that might have side-eflects.
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