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Abstract

In this paper we investigate

general’ principles of
constructing semant ic
clasgifications that yield
useful predictions concerning
combinatory options of words.
Several semantic classes of
Russian words are  discussed,
implemented 1in an expert system
named "Lexicographer", the

"Lexicographer”" is supposed to
provide its users with all kind
of information concerning some
15.000 most common  Russian
words. Along with morphological,
syntactic and semantic
information usually stored in
conventional dictionaries, the
system should contain
information about referential
characteristics of words and
about. restraints in
combinability with other words
in syntactic constructions of
different types. In its final
version "Lexicographer" should
provide the users with all sorts
of bibliographical information

system being conceived as an aid
both in the area of natural
language processihg and in
traditional lexicography.
Semantic features proposed
regulate co-occurence of  verbs
with their non-obligatory
dependents - such as Modifiers
of place or time; Instrumental
and Benefactive objects and the
like.

(concerning both individual
words and semantic classes of

words) and with concordances
made on the basis of a
sufficiently representative

corpus of Russian texts.

One of the basic components of
the system is its lexicon; the
lexicon containg information not

only about individual lexemes,
but also about gemantic and
syntactic classes of lexemes.

Thus, for nomihal lexemes such
features are given as: "NATURAL
CLASS", "ARTEFACT", "MASS TERM",
"SET", "BODY PART" and the like.

For predicates the lexicon
gives the values of  such
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features as Vendlerian classes

(STATE, ACTIVITY,
ACCOMPL ISHMENT, ACHIEVEMENT) ,
cf. (11 CONTROLLED VS.
NONCONTROLLED action [2, p.32]1;
possibility of’ having a
subordinate indirect question
(g1, etc.

It is argued that in many

cases combinability of a word
can be predicted on the basis of
the semantic class(es): it
belongs to. Thus, semantic
classifiications will be the main
topic of our exposition.

It turned out that altogether
different. approaches are
required for gemantic
classifications of predicates
and for lexemes with non
predicative meaning. In this
paper we give central attention
to the predicative zone of the
lexicon.

Ssemantics of  verbs
studied intensely in recent
years, cf. works by Ch. Fillmore
{31, Z.Vendler [11, L.Karttunen
[3]. It was a long tradition for
linguists to lay the strongest
emphasis on  the individual
semantic properties of separate
verbs. Our goal in this paper
will he to attract attention to

has been

those semantic properties of
verbs that affect their
combinability and still are

common to more or less numerous
verb classes.

Thus, combinability of verbs
with subordinated noun phrases
or adverbials desighating place,
time, reason, purpose,

2

instrument and other parameters
of the situation denoted by a
predicate (taken together with
its arguments) was usually -
assumed to be non-restricted.
This is definitely not the case,
and the problem deserves special
attention. There are some well
known important observations
made in this area. Thus, as is
known, one of the Venhdlerian
classes - accomplishment verbs -
is singled out by the fact that
some  verbs combine with a
special kind of time adverbials,
such as in two hours;
adverbials designhate a period of
Ltime during which the process
went, on and finally reached ils
inherent limit,

In what follows we  shall
demonstrate  several semant i¢
classes of Russian verbs with
the corregponding - rules  of
semantic Co-occurence
restraints. We argue that the
restraints discussed are
semantic in their nature; thus,
it i3 natural to suppose, that
s0me analogous or - coghate
restraints would hold for
corresponding semantic classes
of  verbs in other languages. Cf.
the 1look by A. Wierzhbicka (8]
where the author strives for
semantic explanations in grammar
in a broad sense of the word,

thegse

hamely, tries to find semantic
mot.ivation for every
co-occurrence restriction in the
choice of morphemes or
grammat ical constructions.

1. There are classes of’



o it her
location in time nor in spacs is
possible.
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One of  such classes is
constituted by the so-called

stable states,
weight”, Baaxers 1o possess

of.  Becurs “to

Ed
L]

aHare T to know', Hazearecs T to
hope”™, HOMHHTE ~ Lo remember’
ete,  (Stable states are opposed

to  the so-called temporary
states of.  such predicates as
BeceJuTpcH  Tto make tun’,  OHTD
soJdoaHeM “to be hungry’, IbAHBM
T drunk’ ete for which
localization in time is

possible. Another class with the
same combinatorial properties is

constituted by causative verbs
denoting situations that give

states as their results, ¢f. pa-
Josars Lo cause joy’, ozopuarp
to grieve’, PDEHOMeHIOEBATE "to
recommend” , SIHTD to  make
angry’ eto. Note esgpecially
verbs denoting changes in social
state such as obBgopeTh Lo
become a widow’.

Verbs of these
classes do not allow of
time adverbials (of
adverbials only those
with such verbs that denote
super-long intervals, such as
paapwe bhefore’, B MOJOAOCTH *ih

semantic
place or
all time
cooccur

the vouth’, Hozza-TO 7 long
ago’, cf. [B1).

In order to give semantic
explanation off co-occurence
restraints of a verb it is
sometimes necessary to use a
more exact classification of

time modifiers. Thus, the verb

oUosHATH Lo be labe”  does Ao
co-ocour with  an adverbial
expressing exact time («OH onos-
ad B 14.30), though for other
Perfective verhs in Kussian such
modilfication usually is not
precluded (On npuwes B 14.30),

or. differentiation of exact
time and embracing time in [5].

The verb OHO8J87E is not.
unidque in  its semantic c¢lass,
of . such verbs as yenets "to be

in time’, oTCcTarb, BarTAHYTHCH
( Joraan 3arTAHyACH), Sak46pPHRATHCH,

coxparnThes and some others.

2. There iz an interesting
distinction that has remained

unnoticed up till now, namely, a
distinction between concrete and

nhon-concrete verbs, A verb is
concrete if it degignates (in a

proper context) a situation that

igs supposed to go through a
series  of phases in its natural

development each of which can be
given a detailed description.
Indeed, for a situation
described by a verb OGexars “to
run’® or pesars “to cut’ (both of

them concrete) it is always
possible to say, for every fixed
momerit,, what the subject
involved in the situation is
doing at this moment. On the

other hand, there are verbs that
present the situation in such a
way that they emphasize the
final result of the action
described while the means used
in order to achieve this result
remain in the shadow; and
semantic feature characteristic
of their use and understanding

thisg
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must be reflected in their
lexicographic representation. We
c¢all such verbs non-concrete.
Thus, OTOMCTHTE means to
revenge oneself’ for an evil
committed earlier’; but  the
means used in order to attain
this goal are irrelevant. As a
consequence, ho concrete phases
can be discerned in the action
denoted by this verb: the verb
oroMcTHTE does not express "an
unfolding action”™, even when
used in the Imperfective. The
same is true for the verb mucnop-

TuTh “to spoil’, which is also
non-concrete: HCHODTHUTE Meahs

*to deprive of the possibility
of normal functioning’: but the
way in which this deprivation is
fulfilled 1is irrelevant for the
meaning of the word, so it has
no phases, it does not denote a
developing process.
Non-concrete verbs
are aspectually defective;
hamely, they either have no
Imperfective or, being used in
the Imperfective, they lack
Progressive meaning. Thus, among
the verbs that, according to Ju.
Apresjan [7]1 belong to the class
of the so-called momentary verbs

very often

(achievements in Vendler’s
terminology) and thus lack a
Progressive meaning there is a

major group of verbs that owe
their momentariness to non
-concreteness; cf. nobGexnate Lo
win’, ’“to succeed’; sa8cTH2aTh,
3acTaBarTep ; MWBMEHATH <POIHHE>;
Hapymware npaeugo “to violate the
rule’; O00X0OHTE 3axkoH " to
234

violabe the law’; [npezapsars <To-
Bapuime 1 to fail; pasajamare
CTARHY»,  CAenoBaTh <copeTy: Tlo
follow the advice s copepuwarh
gpex "to sin’, etc.

(1) a Gemaa ¢ daneaoM *ran
with a torch <in his
hand> ;

b, *McTua ¢ npnoprdeneM <B
pyre> Trevenged himselfl
with a bag <in his
nand:

(2) a. pasbua 4YAach MOJOTHOM
"broke the walch with
the hammer” ; VAW
nagso  hit  with a
stick”;

b, *UCHOPTHA <Yackl> MOJOTHKOM

"spoiled the watch with &

hammer’ ;
Trevenged
stick’.
3. Not every predicate can co-
occur with such a common tvps of

XOCHODOU  HAJKONH
himgsell” with a

verb-complement as Benefactive
{expressed in Russian with the
help of the proposition  zad
"for’). Thus, it is impossible

to say AOOATBCA AJH  HKOE0-JHOO
“to be afraid for smb, *KIACTHCH
LT Kozo-JMO0o  “to swear for smb’
etc. These restrictions are
easily deducibly from semantic
decomposition of the Benefactive
construction: X P gag Y = "X did
P having in mind to provide Y
with the result of P, It
follows from this decomposition
that a predicate for which this
construction i3 possible must
denote an action that is both a
controlled one and an action
having some definite result,



This ig whiy Bernelact ive
complement cannot co-occur with
the verb  Oosarpes,  denoting
non-controlled state, or with
the verb muscTecHd, denoting an
action with no result.

It is a well-known fact that
verbs denoting non-controlled
actions normally do not co-occur
with a modifier of  purpose;
thus, such question as wxSaued
HIeT cHez? 3aueM Mope WyMHT?
are deviant (questions about the
cause of such states are normal:
loyemy wnupeT cCHez? lloueMy Mope

mymur?). Thus, if the dictionary
contains information about the
feature  CONTROL, then the
Sum

It is customary to think that
co-ocourence possibilities are
determined only by individual
properties of words:
dependencies  that do not,

worrespond to predicate-argument
relations are not semantically
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