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Abstract
A  karaka based approach for parsing of Indian languages is
described. It has been used for building a parser of Hindi for

a prototype Machine Translation system.

A lexicalised grammar formalism has been developed that
allows constraints to be specified between 'demand’ and ’'source'’
words (e.g., between verb and its karaka roles). The parser
has two important novel features: (i) It has a local word
grouping phase in which word groups are formed using 'local’ in-
formation only. They are formed baged on finite state machine
specifications thus resulting in a fast grouper. (ii) The parser
is a general constraint solver. It first transforms the con-

gtraints to an integer progranmnming problem and then sgsolves it.
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2. Local Word Grouper (LWG)

The function of this block is to form
the word groups on the basis of the 'lo-
cal information’ (i.e., information
based on adjacent words) which will need
no revision later on. This implieg that
whenever there is a posgibility of more
than one grouping fotr some word, they
will not be grouped together bhy the LUG.

Thig block
reduce the
regulting in
gimplicity of the

been introduced to
the core parser
efficiency and
systen.

has
load on

increased
overall

The following example illustrates
the job done by the LUWG. In the fol-
lowing sentence in Hindi:

ladake adhyapak ko haar pahana rahe hein

133, Brarum, g uEAr 22 2\
boys teacher t9o garland garland -ing
(Boys are garlanding the teacher.)
the output corresponding to the word
'ladake'’' forms one unit, words ’adhyapak'
and 'ko' form the next unit, similarly
'pahana’, 'rahe’ and "hein’ will formn

the last unit.

3. Core Parser

parser .is
LWG and
language’

function of the core
the input from

produce an 'intermediate

representation (i.e pargsed structure
along with the identified karaka rolexs)
of the given source language sentence.
The core parser has to perform essential-
ly two kinds of tasks

The
to acgcept

1) karaka role assignment for verbs ]
2) sense disambiguation for verbs and
nouns respectively.
For translating among Indian languages,
agssignment of karaka roles is sufficient.
One need not do the semantic role assign-
ment after the karaka assignment.

Let us now look at the grammar.

3.1 Grammar Formalisnm

The notion of Lkaraka* relation is
we uge the word 'karaka' in an ex~
senge which includes 'hetu', 'ta-

ete. in addition to actual kara-

*Hera,
tended
darthya’
kas.
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central to the model. These are
semantico~syntactic relations between
the verb(s) and the nominals in a
sentence. The computational grammar

from the nominalsg
and the verb(s) in a gsentence to kara-
ka relations between them. Similarly,
other rules of grammar provide a mapping
from karaka relations to (deep) seman-
tie relations between the verb(s) and
the nominals. Thusg, the karaka rela-
tions by themselves do not give the ge-

specifies a mapping

mantics. They specify relations which
mediate between vibhakti of nominals
and verb form on one hand and semantic
relationg on the other [Bharati,
Chaitanya, Sangal, 90].

For each verb, for one of its forms
called as basic, there i3 ‘a default
karaka chart. The default karak chart
specifies a mapping from vibhaktis to

karakas when that verb-form ig used in a
gentence. (Karaka chart has additional

information besides vibhakti pertaining
to 'yogyata' of the nominalgs. This serves
to reduce the posgible parsgeg. Yogyata

gives the semantic type that must be sa-
tisfied by the word group that serves in
the karaka role.)

When a verb-form other than the basic
occurs  in  a sentence, the applicable
karaka chart iIs obtained by taking the
default karaka chart and transforming
it using the verb type and its form.
The new karaka chart defines the mapping
from vibhakti to karaka relations for
the sentence. Thus, for example, ’'jotata
hai’ {ploughs) in A.l1 has the default
karaka chart which says that karta takes
ne parsarg (Ram). However, for 'jota'
(ploughed) in A.2, or A.4, the karaka
chart is transformed so that the karta
takes the vibhakti ’'ne' ’'ko' or 'se!,

Ram khet ko hai.

2R P D Saar $4
Ram farm ko-pargsarg plough -g.
(Ram ploughs his farm.)

jotata

A.2 Ram _ne khet ko jota.
oITH B AT

Ram ne- farm ko- ploughed.
(Ram ploughed the farm.)

A.3 Ran ko khet jotana pada.
I B B siern T |
Ram ko~ farm plough had-to.

(Ram had to plough the farm.)
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Fig. 3: lLakshan Chart for Jota

Finally, besides the merged karaka
charts assgsociated with individual verbs,
there ig also a global table of common
karakas. [t pertains to adhikarana karaka
(time and place), hetu (cause), etc. and
is applicable to all the verbs. It can be
used to account fotr gource word groups
that remain after satisfying the mandato-
ry karakag. In this sense, it only con-
tains optional karakas.

\

3.3 Parsing

For the task of karaka assignment,
the core parser useg the fundamental
prrinciple of 'akankgha’ (demand unit)
and 'yogyata’ (qualification of the
source unit). ’

The linguistic units which play the
role of demand and source weord groups
can vary depending on the parse cycle.
It the case of sinple sentences, only
one cycle ig needed in which verb groups
and gome gpeclal noun groups (e.g.
'paas’(near), 'door’'(far) etc.) play the
role of demand word groups, and noun
groups and predicative adjectives play
the role of source word groups.

During the parsing process, each of
the source word groups may be tested
against each of the karaka restrictions
in each of the karaka charts of the
demand word groups. An  appropriate data
gstructure may be created storing the
gource word groupd and the karak restric-
tions (in karaka charts of demand groups)
they satisfy. We call each such entry as
a candidate variable.

Typically, a number of gource
wvord groups will qualify for a par-
ticular demand. The job of the core
parser is to make an appropriate asgign-
ment of the candidates, subject to cer-—
tain congtraints such as the followving:

1) one candidate source word group can-
not gatisfy more than one demand of
the same demand word.

2) every obligatory demand mugt be satis-
fied 1in some karaka chart of every
demand word group.

3) every source word must have an assign-
ment .

4) if more than one interpretation of
a source word ig available, then
exactly one has to be gelected.

The above problem is trangformed to
an integer programming problem. Asgssigning
1 to a candidate variable means that the
particular Lkaraka relation between the
source word group and the demand word
group holds; 0 stands for otherwise. All
the variousg typeg of constraints men-
tioned above can be gpecified in a very
natural manner using algebraic inequali-
tieg in Integer programming. Having a sget
of candidate variables asgigned to 1 not
only identifies the karaka relations
which can be used to get the deep cases,
but also identifies the karaka chart
which serves to identify the senge of the
verb group, eto.

Moreover Integer programming also
permits a linguist to express prefer-
ences Among various candidates for a
particular demand. A typical example of

guch a preference can be given. For ex-
ample, for most of the verbsg an animate

thing ig more likely to be the karta
than 1nanimate things, and among ani-
maltes human belngs are more likely candi-
dates to b:r karta than non-human candi-
dates. These preferences would simply
order the multiple parses if any in the
absence of other information.

The parsing gtrategy actually adopted
in the gyslem makes uge of the merged
karaka chart and corregsponds to Anvit-
Abhidhanvad, a theory of mimamsa school
of the Indian grammatical tradition. In
this approach, we firgt determine the
karaka relationships among the demand and
source word groups. (These are determined
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4 Ram se khet nahi jota gaya.
IF A Jra 8 sten st
Ram se-~ farm not plough could.

(Ram could not plough the farm.)

The above principle allows us to deal
ith active pasgsives. The verb forms for
two sgpecial
ages of the formg a verb can take.

For example, the verb 'jota’ in Hindi
as four different meanings listed in the
ictionary:

) harness (e.g., Ram ne bail ko kolhu
me jota, or Ram harnessed the bullock
for (turning) the crusher.)

MY Fe D ey N Sten |

) hitching the cart (e.g., Ram ne

gaadii ko jota, or Ram hitched the

cart.) =~m 3 Sﬂ%da Sran |

) plough (e.g., Ram ne jamindar ka khet
jota, or Ram ploughed the landlord’s

farm.) sH [ jﬂa'r:\a;} XA AT |

) exploit (e.g., Ram mne naukar ko
kaam me jota diya, or Ram exploited

hig servant by putting him to (hard)

work.) gm & Jtasy  av e N oA Ren

For each of the four sensges, a karaka
hart c¢an be c¢reated. A Kkaraka chart
pecifieg the mandatory karakas (i.e.,
hich must be filled for the sentence to
e grammatical), optional karakas, and
esirable karakas. For each of the kara-
ag, it specifies the vibhakti (i.e., in-
lection or post position marker), and
he gsemantic specification (typically in
he form of semantic type) to be satis-
ied by the source word (group). Such a
pecification for a karaka in a karaka
hart is called a karaka restriction.
hug, the karaka chart for the 'hitching’
enge of 'jota’ has two mandatory karaka
egtrictions: one for karta karaka (pro-
ounced kartaa kaarak) and the other for
arma karaka (pronounced karm kaarak).
he former karaka relation maps to agent

and the latter to patient semantic rela-
tion. As shown in Fig. 1, the restriction
for karta karaka says that a source word

(4

the sentence,

i

present in
and

roup gatisfying it must be
its vibhakti must be O,
ts semantic type should be human.

restriction on karta karaka:

karaka: karta
mandatory: ves
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vibhaktli: 0]
gemantic expregsion: human

regtriction on karma karaka:

karaka: karma
mandatory: ves
vibhakti: 0~or-ko
gemantic expression: cart

Fig. 1: Karaka Chart for Jota (Sense 2)

3.2 Refining the Grammar Model

The actual grammar we uge in the sgyg-
tem is based on the model discussed
above. However, it differs from it
slightly so as to have a faster paraer,

Instead of a separate karaka chart
for each gense of a verb, we have a sin-
gle merged karaka chart. It conslists of a
get of Lkaraka restrictions where a res-
triction for a particular karaka relation
is obtained by taking the logical-or of
the necegsary vibhakti and semantic types
for the gsame karaka relation in the dif-
ferent karaka charts. For example, geman-
tie type in restriction for karma karaka
for the merged karaka chart ig obtained
by taking logical-or of semantic types in
karma karaka restrictions in the dif-
ferent karaka charts. Fig. 2 shows the
merged karaka chart for jota.

Karaka Necesgsgity Vibhakti Semantic Type

karta m 0 animate

karma m 0-ko animate or
ingtrument or
land

karana d se-dvara animate or’
instrument

Fig. 2: Merged Karaka Chart for Jota

As the geparate karaka charts are no
longer available for distinguishing among
the senses of the main verb, separate in-
formation ig needed. This information is
avalilable in the form of lakshan charts
or digcrimination netsg. These nets can be
obtained by looking at the gseparate kara-
ka charts and identifying features that
help ug in distinguishing among the dif-
ferent senses. An example lakshan chart
for jota is given in Fig. 3.



by toesting the source word groups agalnst
karaka restrictions in the merged karaka

chart, and then golving the integm pro-
gramming problem.) The word meaning is
determined only later using tthhe  Takshan

charts on the karaka assignment .

4. Conclusions

The major featutres of our approach
can be summarized as follows:

1} & parsing stralegy bascd on “akanksha’
{(demand) and 'yogyata' (qualification
of the gource unit). Note that the
karaka charts expregsing restrictions
a3 above are gimllar to sub-
categorization and selectional res-
trictiona, but are not identical to
them. Sub-categorization refers to
deep cases, and selectional restric
tiong usually specify semantic types.
Here we uwse karaka relaticng, and
gpecify not just semantic types but
also post-pogition markers. It should,
of course, be noted that these ideas
play a central role in our grammar and
pArser.

2) & parsing strategy that uses merged
karaka c¢hart to do karaka assignment,
and only later does the sense selec—
tion for nouns and verbs using lakshan
cnarts.

3) formulation of the core parsing prob-
jem as integer programming problem. It
should be noted that integer program-
ning is a general purpose technique
making a large amount of power and
flexibility available to the parser.
This is at the cost of effliciency 1if
the number of variableg to be handled
gimultaneously is large {(though our
current parser rung falrly fast). We
are engaged in building a special con-
straint solver that will wuse this
power only when necessary [Ramesh,90].

The grammar and the parser described
above are part of a machine translation
system for Indian languages based on an
interlingua [Sangal & Chaitnya, 87]. Gen-
erator in the system uses the same gram-
mag . In principle, each of the stages of
the parser is reversed [SenGupta, 89].
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