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1. Introduction 

In this paper  we develop a functor-driven approach 
to natural  language generation which pairs logical 
forms, expressed in first-order predicate logic, with 
syntactically well-formed English sentences. Gram- 
matical  knowledge is expressed in the fi 'amework of 
categorial unifieation-qrammars developed by Kart- 
tunen (1986), Wit tenburg (1986), Uszkoreit (1986), 
and Zeevat et. al. (1987). The semantic component  
of the g rammar  makes crucial use of the principle of 
minimal type assignment whose importance has been 
independently motivated in recent work in natural  
language semantics (see Partee and Rooth 1983). 
The principle of type-raising as necessary which fol- 
lows fi'om minimal type assignment has been imple- 
mented using Wittenburg 's  (1987,1989) idea of su- 
pereombinators.  This use of supercombinators to 
achieve semantic compatibil i ty of types generalizes 
Wit tenburg 's  strictly syntactic use of such combina- 
tors. 

The use of categorial unification grammars  makes 
it possible to develop an efficient top-down control 
regime for natural  language generation. Rather  than 
generating the syntactic output string in a leftoto- 
right fashion, our algorithm always generates that 
part  of the output  string first that  belongs to the 
funetor category in a given phrase, before it gener- 
ates any of the arguments of the functor category. 
This fnnctor-driven strategy is similar to the head- 
driven approach to natural  language generation de- 
veloped by Shieber el. al. (1989). However, unlike 
the head-driven approach, which uses a mixed regime 
of top-down and bot tom-up processing, our algo- 
r i thm always has sufficient top-down information to 
guide the generation process. Moreover, due to the 
principle of minimal type assigmnent in the seman- 
tics, our approach avoids problems of efficiency that  
arise for the head-driven approach for those classes 
of grammars  that  do not satisfy this principle. The 
work reported here is implemented in the natural  
language system UNICORN, which can be used for 
natural  language parsing (see Gerdemann and Hin- 
richs 1989) and na.tural language generation. 

2 .  T h e  G r a m m a r  F o r m a l i s m :  C a t e g o -  
r i m  U n i f i c a t i o n  G r a m m a r  

The grammatical  formalism that  we adopt for cat- 
egorial unification grammar  is similar to that pro- 
posed in Uszkoreit (1986). Following the schema for 
syntactic rules developed for PATR-style grammars,  
we formulate the ca tegorial g rammar  rule of func- 
tional application by the rule schema in fig. 1. The 

Figure 1: Function Application 

z l  node (i.e. the node at the end of the path (zl}) 
represents a functor category that combines with an 
argument at x2 to yield as a result the category at 
x0. The rule also specifies that  the semantic trans- 
lation (trans) of the result category x0 is inherited 
from the functor xl .  As is characteristic of categorial 
grammars,  our syntactic rules are highly schematic, 
with most of the grammatical  information encoded 
in the categorial lexicon. For example, constraints on 
word order are encoded in lexical representations of 
functor categories, rather than in the syntactic rules 
themselves. To this end we adopt an attr ibute phon 
(for: phonology) which is used to encode linear order 
for syntactic strings. The values for p~taon a r e  struc- 
tured as difference lists. The use of this data  struc- 
ture, inherited from PROLOG,  allows us to concate- 
nate functor categories with their arguments either 
to the left or to the right. It also allows us to state 
syntactic rules without having to make reference to 
constituent order.* The graphs in fig. 2 display par- 
tial lexical entries for the intransitive verb smiles, 

1In this respect, our representation is more compact than 
other categorial-unitlcation grammar formalisms which state 
order constraints in the categorial lexicon and in each syntac- 
tic rule. In particular, we don't need to distinguish between 
forward application and backward application 
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Figure 2: Phonology Rules 

for the proper name Tom and for the sentence Tom 
smiles. The phon at tr ibute for argument categories 
such as proper names is encoded as a singleton list 
which contains the argument string in question, e.g. 
Tom. The phon at tr ibute for functor categories is 
designed to combine the string for the functor cate- 
gory with the phon feature structure of its argument 
categories. In the case of the intransitive verb smiles, 
the morpheme smiles appears as the first element in 
a list that  is appended to the difference list for its 
subject argument.  When the phonology attr ibutes 
for Ibm and smiles are combined by function ap- 
plication, the resulting sentence exhibits the correct 
word order, as fig. 2c shows. For the sake of con> 
pleteness, we also include the representation of the 
preposition from as an example of a forward functor 
in fig. 2d. 

For the remainder of this paper we will concen- 
trate on the interplay between syntax and semantics 
for the purposes of language generation. We will as- 
sume that  information about word order propagates 
from the lexicon in the manner  we just outlined by 
example. 

3. Natura l  Language  Generat ion wi th  
Categoria l -Unif icat ion Grammars  

In this section we describe our functor-driven ap- 
proach to natural  language generation which pairs 
logical forms (represented in first-order predicate 
logic) with syntactically well-formed expressions of 
English. For example, given a first-order fornmla 
such as 

(1) gx[person'(x) --~ smile'(x)] 

we want to generate a sentence such as Everyone 
smiles. 

Ill order to produce the appropriate sentence, the 
generator is supplied with a start  Dag as in fig. 3. 

s ~., ~iksmil e 

& 
every 

) e r s o l l  

Figure 3: Start  Dag for Everyone smiles 

The first order formula (1) is represented in fig. 3 
under the at t r ibute trans (for: logical form transla- 
tion). The value for the at tr ibute cat specifies that  
the translation corresponds to a syntactic expression 
of category s (for: sentence). Unlike functional cat- 
egories which take other syntactic categories as ar- 
guments, s is a basic category, i.e. a category which 
does not take an argument.  

The task of the generator is to further instantiate 
start  Dags such as that  in fig. 3 so tha t  appropriate  
syntactic expressions are generated in the most effi- 
cient manner  possible. 

3.1 A Functor -Dr iven  Genera t ion  A l g o r i t h m  

One advantage of the use of categorial grammars  
is that  efficient generation can be effected by a com- 
pletely general principle: at each step in the deriva- 
tion of a syntactic expression, constituents tha.t cor- 
respond to functor categories are to be generated be- 
fore the generation of constituents that  correspond 
to the functor 's  argument  categories. The strategy 
underlying this principle is that  in any grammatical  
construction, functor categories always provide more 
syntactic and semantic information than any of the 
argument categories. By generating the fnnctor cat- 
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it,'igure 4: S ta r t  Dag u~Jifies wi th  function app l ica t ion  
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.::gory first, the choice of argnmenI~ categories will be 
:~e.verely con~-trained, which sigJ:ificantly prunes the 
;;earch space in whieh the a lgor i thm has t.o operate .  

We will i l lus t ra te  our  approach  by discussing the 
funetor-dr iven order  of processing for the generat ion 
of the sentence Ever'gone <<-rsz'i, les. Firs t  the genera- 
tor will make  a t op -down  predic t ion  by unifying the 
e.',bart Dag in fig..3 wi th  the m0 node of the funct ional  
;xpplication rule shown in fig. 1. The resul t ing Dag 
is shown in fig. 4. 

The pred ic ted  Dag in fig. 4 then becomes sub- 
.}eel; to the pr inciple  of genera t ing  functor  categories  
!'h-st. Ident i f icat ion of a functor  ea tegory  in a rule 
of ca tegor iab.uni t ica t ion g r a m m a r  is s t ra igh t forward :  
Ihe functor  ca tegory  is represented by the subdag  
whose wflue for the a t t r i bu t e  c~tt is a Dag with ato 
i;,'ibut.es ar t  and reszUt a.nd whose 'ce.~zlt are is reen- 
! rant  with the value of the subdag  rooted in ):0. 

Thus,  in the case of fig. 4, the functor  ca tegory is 
z l .  2 At this  poin t  there is enough informat ion  on 
the z l  node to uniquely det, ermine the choice of a 
functor  category,  whereas the choice of an a rgument  
ca tegory  would be eomple tc iy  unconst . raired.  When  
the !exical entry for eve,";t/cne (fig. 5a.) unifies with 
the a:l node, the result  is the Dag in fig. oh. ~ Then,  
at this point ,  the z2 node is fully enough ins tan t i a ted  
to uniquely de te rmine  the choice of .~miles (fig. 5e) 
h o m  the lexicon. 

3.2 N o n - m i n i m a l l y  T y p e  R a i s e d  F u n c t o r s  

Now consider  w]',at, happens  when non-quant i f ied 
NPs like To~Tz are type-ra ised  as in ~'[ontague (1974). 
Tha t  is, suppose tha t  the lexical  ent ry  for Torn is the 
Dag ill fig. 6a r a the r  than  the lower type in fig. 6b. 
It turns  out  tha t  if the type  raised NP is used, it  
will not  be possible to cons t ra in  the choice of func- 
for in generat ion.  For  example ,  fig. 7a shows the 
rule of f lmct ion app l ica t ion  (fig. 1) in which the z0 
node has been unified with a s ta r t  ] )ag appropriate.  
to generate  T o m  ~miles. In fig. 7b, the z l  node has 
unified with a type-ra ised  ent ry  for Hatred, show-. 
ing tha t  the s ta r t  Dag has done nothing to cons t ra in  
the choice of functor.  Thus,  apa r t  fl-om in t roducing  
spurious ambigu i ty  into the g r a m m a r  (see Wi t t en -  
burg 1987 for de ta i led  discussion),  the opera t ion  of 
type-ra is ing ,  when used uncons t ra ined ,  can also lead 
to considerable  inefficiency in generat ion.  In order  

2Alternatively, one could could simply take ¢1. to always 
be the functor since, given our use of the phon attribute, the 
order of xl and x2 no longer corresponds to linear order. 

aA problem that arises here is that the ~1 node in fig. 4 
will also unify with the lexieal entry for s~r~iles (fig. 5c) giving 
a nonsensical translation. Clearly, what needs to be done is 
to modify the semantic representations so that quantified ex- 
pressions will not unify with non-quantified expressions. One 
line that could be investigated would be to have a type system 
which distinguishes quantified and non-quantified signs as in 
Pollard and Sag (1987). 
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Figure 7: Genera t ing  Torn smiles 
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Figure 6: Lexical entries for T o t v ,  

to constrain  rite use of type-rais ing,  we adopt  the 
principle of minimal  type a. ,sigament suggesl;ed on 
independent  grounds by Partee and Rooth  (1(.)83). 
Part:ee and Rooth argued for t, he principle of mini- 
real type assigament, tto account  fox" seopal propert ies  
of NPs in a variety of coordinate  structures.  Among  
the examples  they discuss is tthe contrast  between 
sentences sud~ as (2) a,,d (3). 

(2) Every s tudent  failed or got' a D. 

(3) Every student  failed or every s tudent  got a D. 

(2) and (3) have different t ru th  
true if some students  failed and 
while others got a D and did not 
would be false in tha t  situat,ion. 
point  out tha t  appropr ia te  t ru th  

conditions. (2) is 
did not get a D, 

fail. (3), however, 
Par tee  and Roo th  
conditions for (2) 

can only obta ined if intransi t ive verbs are given a 
non-Wpe-raised intterpretation and if their conjunc- 
tion is represented by the k-abs t rac t  in (4). When  
(4) is combined with the t ranslat ion for every stu- 
dent, the desired reduced formula  in (5) is obtained.  

(4:) Aa[fail '(a:)V goLa_D'(z) ]  

(5) Vm[student'(z) .... [failed'(ac) v got,_~LD'(~;)]l 

The  use of conjoined type-raised predicates as in (6), 
however, would incorrectly yield the formula  in (7), 
which is appropr ia te  for (3) but  not for (2). 

(6) v p (Az .goLa_D ' ( z ) )  

(7) V [stud nt,'( ) - ,  V 
V0-[student'( ) --+ got,_a_D'(z)] 

On the other hand, Par tee  and Rooth  point' out 
tha t  for the interprc't,ation of senttences such as (8): 
intransi t ive verbs do ha.ve to be Wpe-raised, since (9) 
is a pa raphrase  of (8). 

(8) A tropical  s to rm was expected to form off t.lle 
coast of Florida and did form there within a few 
days of the forecast. 

(9) A tropical st 'orm was expected to form off the 
cc, ast of Florida and A tropical  s torm did form 
there within a few day's of the forecast'. 

In order to reconcile this conflict, Par tee and 
Roo th  propose tha t  extensionM intransit ive verbs 
such as formed should be assigned t,o the lowest pos- 
sible type and be type-raised only when t,hey are con- 
joined with an intensional verb such as be ezpected. 

Given the principle of min ima l  type assignment,  
the entry for smile3 fig. 5c will now be the main  func- 
tor  in generating the sentence To~n s~..iles. It. can be 
seen tha t  smiles (and no other  non-type-raised cat.- 
egory) will unify with the z l  node of fig. 7a. The 
result ing prediction is shown in fig. 7c. At this point  
the x2 node is constrained to unify with the mini- 
mal,  non- type-ra ised entry fox: Torn (fig. 6by. Thus,  
the principle of min imal  type assignment turns out 
to be crucial tor construct ing efficient generation al- 
gor i thms for categorial-unif icat ion g rammars .  

3.,3 A l l o w i n g  T y p e - R a i s i n g  a s  N e e d e d  

As seen in the previous section, efficient genera- 
t ion requires the use of basic (non-type-raised)  NPs, 
whenever  possible. However, this is not' t,o suggest' 
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Figure  8: T ype -Ra i s i ng  

tha t  the ope ra t ion  of type- ra i s ing  can be e l imina ted  
from the g r a m m a r  a l together .  For  example ,  t,ype- 
ra is ing needs to app ly  in the  case of conjoined NP ' s  
such as Tom and every boy. If we assume,  as in Wi t -  
t enburg  (1986), t ha t  and is assigned the ca tegory  in 
(10), 4 then to parse  or genera te  a conjoined NP like 
Tom and every boy the ca tegory  for Torn will  have 
to be raised so t ha t  i ts type  will  ma tch  tha t  of every 
boy. 

(10) (XIX)iX 

W h a t  is needed then is sonle ope ra t ion  tha t  will  
convert  the non- type- ra i sed  ent ry  for [/bm in fig. 6b 
to its raised coun te rpa r t  in fig. 6a. One way of in- 
co rpora t ing  the necessary ope ra t ion  into the gram-  
mar  would be v ia  the type- ra i s ing  rule in fig. 8a, in 
which the non- type- ra i sed  ent ry  unifies wi th  the x l  
node to yie ld  the type- ra i sed  resul t  at z0 '5 t towever,  
the problem with  the rule in fig. 8a is t ha t  it will  
allow type- ra i s ing  not  jus t  as needed bu t  also any- 
where else. So the p rob lem of spur ious  pred ic t ions  
like that. in fig. 7b reemerges.  

Clearly,  wha t  is needed is some way of a l lowing 
type- ra i s ing  only in those cases where it is needed. 
Pa r tee  and Roo th  suggest  t ha t  type  ra is ing should 
be cons t ra ined  by some kind of processing s t ra tegy,  6 
withou~ ind ica t ing  how such a processing s t r a t egy  

4We use a non-directional calculus here, since word order 
is encoded into lexical items. The domain is to the right of 
tt~e bar and the range is to the left. The capital Xs represent 
a variable over categories. This is just a schematic represen- 
tation of a considerably more complicated category. 

SNote again thai., since phonology is encoded into lexical 
items, we can get by with a single rule of type-raising whereas 
most formalisms would require two. The phonological coun- 
terpart of type-raising would be: 

• 4 /  

~Partee and Rooth were actually more interested in psy- 
eholinguis¢ic processing strategies. Still their ideas carry over 
straightforwardly to computational linguistics. 

can be implemented .  It tu rns  out  t ha t  the processing 
s t r a t egy  t ha t  Par tee  and Roo th  suggest  can be s t a ted  
dec la ra t ivc ly  as pa r t  of the g r a m m a r ,  if the ope ra t ion  
of type- ra i s ing  is i nco rpora t ed  into a supercombinator 
(in the sense of W i t t e n b u r g  1987,89) t ha t  combines 
type- ra i s ing  and func t iona l  app l i ca t ion  into a single 
opera t ion .  

W i t t e n b u r g  himself  was in teres ted  in cons t ra in ing  
type- ra i s ing  in order  to e l imina te  the spurious ambi-  
gui ty  p rob lem of eombina to ry  ca tegor ia l  g rammars .  
He noted tha t  in some of S t eedman ' s  (1985,1988) 
g r a m m a r s  type- ra i s ing  was needed jus t  in those cases 
where an NP needed to compose with  an adjacent  
functor ,  t ie ,  therefore,  p roposed  t ha t  the type-  
ra is ing rule be included into the funct ion composi t ion  
rule. The use of type- ra i s ing  in coord ina te  s t ructures  
t h a t  we have considered in this  paper ,  is qui te  simi- 
lar:  We want  type- ra i s ing  to be licensed, jus t  in case 
an NP is ad jacent  to a funetor  tha t  is locking for 
a type- ra i sed  a rgument .  We, therefore,  incorpora te  
type- ra i s ing  into the funct ion app l i ca t ion  rule as seen 
in fig. 8b. Now, the old type- ra i s ing  rule in fig. 8a is 
no longer needed, and spur ious  type- ra i s ing  will no 
longer  be a problem.  

The  type- ra i s ing  supe re ombina to r  schema in 
fig. 8b is, for example ,  used in the generat ion of c o o l  
d ina te  s t ruc tures  such as Tom and every boy. Space 
will  not  allow us to fully present  an analysis  of such 
an NP here, but. the i m p o r t a n t  poin t  is tha t  a non- 
type- ra i sed  lexical  ent ry  such as t ha t  in fig. 6b will 
be able to unify wi th  the x2 node, and when it. does 
so, the subdag  at the end of the pa th  (zl cat art) will 
become ident ica l  to the type- ra i sed  entry  for Tom in 
fig. 6a. 

4. C o n c l u s i o n  

In this  pape r  we have argued t,hat a functor-dr iven 
genera t ion  a lgor i thnl  for ca tegor ia l  unif icat ion gram-  
mars  leads to efficient na tu r a l  language  generat ion,  
if the a lgor i thm incorpora tes  Part,ee and Roo th ' s  
(1983) pr inciple  of min ima l  type  ass ignment .  In 
order  to have min ima l  type  ass ignment  and still  
allow type-ra is ing  in rest.ricted contexts ,  we have 
adop ted  W i t t e n b u r g ' s  (1986) idea of supercombina-  
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tors. Type-rMsing has been incorporated into the 
function application rule so that type-raising can 
only apply when some functor is looking for a type- 
raised argument. This use of supercombinators to 
achieve semantic compatibility generalizes Wittm> 
burg's strictly syntactic application of these combi- 
n at ors. 
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