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Abstract:
In thisg papexr we describe a parser for German
hased uon semantic  caseframe instantiation
guided by a syntactic analyzer. Pure

casefrane parsers lack the abllity to capture

syntactlic vegularities, which leads to vedun-
dancy in the lexdicon and/or poor syntactic
coverage By combining caseframe matching

with an explicit syntactic analysis our parser
overcomos this problem.

approaches wall sulted for English are not
sasily Transgported to German with its wich
norphology and its free constituent order at
the clause level. Our parger which incor-
porates two different inleracting parsing
gtrateglos is well adapted to the needs posed
by German grammar.
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N .

we believe that the present understanding of
structural differences between languages does
not yet allow for a single parsing algorithm,
at least 1if one wants both good coverage and
efficiency. As a consequence we developed a
parser which is specifically designed to cope
with the peculiarities of the German language.
Nevertheless, since our approach is based on
sound linguistic principles, most of the solu-
tions found could be applied to other
languages with a similar structure as well.

In this paper we will focus on the core of the
system's parsing component and neglect other
features like spelling correction, treatment
of anaphoric or elliptic utterances, quantif-
ler scoping and the transformation into SQL.
The overall system architecture is depicted in
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Fig.1: System Architecture

1. ¥Xoteoduction
DB-DIALOG is a CGerman language interface to
relational data bases. Our objsctives were
to design a system which has good language
capabilities and which at the same time is
easily portable. The system has beerny
developed on a SYMBOLICS 3600 and up to now
hag been transported to a PRIME-550II1, a DEC-
VAX 730, and a NIXDORF TARGON-35.

DB-DIALOG translates ugser-gueries given in the
foxm of written German sentences into struc-
tured S$0QIL statements. Since SQL is the de-
facto standard query language for velational
database systems, a wlde range of database
systems 1s accessible. The only adaptation to
ba done is a transformation of the structured
SQ6L output by DB-DIALOG into the specilal SQL
used by the specific DBMS. At the moment ver-

slions  for ORACLE, REFLEX and MIMER are imple-
mented.

In some othex ways the iInterface 1s also
degigned to bs as portable as possible. Adap-

tation to new domains is facilitated by keep-
ing the linguistic coverage separate from the
actual domain knowledge which rests solely in
the lexicon. Independence from the modeling
of the domain in the data base 1ls achieved by
digtinguishing between a linguistically
motivated description of the domaln and a
databagse-oriented one. There 1s an expliclt
tranglation step betwesn these two parcts.

Language lndependence 1s not ailmed at, because

figure 1. For a description of the interface
as a whole see Buchberger et al./1987/.

We have chosen to base our parser on
caseframe instantiation. Such an approach is
wall suited for a restricted domain parser,
because of its efficiency (by avoiding useless
parses in case of syntactic ambiguity) and its
robustness in the case of ungrammaticality
(see e.g.Grishman et al./1986/). On the other
hand, relying solely on that method, it would
be difficult to capture syntactic generalities
(e.g.active-passive transformation), because
syntactic as well as semantic restrictions
must be specified explicitly for each slot of
every ‘caseframe. This means that for every
different syntactic realization of the same
statement a different caseframe has to be pro-
vided in the 1lexicon. There are two severe
drawbacks to this kind of realization: First,
general syntactic properties of the language
are implicitly stated in the 1lexicon entries
instead of wezxplicitly in the grammar leading
to a possibly inconsistent and patchy syntac-
tic coverage. Second, the lexlcon is inflated
because for a single word (meaning) a number
of different caseframes is needed.

semantic

To illustrate the problem let's have a look at
an example:

'liefern' (= to deliver)

could have the following caseframe:

(LIEFERN
(AGENT (SYNTAX NP/NOM) (SEMANTICS COMPANY))
(OBJECT (SYNTAX NP/ACC) (SEMANTICS GOODS)))
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parser  to analyza  a

m\l chraemkca .
clgorate

x

syntact

Die Kuehlschraenke werden von dew ¥irma XYZ

tors arve delivered by the RXYZ

; clause (active and passive)
Dna Kubhmr hraenke, die die Firma Xz

(The that XYy,

deliver

CORDEY

die Kuehlschraenke
company, thalt delivers

igerators. .. )
.butlve (active
. dex
schraenke. ..
~efrigerators
company. .. )

Die Kuehlschraenke liefernde Firma XY4...
(The company de
refrigerators...)

and pas

geliafarten

deliverad by the XY¥

g

As the example shows, there are six different
syntactic forms which may occur with the ssme
verb due to syntactic variations. Having six
different cageframes 1 just one word
(meaning) ig vidiculous. el
improvements have heen proposed
cageframe 1 sers to deal with
less ad- Mannex BeO
al./1985/ and Lytinen /.986/

which snable
svntax in a
a.qg.Hayves ot

In our approach we we nf
this divecitis by
matcher  with

.o
.ctions
way

constr
at

clause and GVen
handled without the
caseframnas.

2. Languag
sing Gex as tnpug language 1o our
1nt0ri‘ ca  calls - long to problems

\,he; vnglish
ferences ares

which do not ax lLanguaga.

The most prominent di

-~ there is a vich mocphology,

- gonstlituent order at the clause
fairly free, and

- there is the verb-s
clauses.

level 1s

scond phenomenon in main

Morphol
component
1987/. T
case markexrs (as
foatures) Lo the
locally

amblguous .

of th BOANNSY /Txmsn uﬂd Dar inmr
SOANNAY sen Andox on o abioat

v ntactico
rated
highly

information

Two
noun-dependent

basicall

thers ave
Germacn:

Ag for word ovder,
phrase »ypo% in

phrases, DOU phrum, [ 02D and
prapositlior ) wiltly o rather
gigld word oxd and phrases,
Iike sentence (u) and adjective phrase (AP},

with at best a preferved ondaering OF
constituents. Foxr a discussgion of word ovdey
in Gorman Loy /1982/ and, For o wove
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utatlonally orientad vilew Uuzkowalt
30/ and Hauenschild /1986/.

that oo the one huand
namaly APs embodded in thow,
exhibit free constltuent order, whersas on
her hand clause-iiks Lon“twunb?a
to have one flxed positilon:
complex and adjective
which always comes lasi. Tncza
gxception  that in main clauses
part of the verbal complex
position /Haider 1984/.

Clegor inspection shows
part of the NPsg,

the
moves to

In pdxsznq a  language like G
e neads two difforent (cont

one for the fixed word order
inside congtituents
lbute of NPsg)
8 for the free constituent order of
gumnents and wodifiers  of
i.e.the constituents of 8).

L

Oux  solutlon  to this -.4“
interaction of two di
our parser. For poocess .
fizxed word ovder we ochose tnm
Transltion Network (ATN) Fformalils
1978/, Dbecause ATNS are a we
algorithm with very efficient implomen
technigues available, and they provide
relatively transpacvent notation. Sdn
use the ATN only for a part of the syntactic
parsing which itself interacts closely with
semantics, the known weaknessegs inhevent to
Al'Ns do not pose a problem in the contexi of
Our  parser. For free-order const 3 on
the other hand we use a unification-based
strategy which makes heavv use  of & case
bt i matcher., We will first descrlbe both
iponants 1 BOME dota and frhiesn
demunstrate how they dnteract.

4, Yhe ATR component

Our ATN conslsts of the usual subnets
phrase-types (NP, AP,'S, eote.). In contcs
o ihu standard approach 1t works on a che

oy

of morphologlecal entries created by the
morphological component mentionsd eaxlisc.

This chact may contain amblguities which i
ATN is oextended to cope with.

Since the ATN ailwms at the congtruction of

functlional dependencies (an avgumesant/modlfivy

- head gtructure) which is greatly eased by

knowing the head /Proudlan and Pollaxd 1985/,

wo declded to use head-driven anaslysils in the

ATN, Gexman 1is basically a subjsct-object-

verb (S0V) language, that means the head of a

phrass comes last with few exceptions. Thoue

exceptlons are:

~ NPg wmay have postwmodifiers
PPy, velative clauses),

- din PPg the preposition comes in  the
ositdon,

o thu above mentioned verb-gaecond
in main ¢lausen.

(gandtlve W,

fidwat

Jeicatarity eveliey

With a slightly different wiew on phoase
sLructure all thres of thoese awcepitlons
disappesr. het's for the moment just agoombs

that the head always comess in the last

position. Then 1t proves adventageous o

choose a yight-ito-left ovder for procossi

senlancas. There are severxal interestlung

woguencas of this declsion:

= there is no need for a separate PYE-
BPp and NP are collapsed in one  Bubiat
the prepositlon ~ 1Ff found at the "oud!




tho phrage - ig gluply viewed as a semantic
cass macker.
~ adjuncts to the wight of a phrase head have
to be yparsed separately. In our case:
vostmodi fiers Like PPs, genitive NPg and
rolatlve clauses modlifying NPs are not
Includad in the NP--subnet. Since
postiwodi flor attachment cannot be performed
wall using local information only, this
pairs nicely with our strategy of handling
the arvgument/modlifier attachment on  the
casaivamns lavel and thereby reducing
ambiguity for the ATN.
iy wmain clauses (where the verb-second
wmovenesnt /Haideax 1988/ applies) this
movenent has to be undone to have the
complote verbal complex as the head of the
sentoace in the last position. This has
| v advantage: Although word order is
atiferent in wmain c¢lauses and dependent
clavses on the gurface, after this
vekransiormation the same subnet can be
used for all different sentence types, and
the samo 1s true for the subnet for the
worbal complex.

pllopting  the ygrammar in the way Just
dosoriboed  leads +to the desired situation
for every phrase type the head comes

4, Caseriranes and the Case Frame Matcherx

Cageframes represent both a semantic and a
syntactic representation of a phrase. The
semantic content is given by a 'semantic'
predicate and the functional dependencies and
meanings of  its  arguments, and further
restrictions by modifiers (if any).

~

The wvevy ildea of representing gemantic
depondencies in form of case frames goes back
o the work of Fillmove /1968/, whoreas ldeas
on the additional syntactic and funcitional
structure we use can be traced back to
Chonsky's  /1981/ ‘Theta-rules and HBresnan's
/19827  functional structures and in the
Artificial Intelligence paradigm to the work
Creary and Pollard /1985/.

fhe caseframes in  DB-DIALOG conglst of
auveral pavts: The head predilcate, a SELF-

slot  fox DEOPROK vaforenclng, go~called
YALENCY slots containing functional

dependencies (or deep cases), a MOD glot
containing modiflers, a DETERMINER slot for
WPg, snd SYNTAX and CATEGORY slots containing
vacious syntactic information.

VALENCY slots in turn consist of:
- an ideantlfier

- a gyntactic restriction (SYN)

- a somantic vestrletion (SEM)

- a flller (VALUE)

os are lanstantlated. from the lexicon
infoxmation 18 added during the analysis
wubphrases. 20 do so there ls at least
so-called "meaning” attached to the
cald  entry of each verb, . noun and
ivae. A meanlng consists of a polnter to
cageframe plus oventual modifiers to be
appiied to +the caseframe at the time of
instanticvion. “he instantiatilon process
g new edges in the chart, representing
Cthese partially filled caseframes. The Case
Praee Matcher (CFM) works on  that chart,
which is passed on to it by - the AIN, This
chart conglsts only of those caseframes
vcalevant to the CFM to construct the new
CHSOEIrame . Othexr parts, 1ike the
movphologleal chart or already constructed

caseframas outside the scope of the phrase
actually considered remain invisible to 1o,
Oone or more of the caseframes in the chart
passed to the CFM are marked as prospective
heads, and +the output of the CFM 1z a new
caseframe (or more than one in case of
ambiguity) spanning the whole chaxt  with
gseveral slots filled.

VALENCY slots may be filled if:

syntactic restrictions are met,
- gemantic restrictions are met, and

~ othex vestrictions stemming fron the
category of the head (e.g.adjaceancy) arce
met .,

The syntactic regstrictions are met 3 e

faatures of the SYN-slot and SYNTAX of the

filler caseiframe can be unified. Tl

restrictlions glven are usually on category,
case, preposition, etc. But they need not be
glven explicitly in all cases. One can make
use of a number of structural caseg like SUBJ
(subject) and DORBJ {(direct object).
Transformations can apply to these cases
undey certain civcumstances and e.q. btransform
DOBJ into SUBJ in case of passive. The
realization of the structural case ig
evaluated at +the time of slot filling,
depending on the category of the hecad.

Only 1f a restriction is stated explicilly

ig taken as it stands. But structural cases
like e.g.SUBJ get different interpretations:
for an S (sentence) a nominative NP with
number agreement with the head is sought, fox

an AP SUBJ has to be +the head of the
governing NP, agreeing in case, gender and

number, and for an NP SUBJ is realixz
genitive NP or a PP with the
'von'.

This way great flexibility is gained and it
i  possible to reduce the lexicon and the
meanings stored therein to the essentials,
I is avearn possible (4%} PLOCHSEs
nominalizations using the nmeaning of the
corresponding vexrb.

The semantic rvesteictions to bs wmet are given
by a hierarchy of predicates. SEM and the
predicate of the filller caseframe mnust be
compatible to allow slot filling. Sinilax
considerations apply to the construction of
modifiers: syntactic and semantic
compatibility must be given.

5. Intevaction

Generally speaking, the topologlcal
regularities of phrases are handled by the
ATN, whereas free word order constituents are
being taken care of by the unification
process. Thls unification process works on
local chart created by the ATN, comprising
only those parts of the sentenco relavant to
it. Thus wvarlous igland phenomena fall out
from the conception of the parser.

flow of control between the ATN and the other
components i1is organized in a way proposed by
Boguraev /1979/. 'The AIN .5 processing a
sentence in the usual way. 8 Yy
a phrase boundary by reaching & POP are,
control is given eithex directily to the M

or the unification process. Yhe process
evoked serves as a test for the POP  arg,

fl.e.in case of failure the ATN hag <o
backtrack.
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In constituents (with strict word order) the
CFM 1s invoked directly and tries to build up
a cageframe (or more than one in case of
ambiguity). The result is returned to the
ATN which makes use of i1t during further
processing.

In structures with free constituent order
(clauses) the ATN acts solely as a collector

The words are first processed moxrphologically
and a chart is returned, rendering a
canonical form for each of the words together
with word class and syntactic information
(e.g. case markers). At thig level, some
ambiguities arise, e.g. that of ‘'welche"
which might be an interrogative pronoun or &
relative one, and "die" which may be an
article or a relative pronoun.

INTPRON T ARt

) ART
4~.~‘“A~-‘v-—-—u«-‘4-‘ ) PR N
RFLPRON NOUN| VERB [PREP[L 0 =T NOUN pRp NOUN  [PREP| NOUN | PREP [omoeef NOUN
welche . Wien bezient fuer die Produktion benoetigte Stoffe von Firmen aus dem Ausland 7

Fig.2: Morphological chart

of constituents. Constituent caseframes are
merely stored in a local chaxrt and attachment
is postponed. The only constituent
recognized topologically is the head which
always comes in the last position. This
chart of constituents is then given to the
unification process when the POP arc is
reached. In addition to relying heavily on
the CFM, the wunificator also has various
strategies at its disposal in order to take
into consideration restrictions of adjacency
and category dependent of the category of the
phrase processed. This way possible
syntactic ambiguity is wieduced and almost no
backtracking is needed inside the ATN.

Generally, information passed toe the CFM is
collected while +traversing the subnet: head
caseframes are instantiated, arguments and
modifiers are collected by pushing the
appropriate subnets and morphological and/or
syntactic clues trigger various informationsg
on the caseframes. ’

mention the passive
trangformation: if evidence for passive is
gathered while analyzing the verbal complex
(for S) or a participle (for APs), this
information is passed on to the CFM. The CFM
then applies the passive transformation to
the relevant slots of the head caseframe
before the slot filling takes place. These
transformations are one way to take general
syntactic information away from the lexicon
(the caseframes) to reduce redundancy /Hayes
et al.1985/.

As an example we

6. An Annotated Example

To demonstrate how the system works, we will
conclude the paper by giving an annotated
example of a parse. For the sake of clarity
some of the details shall be simplified, but

all of +the essentials will be properly
described.
We have chosen the following example
sentence:

"Welche von unseren Abteilungen In Wien
bezieht fuer die Produktion bencetlgte Stoffe
von Firmen aus dem Ausland?" ("Which of our
Viennese departments gets materials necessary
for production purposes from abroad?")

Please note that the free translation does
not capture the grammatical subtleties
involved in the original sentence;. especilally
the adjective phrase "fuer die Produktion
benvetigte Stoffe" includes a passivization
that ,is usually not expressed this way in
English.
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There is a simple global control structure
which works on this morphological chart. Its
main task 1is to transfer control ‘to ATN
networks for phrase-like constituents and to
the unificator for clause-like constituents.
The control structure starts by transferving
control to the PP/NP-ATN. The chart entry fox
"Ausland" 1s treated first (remember <the
right~to-left direction of processing). It
is found to be a noun, and the next edge,

DET, is processed. The third woxrd, "aus",
finishes the PP/NP. Control is transferred
to the caseframe matcher (CFM). The

caseframe for the head, "Ausland", becomes
instantiated, and the features of the othexr
conponents are unified with it, especially
the feature of dative, which is derived from
the determiner.

After completion of this caseframe, control
is +transferred back to the PP/NP net which
processes "von Firmen" in a similar way. The
CFM 1is called again, constructing another
caseframe. According to our strategy, PP
attachment will not be performed at this
step, instead all the constituents will be
collected first.

The PP/NP ATN gets itz next chance. It
treats the chart entry f{for "Stoffe” which
makes a perfectly suiltable head for & wmore
complex constituent. We start to anticipate
this when the next word, "benvetigte"
("necessary" - albeit not an adjective, but a
PPP in German), 1is processed. In general,
inflected PPPs trigger a PUSH AP, so doosg
this one. (Uninflected PPPs form part of the
verb complex). Next, a PUSH PP/NP s
performed which will lead to a constituen®
embedded in the AP. But let's see this in
detail. The PP is processed similar to the
others before, the head "Produktion" becoming
instantiated and the caseframe filled after
the entry for "fuer" has been processed.
This finishes the AP, since the varb,
"bezieht",  definitely cannot be part of au
AP. As vou may remember, APs trigger the
unification component which in turn calls the
CFM to handle the simpler tasks. Thusg, the
head of the AP, '"benoetigte”, becomes
instantiated. 7The assoclated caseframe 1o
presented below:

( BENOETIG
(SYN SUBJ) (SEM ORGANIZATIONAY, UNIYT)
(SYN DOBJ) (SEM MATERIAL)

(SYN PPOBJ (FUER)) (SEM PURPOSE))

Before the caseframe willl be f£filled, &
passive transformation is applied, due to the
fact that the example sentence contained the
verb "benoetlgen" iIin 1its PPP form. This
transformation simply changes sUBJ to



PRINPS
AP PR/NP2 PR/NP
PPN .
INTPRON _,.Ag]:_“] " y 9 [ART ] NOUN
i‘RELpRON NOUN% VERB  |PREP RELPRON I NOUN Ppp NOUN  |PREP| NOUN | PREF RELPRON
Flg.3: After processing of PP/NP3

POBJ PASH and DOBJI to SUBY. The conssguences needs of the domain modelled. In our domain,
of this vrangformation will not turn out in this reading would not be appropriate, so we
this step, but din the next one, when the did not provide a caseframe for thus
PE/NP  with the head "Stotffe" will have been excluding a theoretical ambigulty where in
finished. But let's stick ‘o the correct the practical application there is none. As
order . he cagsefcame of "bencetigen" has the slot f£liling fails, the AP-ATN will
boen lnstantlated and transformed, and it is backtrack. We get an AP consisting Just
about ©o ba filled. RNommally, the uniflcator one single word ("gefaerbte") filling a slot
will now come into L1ts own, having to decilde in "Stoffe", making up for one PP/NP and
for proper attachments. In this case, there another  PP/NP, namely "fuer die Produktion".
is only one constituent left at this level, These two PP/NPs will be collected at this
namoly "fuer die Produktion©. Since no stage of processing and only attached whon
confiieting attachment altermatives arlse, all of the sentence will have been parsed.
the "M is called divectly by the uniflcator.

ruer dilo Produktion” fits nicely dnto the We will stop our digression here come
PURPOSE  slot, so it is placed thers. The AP back to the original example. Remember, the
now has been finlghed, and POP PP/NP  ig  tha AP has just been finished and the PP/NP with
next edgo to be taken. the head "Stoffe" 1is POPped. This means a

transfer of control to the CFM (in PP/NPs the
whereas in an AP or §

it

Self 3

Type NP

Head Stoff

Syntax Nom/Acc Plural

et e b s

of "benoetigen")
gyntactic reasons,

Mod self

CFM ig called divectly,
the vnificator is called first in
o st find correct attachments.
unlficator in turn calls the CFM
e i ] the selected attachments).

Integrated into +the P
modifier predicate in the MOD slot.
slot of the subordinated caseframe

is

its

to
The
P/NP caseframe

ordexr
Afterwards,

as

still unfilled.
filler must be

to
the

realize
AP

is
a

The SUBJ
(the

one
For
the

head of +the superordinated PP/NP "Stoffe".
The semantic restriction of the SUBJ slot
MATERIAL which is

is

compatible with the noun

e — "Stoffe”, so the slot

Head benoetig that SuUBJ iz the

may be
trangformed

filled
syntactic

(anote

I restriction which had been DOBJ before

PPob) (fuer)

Purpose

Fig.4: Caseframe for PP/NP3 |

and has to be

seif | . The global control

fobj-Pass ;Satfj‘ Organizational_Unit passive transformation
i imsiim e g : o Thus, a third constituent has been
Subj Dmﬂ/MawrMI R R the pool of collected constituents.

st

e processing the next entry,
Head |Produktion of the word "bezieht",

at

had taken

ructure continues

which is a finite v

the second

according to German grammar. It is
for later processing and a special state is

the

place).
added

to

by

the representation

erb

position
set aslde

entered, knowing that exactly one constituent

Let us take a little digression. Suppose the has been left over. The PP/NP "in Wien" is
PP/NP  “fuer die Produktion" would not have, processed, and a corresponding caseframe is
£it intu a slot of the PPP. If we had taken created.
*gefaerbte” (“dyed") instead of “"benoetigte”
this would do. In this case we would not get Similarly, a caseframe for "welche von
the reading “materials dyed for production unseren Abteillungen" is created and "in Wien”
purposes” but instead two components, dyed is attached to it when the unificator applies
materials® and "for production purposes”. its knowledge that there cannot be more than
The sophisticated reader could argus that the ona constituent in this position. way,
firet veading might also be correct. The possible ambiguities e.g. trying to €111 "in
avgument here is that the caseframes in our Wien" into a slot at sentence level, are
systems are constructed in a way to fit the avoided.
PP/NP4 PRINPS
I S T T PP/NP2 PP/NP 1
PEANP L PP/NP ey
: PP/NP 7 ]
Cweron [T T T AR ART
e e Py pPpp NOUN IPREP| NOUN | PREP —————-{ NOUN
(41 PHON AIHNOUN VERB  [PREP RELPRON NOUN o 3 , RELPRON o

Pig.5: Before unification at sentence level
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By this time wes have finished our way foom
right o left through the morphological chart
and have collacted many components (PP/NP
and the pradicate) at the sentence leve
The gilobal control structure passes oconbyol
to the unificator which hags to find corroac
attachment and to perform the slot .
the gentence level. Cagseframs instant
takes place, bullding a frame for
"bezliehen" .

(BEZIEH
(SYN 8UBJ) (SEM ORGANIZAT.UNIT)
(SYN DOBJ) (SEM MATERIAL)

(SYN PPOBJ (FUER)) {SEM PURPOSE)

(SYN PPORJ (VON BEIL)) (SEM ORGANIZAT.UNIT))

Next, all possible attechments are
Two conditions have to hold fox
adjacency and semantic compatibility. Pp/NP4L
e.9. cannot be attached to any othex
constituent, because it is adjacent only to
the main verb. Therefore, this :
hag to fill a slot in  "beziehen",
remaining PP/NPg there oxist
possibllities, Let us denote subordination
by the hyphen character. From the adjacency
point of view, the posgibllities are:

sought.
them:

1) PP/NP3 , PP/NP2, PP/NPL
(three constituents at sentence level)
2) PP/NP3 - PP/NP2Z, PP/NPL
3) PP/NP3, FP/NP2 - PP/NPL
4) PP/NP3 = (PP/NP2 - PP/NP1)

1 and 2 are excluded, because there is no
slot in the "beziehen" caseframs which
matches the syntax of PP/NPL (preposition
"aus"), nox would there be semantic
compatibility. 3 is the reading we prefer.
As for 4, 1ts acceptabillity depends on
whether we allow a slot in the caseframe for
"Stoffe" which could hold an
ORGANYZATIONAL UNIT. If wo do, wa will get
an ambiguity. In that case, the system will
offer both solutions, using a heurilstic which

of the solutions to present filrgt. T'hies
heuristic implemented prefers flat syntactic
structures.

As  for the preferred reading, the CrM

realizes 1t by filling PP/NP3 into the DOBJ
slot and (PP/NP2 - DPP/NPL) into the PPOBJ
slot of the caseframe for "beziehen®, PP/NP4
has already been filled in the SUBJ sliot, F=1¢)
the parse of the sentence has been completed.

7. Conclusion

In this paper we have described a parser
which 1is able to deal with a wids variety of
German sentences in an efficlent and robust
way. Thig d1s made possible by two special
properties of the paxrser:

First, syntactic analysis uses two  different
strategies, namely an ATN and uwnification to
deal with fixed word order at the consi
level and free constituent oxder ]
clause level respectively. Such an apy
is well sulted for German, but also for othexr
SOV languages like Dutch, Swedish, Danish and
Japanese.

Second, the interaction between caseframs

ingstantlation and a syntactic parser Leads to

the possibility of

~ clear and precise formulation of gyntactic
and semantic rules and regularities,

- roduction of entries in the lexicon,

~ flexibility and better maintailnabillity.
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Thus problems posed by various aspects of tho
gtructure  of the Gevman Language have 1sd Lo
genex s 18 which way be appllied o
othee lLanguages as well.
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