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Abstract

This paper describes the use of the Direct Memory Ac-
sess (DIMA) pavadigm in a practical natucal language in-
ienface, Advantages and disadvaatages of DMA in such
applications are discussed. The DMA natural language
intexface ‘DM-CoMman’ described in this paper is be-
ing usetl for developinent of a knowledge-based machine
ivanslation syswin at the Center for Machine Translation
(CMTY ai Carnegic Mellon University.

L Introduction

The Direct Memory Access (DMA) paradigm has been re-
scarched as a vew model for natural language processing
(Riesbeck& Martin[1985] and Riesbeck|[1986], Torabechi-
[1987a]). Ja this paradigin, natural language understanding
is viewed #s an effori to recognize input sentences by using
pre-existing knowledge o memory, which is ofien experien-
tial and episodic. @i is contrasted with tradifional models of
parsing in which syntaciic and semantic represeniations are
buili as the resuli of parsing and ave norimally lost after each
parse. In ihe DMA model, input sentences are identified with
the memory siructure which represents the input, and are in-
stantiated to represent that specific input. Since understanding
is pexforme:d as recognition through the memory network, the
resoli of understanding is not lost after each sentence is pro-
cessed. Also, since parsing and memory-based inferences are
integraied, vavious memory-based activities can be triggered
directly through natoral langoage understanding without sep-
arate inferential processes.

As one applicaton of DMA, ai the Center for Machine
Translation (CMT) at Carnegie Mellon University, we have
developed a naturval language interface for our large-scale
knowledge-based machine tanslation system! called DM-
CoMMARND. This application of DMA demonstrates the power
of this model; since direct access to memory ducing parsing al-
lows dynawic evaluation of inpui commands and question an-
swexing without ranning separate inferential processes, while
dynamically wiilizing the MT systemn’s already existing do-
main knowledge souwrces. The implementation of the DMA

"The CMU-MT systom which is the target system for the DM-

COMMAND system described in this paper is described in detail in Tomita-
BCarbonell[1987] and Mitamura, et al{1988].

natural language system has been completed and is used for
development of actual grammars, domain knowledge-bases,
and syntax/semantic mapping rules by the researchers at CMT.,
This system has been demonstrated to be highly effective as
a MT developmental support system, since researchers who
develop these individual knowledge sources are otherwise un-
knowledgeable about the internal implementation of the MT
system. The DMA natural language interface can provide
access (currently English and Japanese) to the system’s inter-
nal functions through natural language command and query
inputs. This use of the DMA model for natural language in-
terfaces demonstrates that it is an effective alternative to other
natural language interface schemes.

IL A background of DMA

‘The Direct Memory Access method of parsing originated in
Quillian’s[1968] notion of semantic memory, which was used
in his TLC (Quillian[1969]) which led to further research in
semantic network-based processing?. TLC used breadth-first
spreading marker-passing as an intersection search of two lex-
ically pointed nodes in a semantic memory, leaving interpreta-
tion of text as an intersection of the paths. Thus, interpretation
of input text was directly performed on semantic memory. Al-
ihough TLC was the first DMA system, DMA had not been
explored as a model of parsing until the DMAPQ system of
Riesbeck&Martin, except as a scheme for disambiguations.
DMAPO used a guided marker-passing algorithm to avoid the
problem of an explosion of search paths, from which a dumb’
(not guided) marker passing mechanism inherently suffers.
DMAPO used P-markers (Prediction markers) and A-markers
(Activation markers) as markers passed around in memory,
adopting the notion of concept sequence to represent linear
ordering of concepts as linguistic knowledge, which guides
linear predictions of concepts sending P-markers in memory.

2Such as Fahlman[1979), Hirst&Chamniak[1982], Chamiak{1983],
Haun&Reimer[1983], Hirst[1984]), Charniak{1986], Norvig[1987], and
connectionist and distributed parallel models including Small, ef al(1982],
Granger&Eiselt[1984], Waltz&Pollack[1984], Waltz&Pollack{1985], Berg-
[1987], and Bookman[1987].

*We call it ‘dumb’ when markers are passed cverywhere (through all
links) from a node. In a ‘guided’ scheme, markers are passed through
specific links only.
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Concept sequences, which encowpasses plcasal patterns, ave
attached to nodes in memory that ve
periential memory straciove. Yo DMaP], A-mackers aro sent

above in the abstraction Iderarchy from the lexically aciivaied
nede in memory, and P-markers aie seut to the next eloment
of the concept sequence only after the A-nacker from below
hits a node that is alroady Pemarked. Concept refinement is

performed wstug concept refinement Hoks (Cref-links) when
a whole concept sequence is activated. Concept refinement
locaies the most specific node in memory, below the sctivaied
root node, which represenis the specific instance of the input
fext. DMTRANS (Tomabechi[1987aly evolved the DIMA into
a theory of cross-linguistic transtations and added inechnisins
of explanatory generation, C-Marker passing (for farther con-
texnal dissmbiguations), and a rovised scheme of concept ve-
finement while perforiving Faglish/Japanese translations.

e, DM-Connmand

The DM-COMMAND system which we describe in this pa-
per is a natural language interface developed for grammar,
knowledge-base, and syntax/semantic mapping rule writers at
CME, which enables these researchers to access the MT sys-
temn’s interaal functions for thelr development and debugging
purposes. The DM-COMMAND parser borrows the basic algo-
rithm from the DMIRANS machine translation system, wiich
performs recognition of input via the guided spreading activa-
_tion marker-passing of A-markers, P-markers and Comarkers®
in mernory.

As a brief example, lct us consider the processing ihe
input command “show me ¥HAVE-A-PAIN”, where *HAVE-A-
PAIN is an actnal name of a concept definition in our frame
systemn (FRAMEBKIT, Nyberp[19881). Independent of the se-
mantic network of dormain knowledge used by the MY sys-
tern, the DM-COMMAND has separate mermory neiwoik tep-
resenting concepts involved in performing various actions in
the MT system. Among such concepts is the concept ‘show-
frame’, which represents the action of pretty-printing FrAME-
Kt definitions stored as domain knowledge. This concept
has ‘the concept sequence <mirans-word person *CONCEPT>
attached to it. This concept sequence predicts that the firsi
input word may point {0 an instance of ‘mtrans-word’ (such
as ‘show’), followed by an instance of person followed by
soine concept in the forin of a FRAMEKIT name. When the
firet Input word “Show” comes in, it activates {puty an A-
f_narl(fi ;ou) the lexical node ‘show’, which in turn sends ac-

SCmarkers (Contexual-markers) were introduced in DMTRANS, and are
propagated 1o mark contexually highlighted concepts in memory. DmTrRANS
used Comarkers for word-sense disambiguations through contexval mark-
iy, DMIRANS also added an explanatory gencration mechanisi which
generates seniences in the tavget langoage for concepts that did uot have a
lexical eatry in the target language, by explaining the coucept in that target
languape.
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cni some specific ex-

dvaticn (A-marker) above in the abstraciion Hevarchy aod
bite “roteans-word’. At the very beginiilng of pavsi

‘roigans-word’, ‘mirans-woed” s aheady Ponued
A-marker and Panarker collide at ‘obans-vord”. Whes
collision of two makers happens, the P-marker is sond §
nexi element of concept sequence, which s “poison’,
the nexi word, “me”, activaios the lexi 1

and then activaics ‘porson’ (an A-marker iz seot above i

ihe abstraction hierarchy). Since ‘person’ was P-oomdke
a previous marker collision at ‘miraas-woid’, anodier solt-

ston accms here. Therefore, a Panadier is agaln sont 1o (he

next clement of the concept sequence, whick is “FCONC
Floally, “"HAVE-A-PAN” comes bn. Now, (o gpaouding sc-
fivation ocours not in the command foemory usiwork, bt
in the domain knowledge neiwork (doctor/paticns dinlog do-
wnain) activating “*HAVE-A-PAIN’ initialty and then activaiing
the: concepis above it (6.8., ““HAVE-A-SYMPLOM”) maiil ihe ac-
tivaiion hits the concept ““CONCIPT which was Panadod ai
the previous collision. Since it is the final elewent of the
concept sequence <mirans-word person *CONCHPT>, this con-
cept sequence s accepted when this collision of A-madier
and P-oarker happens. When a whole concept sequence is
accepied, we activated the rooi node for the sequence, whiclt
in this case is the concept ‘show-frame’. Also, in addition
o aciivating this concept, we perform concept refiaomend,
which seacches for a specific node i the command network
that yepresenis ouy input senfencs. Since i docs not exist
this fivst parse, DM-COMMAND creates that concept’. This
newly created concept is an Instance of ‘mivans-Frame”
its object sloi is now filled not by geneiie “SCONCEYT” buk fu-
stead by “*HAVE-A-PAIN’, specific io our inpul somicnes. This
final concept-refined concepi is the vesnlt of the parse’.

andd

*One thing 1o noie heve is that the concept *““HAVE-A-PAIN’ fhat is coii-
vaied by input “*HAVE-A-PAIN is not part of the memory votwork o the
DM-CoMmann’s MT system commanding coiicepts, insiead it is a wewory
unit that is a pait of e M1 systems domain knowledge, in other words
“SHAVE-A-PAIN’ belongs to a different memory network from ‘show-fame’,
‘mutrans-word’, and ‘person’. This does not cause a problem o e DM-
Compann, and aciuaily, it can wilize any number of independenst sormaniic
neiworks simulizneously, as long as concept sequences guide passing of
Pomarker from one network to another., For exarple, ihe ‘““pimson” i
the domain knowledge semantic neiwork vepresent some geveric ponos,
wherzas ‘person’ in DM-ComMMAND conmmand knowlodse nstwork yeapie-
senis persons dovolved in the wss of the DM-CoMMAND syster.

“Lytinen[1984] has a discussion of ‘concepi-refinement’ with his Miop-
TRANS parset.

"in DRATRANS, when such creation of coneepts eewed B wwer was
asked to provide the vocabulary, and thus ssrved a8 a wodel for voabulay
acquisition as well as concept creation. In DM-ComMisan, we randomiy
generale nanes for such newly creaied iustances sed user docs wot sepply
names for the newly created concepts.

8 Actond joputs 10 DM-COMMAND arc noomally wiech Tonger sad
company wultiple concept sequences; however, the basic mechanisn for
resogaition of input is as explained here.  Also, DM-ComMMAND bamiles
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that the concept which represents the request for action is di-
rectly connected to the concept that represents the action that
is requesied. Likewise, the direct memory access recognition
of a question means that the concept which is identified by the
input is directly connecied to the concept that represents the
answer, as long as the system knows (or potentially knows)
the answer. In other words, in the DMA model, recognition of
a request for action is a triggering of the action requested and
recognition of a question is knowing the answer (i.e., as soon
as we understand the question, either we know the answer, or
we know the inferences to be performed (or functions to be
evaluated) to get the answer) as long as memory contains the
action and the answer. To reiterate the literature on the DMA
paradigm, in this model, memory is organized in the hierarchi-
cal network of concepts which are related by links that define
the concepts. Thus, as soon as we identify the input with a
certain concept in the memory, we can trigger the action (if
this is a concept that represents some action (or request for ac-
tion)), or answer the question (if the concept represents some
knowledge (or request for some knowledge)). Thus, parsing
and inference are integrated in the memory search process,
and no separate inferential modules are necessary. It should
be understood: however, that it is not our claim that we can
eliminate inference altogether. Our claim is that 1) the mem-
ory search through concept refinement itself is an inference

which is normally performed by separate inference modules

(such as contexual inference and discourse analyses modules)
in other parsing paradigm; and 2) whenever further inference
is necessary, such inference can be directly triggered after
concept refinement from the result of parse (for example, as a
daemon stored in the abstraction of the refined concept) and
therefore, the inference is integrated in the memory activity.

C. EHispsis and anaphora

In a practical natural language interface, the capacity to han-
dle elliptic and anaphoric expressions is important. DM-
COMMAND is capable of handling these phenomena, be-
cause under the DMA paradigm (which is typically called
“recognize-and-record paradigm”), the result of each parse is
not lost after each sentence, but instead remains as part of the
contexual knowledge in the memory network. On the other
hand, in the traditional parsing paradigm (we call it “build-
and-store” paradigm), since the result of the parse is lost af-
{ier each sentence, the parsers can at best handle indexicality
within a sentence. Specifically, 1) ellipses are handled by
'DM-COMMAND; since ellipses are characterized as the lack of
elements in a concept sequence, and these are recoverable as
long as the elements or their descendants had been activaied
in previous parses!*; 2) anaphoric and pronoun references are

YFor example, with the input “jgr92.gra o uchidase. sem.tst mo.” (Print
jgr92.gra. Sem.tst also). Second sentence has the object droped; however,
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resolved -by utilization of both semantic knowledge (vepre-
sented as restrictions on possible types of resolutions) and
also by the context left from the previous parses in meiiory
similar to the way that the elliptic expressions are handled.
Finding a contexually salient NP corresponding to some NP
means, in DMA, searching for a concept in mermory which
is previously activated and can be contexuvally substitute for

currently active concept sequence'’,

B, DMA and syntax

One weakness of cwrrent implementations of the DMA
paradigim is that the concept sequence is the sole syntaciic
knowledge for parsing!0. Therefore, a DMA sysiexn needs
deliberate preparation of concept sequences to handle syntac-
tically complex sentences (such as deeply embedded clauses,
small causes, many types of sentential adjuncts, eic.). This
does not mean that it is incapable of handling syntactically
complex sentences, instead it means that concept sequences
at some level of abstraction (at syntactic template level down
to phrasal lexicon (Becker[1975]) level) must be prepared for
each type of complex sentence. In other words, although
such sentences can be handled by the combination of con-
cept sequences, designing such sequences can be complex and
less general than using external syntactic knowledge!”. Thus,
current reliance upon a linear sequence of concepts causes
limitations on the types of sentences that can be realistically
handled in DM-COMMAND. Of course, there is nothing to pre-
vent DMA paradigm to intégrate syntactic knowledge other
than a linear sequence of concepts. Actually, we have already
implemented two alternative schemes for integrating phrase-
structure rules into DMA. One methed we used was having
syntactic nodes as part of the memory and writing phrase-
structure Tules as concept sequences'®, Another method was
to integrate the DMA memory activity into an augumenied
context-free grammar unification in a generalized LR parsing.
Second method used in a continuous speech understanding
is described in Tomabechi&Tomita[ms]. We will not discuss
these schemes in this paper.

While handling syntactically complex sentences is rather
expensive for DM-COMMAND, since it relies solely on linear
concept sequences, natural language interfaces are one appli-

this can be supplied since the memory activity after the first sentence is noi
lost and the memory can supply the missing object.

Y¥or example in “Pretty-print dm.lisp, Send it to mi@nl”, “it” cau be
identified with the concept in memory that represents dm.lisp which was
activated in memory during the understanding of the first sentence.

'S Although generation is normally helped by external syntactic kiowl-
edge such as in the case of DMTRANS.

Y7 Also, pronoun and anaphora resolution is based upon contexual knowl-
edge alone; however, use of syntactic knowledge (such as the governing
category of an anaphora) would help such efforts.

¥yue to recursive nature of phrase-structure rules, we did not find this
method appealing, unless we obtain a truly parallel machine.



cation area where the capacity to handle phenomena such as
ellipsis, anaphora, prononn resolution, and contexual disam-
biguation is more valuable than handling syntactically com-
plex sentences. It seems that DMA is one ideal paradigm in
this avea. This is evident if we consider the fact that input
o 2 natavel language interface is normally in a form of di-
alog and uvsers tend to input shori, elliptic, ambignous and
even ungrainmaiical sentences to the interface. Qur experi-
ence shows that an increase in the size and complexity of
the sysiem in order to integrate full syntaciic processing, en-
hancing the DMA’s capacity to handle syntactically complex
sentences, bas so far outweighed the need for such capacity!®.

. Muoltiple sesnantic networks and portability

DM-COMMAND utilizes two types of semantic networks. One
is the semantic network that is developed under the MT system
as domain knowledge ithai DM-COMMAND utilizes. The other
is the network of memory which is unique to DM-COMMAND.
This memory tepresents a hierarchy of concepts involved in
commanding and question-answering necessary for the devel-
opmoent of machine translation systems. This memory network
is written with generic concepts for development of MT sys-
feins, so that this inemory we have developed at CMT should
be portable to other systems?0,

The coatrol mechanism (i.e., spreading activation guided
marker-passing algorithm) and the actual functions for per-
forming actions are separate (actual functions are integrated
into the DM-COMMAND memory neiwork). This separation
makes the system highly portable, first because virinally no
change is necessary in the conirol mechanism for iransporting
to other systems, and second because the size of the whole
system can be trimmed or expanded according fo the ma-
chine’s avatlable virtual memory space simply by changing
the size of the DM-COMMAND memory network?!,

Thus, under DMA, a natural language interface can 1)
directly spread markers on the target system’s already ex-
isting semantic network®?, utilizing the existing knowledge

' Although, we have scen that it is cffective in parsing noisy continaous
speech input (Tomabechi&Tomita[ms]).

0Of course, we will need to change the specific functions that are stored
in some of the nodes and perhaps some of the specific (lower in the hier-
archy) concepts need to be modified for each specific system.

“if only a basic command natural language interface is required, then
we can trima the paris of memory used for advanced interface and question-
answering. On the other hand, if machine’s memory is of no concern, we
can write mernory-net aud concept-sequences for all the systen functions of
the target M1 cystem. Also, note that due to the spreading activation guided
marker-passing algorithm of the DM-COMMAND recognizer, the speed of
the system is minimally affected by an increase in the size of the memory for
commanding and question-answering. It is because spreading activation is
local to cach concept and iis packaged nodes under guided marker-passing
that even if the size of the whole memory network increased, the amount
of computaiion for each concept should not increase accordingly.

2 Ag long as scoantic nets are implemented in a general frame language
or object oricuted systcins.

for understanding input texts! 2) utilize a command and
query conceptual network developed elsewhere (such as DM-
COMMAND), with minimum jnodifications in the functions
stored in the root nodes that trigger the actions; 3) be ported
to different systems with virtually no change in the control
iechanism since it is a guided spreading activation marker-
passing mechanism and no system specific functions are in-
cluded (those functions are included in the comand/query se-
mantic net). -

V. Conclusion

DM-COMMAND is the first practical application of the DMA
paradigm of natural language understanding, in which pars-
ing and memory-based inference is integrated. This system
has been proven to be highly effective in knowledge-based
MT development. It is due to the complexity of system im-
plementations in a large scale MT project that grammar and
knowledge base writers are not expected to have expertise on
the internals of the translation system, whereas it is necessary
for such a group of project members to access the system in-
ternal functions. DM-COMMAND makes this access possible
through a natural language command and question answering
interface. Since DM-COMMAND uses the spreading activa-
tion guided marker-passing algorithin, in a memory access
parser which directly accesses the MT system’s already exist-
ing network of concepts, inference is integrated into memory
activity. Since there is a separate memory network for con-
cepts representing commanding and question-answering that
are generic to MT system development, the system is highly
portable. The DM-COMMAND system demonstrates the power
of a direct memory access paradigm as a model for a natu-
ral language interface, since understanding in this model is a
recognition of the input sentence with the existing knowledge
in memory, and as soon as such understanding is done, the
desired command can be directly triggered (or the question
directly answered).

With DMA’s ability to handle extra-sentential phenomena
(including ellipsis, anaphora, pronoun reference, and word-
sense ambiguity), which are typical in a practical natural lan-
guage command/query inputs, DMA is one ideal paradigm for
natural language interfaces as shown in our DM-COMMAND
system. Also, DMA’s integration of parsing and inference into
an unified semantic memory search has proven to be highly
effective in this application.

Appendix: Implementation

The DM-COMMAND systein has been implemented on the
IBM-RT# and HP9000 Al workstations, both running

Due to the space limitation, the actual sample output of the system is
not included in this proceedings paper. The technical report from CMU-
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Commonlisp, The sysiom ditecily otilives the Frameir-
represented domain knowlcdpe (corcently in the avea of com-
pater manuals and doctor/paiicnt conversations) of ihe CMYU-
MT koowledge-based large-scale machine transtason sysicm.
{t handles fapuis in boih Baglish and Japanesc. The current
size of the DM-COMMAND system is roughly 5,000 linoy of
Lisp code {this does noi include the MT system funclions
and the FRAMEKTT frame system, parts of which st also
be lorded into wermory) and is 0ot expected o increase, since
the foiare variety in types of commands and questions that ihe
sysicm will haudle will be integrated into the network of mera-
ory that represcuts concepts for commanding and guestion/-
answering and not into the system code itself?, Compiled
code on IBM-RTs and HPY000s is {ast enough that parsing and
performing cominanded action happens virtually in real-time.
We we expecting to increase the variety in types of system
functions and grammar/rale development functions; however,
as noted above, since such increases will occur in the mem-
ory networlk, as a system implementation, DM-COMMAND is
a completed sysierm.
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