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This paper discusses Lhe semantic features of nouns classified into categories in
Japanese--to-Fnglish translalion, and proposes a system for semantic markers. In our
system syntactic analysis is carried out by checking the semantic compatibility between
verbs and nouns. The semantic structure of a sentence can be cxiracted at the same time

as its syntaclic analysis,

Vie also use semantic markers to selecl words in the transfer phase for translation

into Inglish.

The system of the Scmantic Markers for Nouns consists  of 13 conceptional facots
including one facct for "Others” (discussed later), and is wade up of 49 filial slots
(semantic markers) as terminals. We have lested about 3,000 sample abstracts in  science

and  Lechnological  fields. QOur  rescarch

has

revealed that our method ig cxbtremcly

effective in determining the meanings of Wage verbs (basic Japanese verbs) which have

broader concepts like Iinglish verbs, "make”,

1. Introduction

Semantic featurcs arce introduced to ensure the
maximum possible accuracy of  synlactic analysis,
transfer and generation., We aim al a well-balanced
usage of syntax and semantics throughout the whole
process of machine translation,

The present  paper introduces scmantic concepts
for nouns classified according to facets and slots
vhich we called semantic markers. Then we show how
these semantic markers are written in the respective
lexicons for analysig, transfer and generation, and
how effective they are in improving the quality and
accuracy of  the machine translalion systom in cach
phase of analysis and transfer. Thercfore, semantic
features are analyzed by the structurc embedded into
the case frame in Japanese syntactic analysis:  these
features play an important role when selecting words
in the transfer phase from Japanese into English.

Semantic features are more word specific. Pairs
of deep cases and nouns should be written in the
lexicon. However, due to the huge number of nouns, it
is more effective to include pairs of the deep cases
and semantic markers in the lexicon instead of nouns.

The Mu-project is a Japanese national project
supported by the STA(Science and Technology Agency)
"Research on a Machine Translation System(Japanese -
English) for Scientific and Technological
Documents. " #

2. Transfer Approach to Machine Translation

We are currently restricting the domain of
translation to abstract papers in scientific and
technological fields. The system is based on a
transfer approach and consists of three phases;
analysis, lLransfer and generation.

In the first phase, wmorphological analysis
divides sentence 1into lexical items, then syntactic

“eot”, "take”, "put’, etc.

analyses of Case Grammar in Japanese. In the second
transfer phase, lexical featurcs arce transferrced and
at. the samce Utime, the syntactic struclures are
transferred by wmaking them match trec  patterns
between  Japanese  and Fnglish, Here, we usc semantic
features to select words for translation into
English., In the final gencration phase, syntactic
structures arce pencerated by  the Phrase Structure
Grammar and the morphological featurces of Fnglish.

The follovwing describes the processing functions
cmployed 1n our systom.

Morphological analysis and generation program
arc  described in LISP, which is adequate for
morphological process in Japancse and nglish, while
syntactic analysis, transfer and generation programs
arc wriltten in GRADE (Grammar DEscriber). Such
process written in GRADK are independent of natural
languages in machine translalion. GRADE allows a
grammar writer (o write grammars using the same
expression in all three phases.

Grammatical rules written in  GRADI(GRAwmar
Dléscriber) arc translated into internal forms, which
are expressed by  S-expression in ISP, This
translation is performed by GRADE translator.

3. _Concept.. of a Dependency_ Structure based on
Case Grammar in Japanese

In Japan, we have come to the conclusion that
casc grammar is the most effective one for Japanese
syntactic analysis in machine translation systems.
This type of grammar has been proposed and studied by
Japanese linguists before Fillmore's presentation.

As the word order is heavily restricted in
English syntax, ATNG(Augmented Transition Network
Grammar ) based on CFG(Context Free Grammar) is
adequate for syntactic analysis. However, Japanese
word order is almost unrestricted and Kakujo-shi
(postpositonal case particle) play an important role
as deep cases in Japancse sentences. Therefore, case
grammar 1is the most effective method for Japanese

analysis is carried oubt by syntactic and semantic

* This project was carried out with the aid of a special grant for the promotion of science and technology
from the Science and Technology Agency of the Japanese Government.
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syntactic and semantic analyses.

In Japanese syntactic structure, the word order
is unrestricted except for predicates(verbs or verb
phrases) which will be located at the end of
sentences, In Case Grammar, verbs play a very
important role in syntaclic analysis, and the other
parts of speech act only in parthnership with or
subordinate to verbs.

That is, syntactic analysis is made by checking
the semantic compatibility between verbs and nouns.
Consequently, the semantic structure of a sentence
can be extracted at the same time as syntactic
analysis.

1) Morphological I\nalysis:Sezmentqtiun of a Japanese sentence by Lexicon Database
Bx. [nput sentence’ 4 J2AH ST T EAMIER L, "is segmented as follows

TR AR/ SR /R U

2) Syntactic Analysis: The item-to-item relationship of the sentence is analyzed

to give syntactic features for the respective items,

(N) (PP)
[cne]
N) (PP)
(N) (PP)
3} Lexical features are transferred and the syntactic structure are transferred

by matching patterns hetween Japanese and English,

* (hgor e |
IM}%’RT%I— R ((0’!jcct))|3 |translnte text

[by cnmpnu@

3588 (Tool)

4) Syntactic generation:The word order in English is cotivericd accordizg i
Phrase Structere Grammar,

Bx, We translate text by computer

5) Morphological generation: Inflectional features such as tense, aspect . cto
are attached,

Lx, We translated texts by computer,

Figure 2.1 _Process of Machine Traslation _in
Mu-Project.

4. Case Frame governed by Yougen

The case frame governed by Yougen using
Kakujo-shi, Case Labels(deep cases) and semantic
markers for nouns are analyzed to illustrate how we
apply Case Grammar to Japanese syntactic analysis in
our system.

Yougen consists of verb, Keiuou shi(adjective)
and Keivoudou-shi (adjectival  noun). Kakyio-shi

COMponent, CONdition, RANge, etc. We have anaiy..

written them out manually according to the sample
texts of 3,000 abstracts.

As a result of categorizing deep cases, 34
Japanese case labels have been determined as shown in
Table 3.1.

Table 3.1, Case labels for Case Frames

Japanese Label  English Examples
) *Eix SUBject ~0
2) ®WHR OBJect ~ %
G) ZFHE RECipient ~k5i5
@ BA ORlgin ~oRiT3s, B
(5) HF1 PARtner ~&WBT s, BB
(6) HHF2 OPPonent ~m SRS S, T s
(D ® TIMe 1980 %F 1€
8)- 05 - a5 Time-FRom 5 Ao
(9) B - g Time-TO REET
(10) 1508 DURation 5 SR T 5
(1) Bk SPAce ~I BT B, ~THRETS
(12) HjFkr - ks Space-FRom ~holkab

(13) ik - #%4 Space-TO ~nEB, ~ICEhRT S

(14) 157« 28  Space-THrough ~%E5, kLR

(15) thikne SOUrce 55%ho6%~glE Lf5
(16) ¥eikne GOAl }ﬁgmggxgmﬂﬁ¢5
17y Rt ATTribute BISticEL, X35, ZL0
(18) FK - Hé  CAUse HHTHEN, ~»o5AME
(190 FH-HE  TOO! A4 VET, KT

(20) #¥t MATerial ~R-X bTES
(1) HEEREM COMponent ~hoE, ~THKTA
22 AR MANner W3, 10m/secT
(23) & CONdition HEFEETRE 3
(4) B PURpose ~KET B, A B, SEL
25y & ROLe MERES, ~ELTHNS
(26) ABERE COnTent ~ &S, BB, BT
(27) FEEARE RANge ot ~ kLT
(28) 24 TOPic ~{3, ~ &
(29) #l& VIEwpoint UEMh S, ~OET
(30) H#x COmpuRison ~kbhK&w», ~ic$3
(1) BEfk ACOmpaniment ~<&&bit, ~ftfE-7T
Gy EA DEGree 5% T 5. 3AuvED
(33) PR PREdicative ~TH5b
B4) % Dfth ETC

Note: The capitalized letters are used as

abbreviations

To write the semantic markers for nouns in the
case frame of the verb lexicon, reference is made to
the noun lexicon for these nouns.

Note that we write only the semantic markers for
these nouns appearing in the context of our samples.

Kakujo--shi as surface cases and case labels as
deep cases are described for Yougen. Then semantic
markers for nouns preceeding to Kdakujo-shi are
described.

includes obligatory case and optional case markers in
Japanese syntax. But a single Kakujo-shi corresponds
to several deep cases: for instance, <> ‘ni’
corresponds to more than ten deep cases including
SPAce, Space-TO, TIMe, ROLe, MANner, GOAl, PARtner,
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This section describes what the system of
semantic information for nouns is and what the
concept of semantic markers is and how semantic



markers are attached to nouns.

5.1 System of semantical information for nouns
1) Study

In the primary stage of our study, we Lthought
that all nouns were symbols to display the following
concepls recognized by humans. We set up four
concepts in heighest level;, ’Concrete objects”,
"Abstract concepts”, "Phenomena”, and “Human
actions”. Concrete objects are the selfsame objects
in the world. Abstract concepts arc the standards
which fix intellectual activities oi' humankind.
Phenomena include both social phenomena and natural
phenomena. MHuman actions arc the selfsame acted by
humans. We assigned Trlacels to thesc four concepts.
Then we further extracted the feature of a part from
these facet;s and assigned a new facet "Parls”.

Similarly, another concept of "Attribute” was

extracted from "Phenomena” and "Human actions”. This
fealure is crucial especially for action nous. Thus
we added two facels; "Parts” and “Atiribute”. Nouns

also include concepts of measurcment, space &
topography and time. So we added threc facels;
"Measurements” , ‘Spaces & Topography’, and "lTime".

We classified into more concepts as follows.

The concept  of concrele objects arce classified
into "Nations & Organizations”, "Animate objects’ and
"Inanimate objects” wvhich conslitute three
independent. concepts. The concept. of  IHuman actlions
wvas classified two Tacels, “Scnse & Fecling” and
"Actions” .

We called the scope formed by the concept
"conceptual category”’. It is difficull to define the
conceptual scope explicitly., The concept which can be
defined explicitly in the conceptual category is
called a facet. The facet is subclassified into a
number of  semantic  slotls. This relation is
illustrated in figure 5.1.

L T T

/_’ N a
P _ S

- Py

semantic slot

Ve

B

—N\-— semantic marker

\

LL J
/

e category

a conceptual

Figure 5,1 Relationship between [Facet  and

Semantic Markers

2) Subclassification of IFacets

Facets, for example, were subclassified into
slots as follows, the facet of Animate objects was
subclassified as semanlic slots "humans”, "animals”,
and “plants” . The facet of Phenomena was
subclassified as slots "natural phenomena”™, “physical
phenomena”, “power and energies”, "physiological
phenomena”, “social phenomena® and "social systems
and customs’. We then set up an "others”™ slol in each
facet, for these words which cannol be assigned to
any slot. The use of these slots is explained in
section 5.3. We will study "others” slots through
semantic analysis for nouns; new slots or facets may
have to be assigned.

These  semantic slots and facets are named
semantic markers. The System of Semantic Markers for
Nouns 1s shown in figure 5.2. The system of semantic
markers for nouns is made up of 13 conceptual facets
including “Others” markers, and 49 filial slots as
terminals.

Ve also use Special Semantic Markers for
"functional words” which represent some patterns,
gynlactic or semantic information. For example, the
word "comparison” presupposes  more than two
nouns (arguments ); comparison between "A” and "B,
Then, "WK(Relation)” as a special semantic marker is
attached to the word "comparison”. The word “tLime”
assumes  time  case. These features suggest an
effective device for semantic analysis.

5.2 Concept of Semantic Markers

The folloving describes concepts of 12 facets in
the System of Semantic Markers for Nouns ("Other” (Z7)
not included}).

1) Nations and Organizations (OF)

This conceptual facet includes words related to
such functional human groups as nations, parties,
corporations and organizations. Words in this facet
can occur with volitional verbs, when used as
subjects.

2) Animate Objects (OV)

This conceptual facel includes such pames as
that of man, animal and plant. [lowever, names of
organs of the animate objects are included in the
slot of "Orpgans or Components” (EL) under the facet of
"Part”. Names of diseases are included in the slot of
"Physiological phenomena”™  (PB)  under the facet of
"Phenomena” .

3) Inanimate Ohjects (0S)

This concepltual facet only includes words
related to concrete objects in the inanimate objects,
such as natural substances, parts and materials of
products, artificial substances and institutions. The
objects which do not exist as concrete objects are
included in the facet of "Intellectual Objects”.

4) Intellectual Objects (10)

"107 includes words related to theories,
abstract tools and materials, intellectual products
that are created by human intellectual activities.

%) Phenomena (PO)

PO” includes  words related to natural
phenomena, physical phenomena, pover & energies,
physiological phenomena, social phenomena and
systems/customs. Words having causal properlies are
attached to words under this facet using plus-minus
signs ("+° and "-"). Sign "+ denotes desirable
conditions(e.g. success), while sign "-" indicates
undesirable conditions(e.g. suicide)

6) Sense and Feeling(SO)

"0S" includes words related to human mental
phenomena such as feeling, reaction, recognition and
thinking.

7) Actions (DO)
‘DO includes words related to human activities
such as human actions and movements.

8) Parts (F0)

"E0"  includes such words related to parts and
components of concrete objects as parts, components
and organs.
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9) Attributes (AO)

"A0"  includes words related to attributes of
concrete objects and abstract concepts. Their slots
consist of attribute's names, and attribute’s values
yith  causal relations, shapes, structures,
constructions and nature.

For cxample, the word "color” is the altribute’s
name (then, marker in AO), words such as ‘“red” and
"white” are attribulte's valuc(AC).

10) Measurements {MO)

"MO"  includes words related to numerals, name
for numerals, standards, and units for measurement.
Examples are “argument’, "fec’, ‘'standards”, and
"kilometer” .

11) Space and Topography (SA)

"SA"  includes words referring to spatial
extention of concrete objecls and abstract concepts.
Examples are direction, area, orbit and Brazil

12) Tiwme(TT)

"TI" includes such words relatoed to time points,
time duration and time attributes, as "autumn’, "for
a weelk”, "every day” and "life time”.

5.3 How to attach semanlic markers to words

The semantic markers for nouns arc determined in
the following steps.

1) Attach semantic markers to the following
nouns.

Proper noun

Common noun

Action noun 1 (Sahen-nmei-shi)

Action noun Z2({except action noun 1)

Adverbial noun{only when the words include the
concept of "Time” or "Location”)

Interrogative pronoun

Personal pronoun

Demonstrative  pronoun(only  when
include the concept of "Location”)

2) Attach semantic markers to the words
according, to the definition, semantic scopce and
examples given in the "definition table” of semantic
markers.

3) Do not attach scmantic markers to the
following words:

Molecular formulas

Arithmetic expressions

Names; of product models

4) If a word belongs to multiple slots in the
same facet, attach all relevant markers.

5) If a word belongs to a facel but this word
not belongs to any appropriate slot in the facet,
attach "others” marker in this facel Lo that word.

6) I(f a word is equal to a faccl name itself,
attach the semantic marker of thal facet name to the
word.,

7y {f the concepl of a word is not included in
any facel, attach "Othérs” facet(ZZ) to that word.

8) For compound words consisting of more than
one word, attach the markers putting into
consideration semantic information of the compound
words themselves; do not always attach the marker
only Lo the last element of the compound.

the words

6. _Semantic Information_for Adverbs

In our system, adverbs are subclassified as
follows.

1) Adverb of condition (Joukyou fuku-shi)
2) Adverb of degree(Teido fuku-shi)

3) Adverb of statement (Chinjutsu fuku--shi)

4) Adverb of quantity(Suuryou fuku-shi)

Besides, the aspects of verbs are classified,
"Mood”, . "Aspeclt”, “Tense”, and "Degree” . They
contrast specific adverbs. Then semantic information
for adverbs is used to ensure more accurate
translations. Semantic information for adverbs are
defined according to the concept aspects as follows.

1) Semantic information on mood determined by
the adverb of statement

Subjunctive{c.g. if), Interrogation(e.g. when),

Negation{(e.g. not. always), Desirability(e.g.
possibly), Entireness(e.g. entirely), Concession{c.g.
kindly)

2) Semantic information on aspects of verbs
determined by the adverb of condition
Completion{e.g. finally),
rapidly), Repetition(e.g.

Convention(e.g. accordingly)

3) Semantic information on tense determined by
adverb of condition and statement

Past (e.g. yesterday), Present.(e.g. nov),
Future(e.g. tomorrowv)

4) Semantic information on degree when the
adverb or adjeclive can be modified by the adverb of
degree and quantity

Scale(e.g. seriously), Degreele.g. falrly)

Progression{ec.g.
repeatably),

7. Examples of Semantic_Markers Used in Analysis

7.1 Determination of the Usage of Verbs by Case
Patterns

Case patterns are used to determine the usage of
verbs  having  broader concept. This is especially an
effective method in determining the meanings of Wago
verbs (basic Japanese verbs) having broader concepts
like English verbs, "make”, "do”, “take”, "put’, etc.

We take Wago verb " ™M/ic% "as an example and show
the difference of the meanings of verb ™ M4 " by
mean of casc pattern (a), (b), (c¢). TFurthermore we
show the semantic markers which co--occur Lo each
case.

e g Wago verh /25 (hit, strike, understand, treat, be engaged in,
be equal, correspond, be appropriate, ete, )
(2) Y724 in the concept of geDMnA, Biild 4 (hit, strike, reflex,
collide, ctc,)
Case pattern(a): A<object, physical phenomenon> A% B<object, place> o -
“(verh)

Bx, | A<f (stone)> 25 B~ (glass)> 12 M4/ 5 (A stone hits glass)

Bx, 2 AQE(Light)> 2% BBhE (slope) > J2. 7% (Light hils the stope)
By, 3 AR (clectric wave signal)> N Bl (mountain) > Jo. Mtz 5T
OB % (An electric wave signal hits the mountain and ref lexes)

() M7 % 1n the concept of 2§45 (undertake, be cngaged in,
deal with, etc,)

Case paltern(h): A<objecl with "will”> A% B<action> j<-—(verb)
lix, 1 AGKBIHE(patrol boat)> A% BRI (Life saving)> 45 W/ B (A
patrol boat is engaged 1n lifc—saving)
By, 2 ASAIE (Mr, A)> 0% BT (conmand) > &7 /2% (Mr A is in charge of
conmanding)
[ix. 3 A<Azl (Company A)> 0% BOLURAERY (inspoction and repairs)> 12 M/
% (Company A deals with inspection and repairs)

() ™f224 in the concept of §%¥°4°% (be equal, correspond,
he appropriate, ctc,)
Case pattern(c) : A<human> 2% B<human> j-—(verb)
A<place> A% B<place> 12— (verb)
Atime> A% B<time> < ({verh)
A<mcasurement unit>_2A% B<mcasurcment anil> 32— -(verh)
A and B can take variable values, bul should not take different values
in the same sentence,
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(a) Contents of the Noun. Dictionary. _for

Bx. 1 9 A 27> (Saigon) D BSRMEMAM D (Ginza Namiki Avenue)> o M#- 3
ACF o =il (Chudo Avenue)> (Chudo Avenue in Saigon corresponds to
Ginza Namiki Avenue)
fx. 2 ACHE ((today)> % 5 a5 & (Just) B<—4EH (first year)> 1 %725
(Today just corresponds to the first year)
Bx. 3 ALA (1 inch)> 4% B<Y, Hhco> Jo_ %4125
cm)
fix. 4 B<EZDT 5 X (women's blouses)> Jo M/ 2 AR 4 v (open—
necked shirts)> (Upen-necked shirts corresponding to women's blouses
as office wear)

In this way, we can determine the usage of verbs
by means of case patlerns and the semantic markers.

(1 inch is equal to 2, 54

7.2 Interpretation of Optional Cases
One Kcakujo-shi (surface case) often plays the

role of different deep cases in Japanese. Often,
various optional cases are included in this deep
case. Fach optional case is determined by the
combination of Kakujo-shi(surface case) and the
semantic marker of the noun which co-occurs with it

in the dictionary. In the process of transfer,
appropriate English prepositions must be specified
according to each determined optional deep case.

For example, take kakujo-shi’ <. The optional
case is determined from the semantic marker of noun
and the semantic marker which co -occurs with the
surface case of the verb. Then the case frame in

English is sclected and the preposition "in” is
determined. This process is shown as follows.

(1) Source sentence: Jid UCHAMBCHER LT3
BT VDU,
Translated sentence: The numerically-controlled
superhigh speed drilling machines are explained which
are active mainly now in markets.

Ex.

Explanation of Example (1): Let us observe the
Japanese Analysis Dictionaries for Noun and Verb
shown in Figure 7.1. The noun < i (market)> has
semantic markers (SA and PS) according to Noun

Dictionary, while verb < W% (be active)> has (SA

or OF) for the noun according to case slot? of case
pattern in the verb dictionary, ’“Market” and ‘be
active’ match with each other with respect to
semantic marker "SA". Thus , the surface case < ¢ >

in the Japanese input sentence is determined to have
the surface case "SA", which corresponds to case
label < > SPAce.
Ex. (2) Source sentence: Sl X % 1 — v IRINIE I
WD B TR & AR 2.
Translated sentence: Problems are solved by two
handling methods about laser absorption terms by the
inverse damping radiation, and numerical solutions
are obtained.

Explanation of Example (2): Using these
Dictionaries, the noun < WHHEWY (handling
methods )> has semantic markers(IC and AN) while verb
< f#< (solve)> has (DA, IT, 1C or TS) for the noun
preceding the Kakujo-shi. ’“handling methods” and
"solve” match with each other with respect to "IC".

< #il% (market )>
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Thus, the surface case <> in the Japanese
sentence is determined to have the surface case "IC7,
which corresponds to case label < GB-#id > TOOL.

8, Examples of Semantic Markers Used in_ Transfer
Process

In the transfer phase the Fnglish verb is chosen
by examining the semantic markers for nouns filling
the deep case slot of the condition part of the verb
transfer dictionary.

Two examples of selecting the traslation for the
Japanese verb, " &l " are as follows:

Ex. (1) Source sentence:? M vakldrkHfban vy
o SR T — 7 OIS F K OTRAS,
Translated sentence: The radiation and

convection models of the vertical mercury arcs which
contain the sodium and the scandium iodide.
Ex. (2) Source sentence:.Z & iEMWHEZ R4 GUIE
BRI ORI U<, ,\%H’me&rﬁi&f
TR &I KO R T,

Translated sentence: lLemmas are verified by
showing specific constitution methods about
constitution methods of the normal double orthogonal

bases which include given normal double orthogonal
systems.

Explanation of Fxample (1):

Based on the Japanese to English Transfer
Dictionary, Figure 8.1, both < JrUwa (sodium)>
and < £34b2H P A (scandium iodine)> in Example (1)
have OM. According to the conditions of the
dictionary, OM matches one of the semantic markers
(0S OM PN PB PP PE) in correspond to the appropriate
case slot (in this case < %% (object case)> ) of
Japanese case frame in the dictionary for the verb
<&t> (contain, include). So verb ’“contain’ is
selectled.
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Figure 8,1 Contents of the Japanese to_English Transfer Dictionary

As for Example(@), the semantic marker for
< EBMESHR ( normal double orthogonal system)> is
IC, which does not match any of the semantic markers
in the appropriate case slot (in this case
< W% (object case)> ) in the dictionary for the
verb <&¢>. Thus, wverb ’include’, which is the
default value of the English word, is selected.

9. Conclusion

1) When semantic markers are attached by human
operation, several problems arise. The first problem
is simple mistakes made by humans. The second problem
is a fluctuation of semantic analysis due to a large
amount of data. So it 1is necessary to develop an
automatic marking system to save time and to improve
efficiency.

?2) VWhen assigning semantic markers to nouns, we
attached them without considering the relationship
between nouns and verbs, That is, we attached
semantic markers simply based on noun concepts. This
is not adequate to handle nouns which are
intrinsically related to verbs. One of the solutions
to this problem will be to study the correlation
malrix of the semantic markers for nouns in relation
to the case frame of verbs.

3) Our system of semantic markers for nouns has
been desipned for Japanese nouns. We have to design a
system of semantic markers for English nouns. Since
recognition for its concept in an Enlish word is very
difficult for the Japanese, we are also studying a
method of evaluation test to handle these data.

4) OQur system of semantic markers for nouns
simply consists of the tree structure of facets and
slots. Subclassification for these structures with
deep tree structure is a significant problem in order
to analyze the concept of nouns more in detail, but
such a semantic marking operation will become more
complex and difficult for 1), 2) problems.

5) We suppose that a concept system for words is
not a static structure, but various semantic networks
constructed dyramically according to a given slory.

We wmust give thorough consideration to this
prospective problems.
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