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Abstract

This paper describes a system for information storage, retrieval,
and updating, with special attention to the search algorithm and data
structure demanded for maximum program efficiency. The program
efficiency is especially warranted when a natural language or a symbolic
language is involved in the searching process.

The system is a basic framework for an efficient iﬁforﬁatiOn system.
It can be implemented for text processing and document retrieval;
numerical data retrieval; and for handling‘of large files such as
dictionaries, catalogs, and pefsonnel records, as well as graphic'
informations. Currently, eight commands are implemented'and oper-
ational in batch mode on a CDC 3600: STORE, RETRIEVE, ADD, DEIETE,
REPIACE, PRINT,.CCMTRESS and LIST. Further development will be on the
use of teletype console, CRT terminal, and plotter under a time-
sharing environment for producing immediate reSponses;

The maximum program efficiency is obtained through a unique
search algorithm and data structure. Instead of exami;ing the recall
ratio and the precision ratio at a higher ievél, this efficiency is
measured in the most basic term of "average number of searches"
required for looking up an item. In order to identify an item,
at least one search is necessary even if it is found the first time.
However, through the use of the hash-address of a key of keyword,
in conjunction with an indirect-chaining list-structured table, and
a large available space list, the average number of Eearches re=
quired for retrieving a certain item is 1,25 regardless of the size of
the file in question. This is to be compared with 15.6 searches for the
binary search technique in a 50,000-item file, and 5.8 searches for

the letter~table method with no regard to file size.

*This study was supported in part by the National Science Foundation
and the University of Wisconsin.
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Best of all, since the program can use the same technique for
storing and updating informations, the maximum efficiency is also
applicable to them with the same ease. Thus, it eliminates all the
problems of inefficiency caused in establishing a file, and in up-
dating a file.

I. MOTIVATION

In our daily life, there are too many instances of looking for
some type of information such as checking a new vocabulary in a
dictionary, finding a telephone number and/or an address in a
directory, searching a book of a certain author, title, or subject
in a library catalog card file, etc, Before the desired information
is found, one has to go through a number of items or entries for
close examination. The quantitative measurement is usually termed
as the "number of searches", "number of lookups", or "number of file
accesses'" in mechanized information systems.

However, as King pointed out in his article in the Annual Review
of Information Science and Technology, volume 3, (pp.74-75) that the
most common measures of accuracy of an information system are the
recall ratio and precision ratio. These two measures have come under
considerable criticism for their indifference in retrieval character-
istics, being misleading and producing varying results. They probably
should be used primarily to highlight a system's unsatisfactory
performance. Prom the failure analysis of Hooper, King, Lancaster
and others, the reasons are: incorrect query formulation, indexing
errors, mechanical errors, incorrect screening, etc.

In the same volume (p. 139), Shoffner commented on the evaluation
of systems that "it is important to be able to determine the extent
to which file strucQures and search techniques influence the recall,
precision, and other measures of system performance". Not until very
recently, file structure and search techniques were apparently
unpopular topics among information scientisté except Salton and a

few others. Nevertheless, these topics have been attacked constantly
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by system scientists for a much smaller size of file but the maximum
efficiency is a vital factor for the total system. They are fre-
quently discussed under the title of "symbol table techniques", or
"scatter storage techniques" as used by Morris as the title of his
article. In addition to the "number of searches" and the "number of
lookups" other terminologies used by the system scientist for
referencing the most basic measure are the "number of probes", the
"number of attempts™, and the "search length".

Ever since 1964 the author stepping into the computer profession
noticed that the efficiency of a file handling system is always
crippled by its file searching technique no matter how sophisticated
the system. This was especially the case during 1965 and 1966 when
the author was employed at the Itek Corporation on an Air Force project
of a Chinese to English machine translation experiment. The best
search technique used for dictionary lookups was the binary search
which is still considered one of the best techniques available today.

For a large file with a huge number of records, eﬁtries or items,
the binary search technique will still yield a substantial number
of searches which is a function of the file size. The typical files
are: dictionaries of any sort, telephone directories, library
catalog cards, personnel records, merchandise catalogs, document
collections, etc. For example, in a 50,000-entry file system the
average number of searches for finding an entry is 15.6 calculated as
logzN. This figure will not be very satisfactory if frequent
search inquiries to a file are the case. As a result to finding
better search techniques, at least three kinds of search techniques
or algorithms are found to be more satisfactory than the binary search,
Namely they are: Lamb and Jacobson's "Letter Table Method", Peterson's
"Open-Addressing Technique", and Johnson's "Indirect Chaining Method",
They have a rather interesting common feature that the file size is

no longer a factor in the search efficiency.
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II. EFFICIENCY OF VARIOUS SEARCH ALGORITHMS
In order to have a gross understanding of various search
algorithms, six of them are examined and compared in respect to
their search efficiencies.
1. Linear Search
This is also called sequential search or sequential scan.
The linear search of an unordered list or file is the simplest
one, but is inefficient because the average number of searches
for a given entry in a N-entry file will be N/2. For example,
if N = 50,000, the average number of searches for a given entry
is an enormous 25,000. It is assumed that the probability of
finding a given entry in the file is one, The average number

of searches in a linear search is calculated as:

N
[ = 29
r S 7

if N is a large number.,

The linear search has to be performed in a consecutive
storage area and this sometimes causes certain inconvenience if
the required storage area is very large. The inconvenience
can be avoided by using the last computer word (or some bits
of it) to index the location of the next section of storage
area used and thus form a single chain for searching. This
variation of the linear search method is called the single
chain method. It differs from the linear search in storage
flexibility but is otherwise the same in the efficiency.

2, Directory Search

This is also called block search. With the aid of a
directory which contains the addresses of every Bth entry of
the ordered file, a better result can be achieved because the
average number of searches is greatly reduced. For the best
result, choosing the blocking factor B = 220 in the example

above, the answer is 223.6 searches whith is calculated as:

=



N + Bz
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N
or  S=mp o+ 5

3. Binary Search

Using the binary search method will yield a-more satis=-
factory result, The search starts with the midpoint of the file,
and goes to the midpoint of the associated remaining half if
a match fails. The comparison of their values will decide which
half of the file should be tried next time, This process will
be repeated until a match is found. The average number of
searches in the example is calculated through the following fornula‘
as 15.6 searches:

N; 1 log,(W1) -1  or’ 3 = log,N
if N is a large number.

S =

The Hibbard's Double Chain Method and Susseﬁéuth's Dig=~
tributed Key Method are compatible to the binary search in
search efficiency but have a much better update efficiency
because of the list=-structured address-chaining mechanism.
The respective calculations of the example are:

Hibbard: S = 1.4 1og2N = 21.9 and

Sussenguth: S = 1.24 logzN = 19.4
4. Lletter Table Method

This attractive method as suggested by Lamb and Jacobson
in 1961 for the dictionary lookup in a machine translation
system did not receive good attention for its possible appli-
cations in general information systems. The reasons could be
the jimmediate response to the numerous letter tables after the
second level which indicated its inefficiency in storage, and
that no clear search efficiency and update efficiency were
expressed. '

Suppose only the twenty-six English letters are involved,

in theory there are twenty-six tables at the first level, 262
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tables at the second level, 263 tables at the third level,

etc. The number of letter tables will in practice be reduced
drastically after the second level because of the actual limi-
tation in letter combination in forming a vocabulary. However,
no studies of this sort are available for the calculation of
storage requirement to disprove its storage inefficiency.

The average number of searches or the expected search length
of this method can not be calculated as a function of the file or
dictionmary size. It is simply the average number of letters or
characters of a certain language plus one space character or
any other delimiter. For the English language, it is a favor-
able 5.8 searches (5 = 4.8 + 1), with no concern of the file
size. Its update efficiency is compatible with its search
efficiency and may be estimated at less than twice the average
number of searches. )

In order to achieve the above efficiency, the letter tables
at each level should be structured in alphabetic order, and
every letter should be converted into a numeric value such
as A=1, B=2,C=3, ... , Z= 26 and the space delimiter = 0
or 27 through a simple table-lookup procedure. Those converted
values would then be used as the direct-access address within
each subset of alphabetic letters at each letter-~table level.
This discards the need for binary search within each subset of
"brothers" as in the cases of Hibbard's and Sussenguth's
searches.

5, Open Addressing Method

As early as 1957, Peterson introduced this method for
random access storage addressing. This method is also called
linear probing. It assumes the existence of a certain hash
function to transform the key or keyword of an entry into a
numerical value within the range of the table size which is
predetermined as 2M for any integer value of M. The table
size should be large enough to accomodate all the entries
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of the file. As in other methods, this method also assumes the
probability of finding an entry in the file is equal to one.
Under these two assumptions, and if a good hash function

is selected for a balanced distribution of hash values, the
open addressing method will resolve the situation if more thﬁn
one key is mapped into a particular slot in the table, and
yields a very attractive average number of searches in most of
the cases. The algorithm is best described in Morris' phrases:

"The first method of generating successive
calculated addresses to be suggested in the
literature was simply to place colliding en-
tries as near as possible to their nominally
allocated position, in the following sense.
Upon collision, search forward from the
nominal position (the initial calculated
address), until either the desired entry is
found or an empty space is encountered--
searching circularly past the end of the
table to the beginning, if necessary. If
an empty space is encountered, that space be~
comes the home for the new entry."

Peterson did some simulations of open addressing by generating
random numbers and storing them into a 500-entry table, and the
result of the average number of searches from nine different runs
is compared with the calculation obtained through Morris' formula
or Salton's formula (L is the loading factor or the pefcentage

of table fullness at the time of search):

Morris: S = =ea—

Salton: S =
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Table l. Average number of searches in open addressing

Loading factor Peterson Morris/Salton
0.1 1.053 1.056
0.2 1.137 o 1,125
0.3 1.23 1.214
0.4 1.366 1.333
0.5 1.541 1.5
0.6 1.823 1.75
0.7 2.26 2.167
0.8 3.223 3.0
0.9 5.526 5.5
1.0 16.914 w

It is thus clear that unless the table is nearly full, the
average number of searches will be surprisingly small. For example,
if the loading factor is equal or less than 0.9 the average number
of searches will be an amazing 1.965. This can be achieved by
allowing an extra ten percent of the table size, In this case,
its storage efficiency will become less attractive. However, its
search efficiency and update efficiency are excellent due to its
extremely low average number of searches.

6. Indirect Chaining Method

Since this method makes the same two assumptions as open
addressing method and is heavily dependent upon the hash
addressing, a more descriptive name for this method is suggested
as Hash-Addressed Indirect~Chaining Search (HAICS). Other names
found in the literature are scatter index tables, direct chaining
(a variation in chaining structure), closed addressing (direct
and indirect chaining), and virtual scatter tables (matching
additional hashed bits).

The HAICS method uses a structured four-field table, an

additional non-addressable overflow area of the table or a separate
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overflow table, and a free storage area called the available

space list. It is aimed to fully utilize all spaces reserved for
the table before using the overflow area and the free storage

area. This method treats the addressable table area as end-rounded,
i,e., the first address of the table is considered following the
last address. When overflow occurs, the nonaddressable overflow
area is made available as an extended table area. This is so
arranged to achieve better storage efficiency since in most cases
there is no need for the additional overflow area and thus it can
be omitted at the beginning or added on when the need arises.

The HAICS chaining table has four. fields: keyword (key or
data), index, link and pointer. The keyword field is usually one
computer word in size for accomodating symbols which identifies
the entry. The index field should have enough bits in size to
specify the largest relative address in the available space list,
so that the variable length entry stored in the available space
list could be indexed from this table. The link field is used to
indicate the linkage to the next table address where information of
entries of the same hashed value can be found. The pointer field
is designated to contain the address of the first entry of entries
with the same hashed value. Both the link field and the pointer
field should have a field length in bits large enough to store
the largest relative address of the addressable table area, i.e.,
the size of the addressable table.

Entries are entered at their hashed addresses first, and then
upon collision allotted to the next (or surrounded) empty addresses.
Their pointers and links are set up for the proper chaining. When
an entry is being looked up, the first step is to check the pointer
of the entry at hashed address, then go to the pointed address and
start searching from this beginning entry, If it is not found,

the entry pointed by the link of current entry is searched until

-9~



it is found or there is no further link. The latter case indicates
that there is no match for this search. When the entry is found
through keyword identification, the address stored in the index
field will direct the actual entry storage in the available space
list, The index field and the available space list are needed only
if the entries are of variable length so that storage space can be
conserved. In the case of fixed length entries, the available
space list is no longer needed and the index field in the table
should be changed into an entry field with the desired fixed length.

A great advantage of the hash addressing is that to update
entries in a file requires no sorting or resorting of any kind, In
the HAICS method, to delete an entry is to follow the algorithm
until the entry is retrieved, and then to kook up the next entry
in the chain to the previous entry. All the storage previously
occupied by this entry is freed for later use. To add an entry will
use the same algorithm to retrieve the last entry in a particular
chain and then to set up the linkage to the next empty space in
the table and have the information of the added entry stored there.
The added entry itself is stored in some free storage area in the
available space list being indexed in the chaining table.

This method was first introduced in 1961 by Johnson and its

average number of searches is calculated simply as:

More interesting yet, this formula is still valid when the loading
factor L is greater than one which means the number of entries
exceeds the allotted table size and the information of overflow
entries are kept in the overflow area while entries themselves

are again placed in the available space list. The cost of over-

flow is increased linearly at merely 0.5 searches per 100%
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increase of overflow. This provision virtually eliminates the fear
of overflow which frequently causes almost unmanageable difficulties
and at very high expense.

Before the table is full as in the usual case, the average
number of searches of the indirect chaining method is a hard-to-
believe 1.25 with a maximum of 1.5 when the table ié about full.

It is at these two figures ard the above-mentioned update efficiency
and overflow advantage that the author believes some storage ineffi-

ciency and programming complexity should be tolerated painlessly.

Table 2. Average number of searches in indirect chaining

Loading factor Johnson
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An overview of various search algorithms discussed above is

given in the following table:

Table 3. Comparison of various search algorithms
- Average
Search method number of Sample S Search Update Storage
searches (N=50,000) efficiency efficiency efficiency
1l.Linear search N 25,000 Poor Good Excellent
2
Single chain N 25,000 Poor Good Excellent
2
2.Directory N ,_B 223.6 Average Average Excellent
search 2B 2 (B = 220)
3.Binary search logZN 15.6 Good Poor Good
Double chain 1.4 log N 21.9 Good Good Average
(Hibbard)  (optimaf)
Distributed 1.24 log N 19.4 Good Good Average
key (optimal
(Sussenguth)
4,.letter table Average 5.8 Excellent Good Poor
method number of (English)
(Lamb and letters per
Jacobson) word plus
one space
5.0pen address- L +1 1.965 Excellent Excellent Good
ing 2(1-L) (L <£0.9)
(Peterson)
6.Indirect Loy 1 1.25 Excellent Excellent Average
addressing 2 (L < 1.0)
(Johnson)

-12~



For most search algorithms not included in the above table, they
are variations and combinations of the linear search, single chain,
directory search, binary search, double chain and distributed key
aimed at the improvement of a certain efficiency. For example, the
double chain method itself is a combination of binmary search, a
variation of single chain, and the linear search, and it.is aimed to

improve the update efficiency of the binary search,

III. KEYWORD CONSTRUCTION AND HASH. FUNCTION

It is understood from the previous comparison of various search
algorithms that the turning point for the excellent performance in
search and update efficiencies is at the hash addressing which is
essentially a simple procedure applying a certain hash function
upon a search key or keywrod. Since the same keyword will always
be hashed into the same hash value for table addressing, the
criteria for a keyword selection or comnstruction to identify an
entry is the characteristic of uniqueness. And, in order to mini~-
mize the undesired collision upon hashed addresses, a good hash
function should be selected such that it would yield a balanced
distribution of hashed values within the range of the table size,

1. Keyword Construction

Under the consideration of the programming and computing
efficiency and of the storage efficiency, usually a keyword of
one computer word size is more desirable, e.g., eight-character
keyword in a 48-bit word machine.

In machine files such as dictionaries, thesauruses, keyword
indices, and merchandise catalogs, the keyword is almost readily
available for hashing. If the keyword is longer than the
allowable number of characters, a simple word truncation at the
right end or some word compression schemes can be used to

reduce the word size to a desired amount of number of characters.
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For example, the standard word abbreviation, and a simple
procedure to eliminate all the vowels and one of the two
same consecutive consonants in a word will all be acceptable
for this purpose.

In cases of author indices and catalogs, membership
rosters, alphabetical telephone directories, taxation records,
census, persomnel records, student files, and any file using
a person's name as the primary source of in;'lexing will have the
convenience in using the last name plus one space character and
the initials as the keyword. The word compression scheme is
certainly applicable if it is necessary.

When title indices and catalogs, subject indices and catalogs,
business telephone directories, scientific and technical dictionaries,
lexicons and idiom-and-phrase dictionaries, and other descriptive
nmulti-word information are desired, the first character of each non-
trivil word may be selected in the original word sequence to
form a keyword. For example, the rather lengthy title of this
paper may have a keyword as SADSIRS. Several known information
systems are named exactly in this manner such as SIR (Raphael's
Semantic Information Retrieval), SADSAM (Lindsay's Sentence
Appraiser and Diagrammer and Semantic Analyzing Machine),

BIRS (Vinsonhaler's Basic Indéxing and Retrieval System), andA
CGC (Klein and Simmons' Computational Grammar Coder).

An alternative to meet the need of the multi-word situation
but with a possible improvement in the uniqueness of the re-
sulting hashed value is to perform some arithmetic or logical
manipulation on the binary representation of the multi-word.
When the multi=word is stored in comsecutive computer words,
each binary representation of a computer word is treated as
an individual constant. Then either an aritimetic operation
(e.g., ADD, SUBTRA(:[‘, MULTIPLY, and DIV'.I[DE) or a logical
operation (e.g., AND, OR) is to be performed on these computer

words to collapse them into one single computer word as the
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keyword. The resulting keyword from this kind of manipulation
is not human readable but will serve its purpose for hash
addressing.
In some cases where a unique number is assigned to an
entry, there is no need to hash this number provided that
number is inside the range of the allotted table size.
This is mostly seen when a record or document is arranged in
its accession number or location index. Otherwise the number
can be treated as letters and be constructed in one of the
methods described above.
2., Hash Function
The different functions used for random number generations
can also serve as the hash function if a likely one-to-one
relation can be established between the keyword and the resulting
random number. This is also subject to the restriction that
only numbers inside the range of table size awe acceptable. Fre-
quently this method will not give a balanced distribution of
table addresses and thus affect the search and update efficiencies.
The arithmetic or logical manipulation described above for
handling multi-word items can also be used as a hash function.
One method calied division hash code is suggested by Maurer
that the binary representation of a keyword is treated as an
integer and divided by the table size. The remainder of this
division is thus inside the range of the table size and is
used as the hash value. As Maurer noticed this method has the
disadvantage that sometimes it does not produce indices which
are equally distributed.
Three methods of computing hash addresses with proven

satisfactory results were described very neatly by Morris:
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"If the keys are names or other objects that
fit into a single machine word, a popular method
of generating a hash address from the key is to
choose some bits from the middle of the square
of the key--enough bits to be used as an index
to address any item in the table. Since the value
of the middle bits of the square depends on all of
bits of the key, we can expect that different keys
will give rise to different hash addresses with
high probability, more or less independently of
whether the keys share some common feature, say all
beginning with the same bit pattern.

"If the keys are multiword items, then some bits
from the product of the words making up the key may
be satisfactory as long as care is taken that the
calculated address does mot turn out to be zero most
of the time. The most dangerous situation in this
respect is when blanks are coded internally as zeros
or when partial word items are padded to full word
length with zeros.

"A third method of computing a hash address is

to cut the key up into N-bit sections, where N is

the number of bits needed for the hash address, and

then to form the sum of all of these sections., The

low order N bits of the sum is used as the hash

address. This method can be used for single-word

keys as well as for multiword keys. ..."

All these three method assume one sligﬁt restriction that
the size of the table has to be a power of two because of the
binary bit selection., Personally the author prefers the first
method of these three due to the extremely simple programming
involved. Depending on different machines, the main operation
requires about five machine language instructions: load A
register with the keyword, integer multiply with the keyword,
left shift A and Q registers X bits so that the desired bits
is at the left end of the Q register, clear A register, left
shift A & Q registers again Y bits so that the desired bits
are resided at the right end of the A register (CDC 3600 COMPASS).

t
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If the second method described by Morris is used, the
keyword construction for multi-word item can be eliminated
if there is no risk of the kind described. The third method
is more interesting because it has the generality of accepting
both single-word and multi-word items but at a slight cost of
some more programming which is to be offset by the cost of

multi-word construction.

IV. HAICS DATA STRUCTURE
In response to the needs of search and update efficiencies,

the data structure for the HAICS technique has to be organized in
a much more sophisticated way with some additiomal storage require=-
ment over the entries themselves. As previously described under
the Indirect Chaining Method, it requires a fixed-size four-field
addressable chaining table for bockkeeping the keyword-and all the
information for the chaining mechanism, a reserved free storage
area called the available space list for storing the variable-
length entries themselves, and an added-on non-addressable overflow
table area for overflow chainings.

The overall HAICS data structure is quite list oriented but
it is packed into the form of arrays for a more efficient indexing
and searching procedure. A test program has been writtem in CDC
3600 Fortran (a variation of Fortran IV) for the convenience of
adapting to other computers. The discussions following will fre-
quently refer to the Fortran language and the list structure for
a better clarification.

1. The Chaining Table

The four-field table can be easily set up as four single-
dimensional arrays or as a four~dimensional array at the cost
of several wasted bits in the computer word for storing the
index to the available space list, the link to the next table

address, or the pointer to indicate the beginning of a chained
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sub=list. The savings are less computer word-packing and
unpacking operatioms.

The positions of each four~field table item in relation
to the first item,i.e., the hash addresses, can be viewed
as the main list of the table. The linked entries of the same
hashed address are treated as a sub~list. Since the relative
position of each table item is identified with its hashed
address, there is no need to set up an address index for each
item, Besides, since each entry can be hash-addressed with
an average number of searches at 1.25 and that most chains
are not much longer than one or two entries, it is not necessary
to have a backward link within a chain.

The layout of the chaining table is shown in Table 4 with
some sample linkages indicated in hand~drawn circles and

arrows.
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Table 4.

The chaining table

THE CHAINING TABLE ~-

I ﬂlufgn
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2 ABSOCOD 23 17 2
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4 EMERS HL._ 349 0 A
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E EAM 291 0 [
Q - DATAC]IRC 278 0 S -
1a » ] n
R _..__..._611 e 2 ﬁ%——__
12 2] NOIS 99 13 12
<3 CABINET 151 [V R 1 S
14 EMENS HS 338 0 - 0
/—)15 EMERY OF 40} 0 1€ _ . .
16 MACT 41% v i)
17 MADIS AM 424 0 ST
13 tMs 304 0 14
19 MASER €3 0 [
2n EMERS 1 364 el an
21 EMERS RE 37 22 AL
22 MAS “n7 [] i}
__s ADPD 1 (5] 23
Maonk 1 28 24
25 AHSORATN 37 1] 32 . -
26 BAFFLE 119 [ 26
27 0 v 31 ... ..
2R EMERS AY s [} 0
- 29 EMERS CB 32) 0 2
3 BASBLE 64 0 3
33 EMERS 6 329 0 @
35 EMERS HC 357 0 0
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The four-field table items can also be viewed as four=-

field notes or cells in a list structured presentation:

keyword

index l link [pointer

An example of the list structured presentation of the HAICS

system can be illustrated as follows:

Figure 1, List presentation of the HAICS data structure

14 15
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251

261 242222 SUNSET BULD., LOS ANGELS, CALIF, /
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2. The Available Space List

This can be a single one~dimensional array for the best
storage efficiency in accomodating variable length emtries.
The beginning of an entry is indexed in the index field of
the chaining table the relative position of the beginning
computer word in the available space list. This is also
shown in the examples of Figure 1. The ending of an entry
can either be indicated by a special symbol such as two
consecutive blanks or EOE as the abbreviation of end-of-entry,
or calculated as the entry length and placed at the beginning
of an entry.

Multi-dimensional arrays are usually wasteful for storing
variable length entries. If the entries are of fixed length
then, as described before, there is no need to have a separate
available space list. These fixed length entries can be put
directly in the enlarged index field of the chaining table
for a more efficient processing.

3. The Overflow Table

The overflow table is structured the same way as the
Chaining table except that it is not accessable through
the hash function., It serves as an emergency device only
after the chaining table is fully utilized and additional
storage area is available at that time. When the overflow
table is established to meet the emergency, its array names
and the size are made available to the HAICS procedure as an

extended area for the chaining table.

V. HAICS ALGORITHMS FOR STORING, RETRIEVING, UPDATING, AND UTILITY
FUNCTIONS

The logical procedure of the HAICS technique is described in
algorithms for easy adaption to procedure-oriented languages such
as Fortran and Algol, Currently, eight commands have been imple-
mented and operational on the CDC 3600 test program: STORE, RETRIEVE,
ADD, DELETE, REPIACE, PRINT, COMPRESS, and LIST. They can be
functionally classified into three groups: the main algorithms for
STORE and RETRIEVE; the updating algorithms for ADD, DEIETE, and
REPIACE; and the utility algorithms for PRINT, COMPRESS, and LIST,
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The two main algorithms are frequently utilized by other algorithms

except PRINT.

These algorithms are presented in detail in the following:

1. Algorithm STORE (S)
This algorithm is to be used for establishing a HAICS

file at the very beginning. It is assumed that the arrays

for the chaining table and the available space list have

been set up properly, and that keywords and the hash

function have been constructed or selected appropriately

through out the subsequent uses of this file.

Sl

S2

s3

sS4

S5

S6
57

S8

s9

s10
s11

Clear the arrays for the Chaining Table and
the Available Space List, and 'set up proper
indices for these tables

Compute the hash value of the given keyword,
I = HASH(KEY)

If POINTER (I) = O and KEYWORD (I) = O, then
KEYWORD (I) = KEY

The first available address in the Available
Space List, J, for storing the entry is placed
as INDEX (I) = J

The entry is stored in the Available Space List
(ASL) sequentially starting at ASL(J) and with
a special symbol EOE placed at the end of the
entry in ASL, and exit on success.

If POINTER (I) = O and KEYWORD (I) # 0, then

Search the keyword array downward and end-round
until a KEYWORD (I) = 0 is found

Set I = POINTER (I), KEYWORD (I) = KEY, and go
to Step 5S4

If a KEYWORD (I) = O can not be gound in the
keyword array, a message is given to indicate
the overflow of the Chaining Table and then
exit on failure.

If POINTER (I) # O, then I = POINTER (I)

If LINK (I) = 0, then go to Step S7 for a
KEYWORD (I) = O, upon failure, go to Step S9;
upon success, go to Step S12
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S12 Set LINK (I) = I, KEYWORD (I) = KEY, and go to
Step S&

S13 If LINK (I) # O, then set I = LINK (I), go to
Step S11

S14 Repeat for additional entries starting at Step S2.

Examples in Tables 5 and 6 show the result of several
stored entries under this algorithm.
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Table 5. The chaining table after a STORE command

THE CHAINING TABLE ==

VALUE . KEYWORD SINUEX  _LINK POINTER
-y EARP HNNE @@ 0 —755
2 ABSOCOV 23 " 2
4 EMERS R 377 v n
a4 EMERS HL 340 0 4
S VASH 222 6 8
) UATA 2473 u 1c
! EMERS Hn 345 (4 7
4 EAH 291 " a
¥ DATACTRCE 274 v 9
1o EAFC 384 0 n
11 EMERY DU 395 ; ¢
Qv? DACKNDLS w
13 CaRINET QLW © T
< 14 EMERS 143 335 ) "
15 tMERY DF 4f1) 3 n
1m : 0 "
17 B 0 n
14 EMS 39 y 18
Y~ B ) n
2 EMERS 364 21 2n
2] EMERS RE 37- v 0
R l .
23 uTADPD (D>
24 ARSDAQDK T
25 ABSORAT N 37 ¢
56 BRFFCE 1l =0
2T TAHLE " 31
24 EMERS AT @#@ 29 11
. .24 . _EMERS CH e . A
an HABBLF In
EMERS G 329 1%

37 EMERS HC Gsp~> 0

R N IR B L N S
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Table 6. The available space list after a STORE command

THFE, AVAILARLE SPACE LIST w=
—_ __WOPRKESS .. _INFORMATION. -

Gé}.—1>UATA TRANSMLSSTON AND DATA PROCESSING DICTIONARY, By JAMES F, HO
v LMES EOE (AHSOLUTE ADDRESS) THE IDENTIFICATION OF a SPECIF

17 Ic REGISTER OR LOCATIPN IN STORAGE. EOE (ABSOLUTE CODING
25 JCOUING IN wHICH ALL ADDRESSES REFER TO SPECIFIC MACHINE REGISTE

33 RS ANN_ MEMORY LOCATIONS.EQE _ _ (ABSORPTION)THE 0SS OF ENFRGY. T .
4] N THE TRANSMISSIUN OF waVES OVER RADIO OR WIRE PaTwS QUE TO COn
49 VFRSINA [NTO HEAT OR OTHER FORMS OF ENERGY. IN WIRe TRANSMISSTO
o7 1y THE TERM 1S USUALLY APPLIED ONLY TO LOSS OF ENERGY INEXTRANEO
65 1S HEDLi . EUE (1), AGGREGATE CROSSTALK FROM p LARGE Ny
734 MaER OF DISTURAING CHANNELS, (2). UNWANTED DISTURKING SOUNMD
__ .81 S_INM A CARRIER_OH QTHER MULTIPLE CoAANNEL. SYSTEM. lmleH RESUW.T-ERH --- —
HY 1t THE AGGKREGAJE UROSSTALK UR MUTUAL INTERFERENCE FROM OTHER CHawM
YT NELS a‘ui‘.@—)(dx\rnwuuw NOISE) THE TOTAL SYSTEM nNOISE INDEPEN
Ton DENT OF THE PRESENCH OR ABSENCE OF a bIGNAL. THF SIGNAL IS NOY
113 10 W€ UiCLUbED AS PART UF [HE NOISE, EVE A SHIELDING STRy
1¢) CTURE OGR PARTITION USED TO INCREASE THE EFFECTIVF LFNOGTHOF THE F
_ 129 XTERaAL TRANSMISSION PATH BETWEEN TwO POINTS AS FOR_TRaNSMISSION . ..
737 PATH HETWEEN Tw0 PNINTS AS FOR EXAMPLE. HETWEEN THE FRONT anNDp T
195 F HACK 0OfF AN ELECTROACOUSTIC TRANSDUCER.EOE§ES€?E9UIPMENT--CASE
153 DFSIGNED TU HOUSE RELAYS AWD OTHER aAPPARATUS, Kf y==CASE INST
1h) ALLEY Oy A CUSTOMER2ZS PREMISESe TO PERMIT DIFFERENT LINES TO THF
160 CENTRAL OFFICE TO WE CONNECTED TO VARIQUS TELEPHONF STATIONS,.
. 177 IT +AS SIonALS TJ INDICATE ORIGINATING CALLS AND _BUSy LINES, . .. .. —
TIh3 TESTe~40Xx CONTALWING aPPARATUS FOR TROUBLE LOCATION AND ROUTINE
193 WMATNTE JunNCE X913 AN ASSEMBLY (OF ONE OR MORE CONDUCTORSe
201 SUALLY ~ITHIN AN ENVELOFING PROTECTIVE SHEATHs I~ SncH STRUGTURA
209 I ARRATIGEMENT OF THE INDIyIDyaL CONDUCTORS AS wILL PERMIY OF THE
217 IR 'St SEPARATELY OR IN GRUUPS, EUE THRFE UNTT | ENGTHS OF Sy
225 STALNFU SIGHALs wHEM TRANSMITTEODs A DASH WILL AUTOMATICALLY BE ¥
T T 7333 0 L0KED @Y ONE UNLT LEMGTH OF SILENGE. TERJ USED In RADTOTELERR
261 Apiy, LOE (1), PLURAL TERM COLLECTIVELY USED TO DESIGNATF
299 MATERTIAL SERVING AS A HaSIS FUR DISCUSSIONe.y MATERTAL MAY DR May
25T MUT wF TECHNICAL IN MATURE, THE SINGULAR OF DATA 1S DATUM, (2
265 ), THFORMATION, PARTICHLARLY THAT USED A4S A BASIS FNR MECHANICSA|

273 0X ELECTRONIC COMPUTERS. EOE. . {(DATA CLRCUITICOMMUNICAT
24) 10N FaCILITY PERMITTING TRANSMISSION OF INFORMATION DIGITAL F
FLLUTNGT-TTN £ UE ELECTRICAL ACCOUNTING MACHINE. Eoﬂg§5->Aw tLECT
297 ROACOUSTIC TRANSUUCFR INTENDED TO oE CLOSELY COUPRPLE™ ACOQUSTICALL
306 Y TO Tk tai FUE (EMERGENCY MEUICAL SERVICE) 5 w MalNg2sg
313 =ave7, toa§§9->(tnpp<o~ A TI1008 RUTLEDGE»256-2547, EOF
(321 (EMERSUM CHAS 8)95314 MATHEWS RO MIDULETON,238=5T76,  _EOE

7329 (EMERSOY GATL) 221 LAKE LAWN PL9297=6916eEVE (FMFRSON HARLAND
337 839534 HILLTUP DR9233«0632. EOQE (EMFRSON HAPRY H JR)4626
365 FSCrH LA,24923444, EOE (EMERSON HARRY | MRS)2314 CHALET
353 GARDEANS Rue238=6067, EO@—)(EMERSON HUGH C)1n04 TOMPKINS DR
AN ¢222=14134. EOE (E SON IDA MRS)4ly JEAN2R6=R12H,.

369 ENE (EMERSUN RICHARYD E)1610 CAMERON DR,23B.1126,  EQE
TTTTTOURTT URMERSUNM T RUDNFY) 6266 ELMNQOD AV MIUDLETON238-5769, EDE

3Inb (EMERY AIR FREIGHT CORPIS300 $ HOWELL AV MI| w==MDSN NO,s2355-83172

393 , cOF (EMFRY DANLEL J)S522 STATE.256=3375, ENE

401 (FMERY NUNA F)2506 MCNIVITT RDe256=]1284.E0E

409

6l7 o e

425

433
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2. Algorithm RETRIEVE (R)
With a given keyword, this algorithm will retrieve the
entry which is associated with keyword under the same

assumptions made in Algorithm STORE.

Rl Compute I = HASH(KEY)

R2 If POINTER(I) = O, exit on failure.

R3 If POINTER(I) # O, then I = POINTER(1)
R4 If KEYWORD(I) = KEY, then J = INDEX(L),

move the entry in ASL starting from ASL(J)
to a working area until an EOE is encountered,
and exit on success.

R5 If KEYWORD(I) # KEY, and if LINK(I) = O, then
exit on failure.

R6 If KEYWORD(I) # KEY, and if LINK(I) # O, then
I = LINK(I), go to step R4,

R7 Repeat for additional entries starting at
Step R1l.

Examples in Tables 5 and 6 will also illustrate this
algorithm in actual applications. The execution of the
RETRIEVE command will not change the contents of the
Chaining Table and the Available Space List in any event.

3. Algorithm ADD (A)

This algorithm is used when an additional or new entry
is put into the already established HAICS file. It is an
operation of "adding" an entry to the end of a chain of its
hashed address, rather than breaking up the chain and "inserting"
the entry according to some order or hierarchy. This is so
because each chain in the HAICS file is mostly very short with
only one or two entries and the "inserting" will gain very

little in search and update efficiencies.
[
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This algorithm is different from Algorithm STORE in that
no clear-up operations are performed on the arrays of the
Chaining Table and the Available Space List. In addition,

a relative address in the Available Space List is accepted
as the first available address to store the added entries

themselves.

Al Set J = the given first available address

A2 ' If J £ size of ASL, go to Step S2 in Algorithm
STORE and return to Step A4 upon exit from
Algorithm STORE

A3 If J>size of ASL, exit on failure.
A4 Repeat for additional entries starting at
Step A2

Tables 7 and 8 exhibit the results of the ADD command of

some new entries upon Tables 5 and 6.
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" Table 7. The cha'init“l;;:;ble' after an ADD command

THE CHAINING TABLE ==

VALUE KEYWORD INOE x LINK POINTER
C 1 EARPHONE 29s 0 L
T 2 ARSOCOD 23 ap 3rd
3 EMERS R 377 0 D . _ .
Fva EMERS HL 349 v 4 v
5 UVASH 222 6 €
6 DATA 243 0 e
7 EMERS HH 347 v 7 )
8 EAM 29]1 [} 8
9 DATACIRC 27A 0 9 _
10 EAFC 38s 0 n
11 EMERY DJ 395 0 v}
12 BACKNOIS 99 13 12
13 CABINET 151 0 14 )
14 EMERS HS 335 0
( 15 EMERY DF 4 NXTM.
16 215 0 n
17 MADIS A Caze->» £) 0 é;}.4,‘_
T 18 H 18 .
— 9 43n 2 0 0 X
29 EMER 5
21 MERS RE 37~ n.. . /sf
<37z [GLIR) 0 n
.23 . DTADPD LI @ 25 23
24 ABSOADDR 11 28 26
2s ABSORBTN 37 v 32
26 BAFFLE 119 0 P26
27 CABLE 19¢ 31 27
28 EMERS AT 315 29 1
29 EMERS CB 321 Q 3
39 B8ABBLE 68 0 30
3 EMERS 6 329 0 15
0

} ' az EMERS HC 357 0




" ‘Table 8. The available space list after an ADD command

THE AVATLABLE SPACE LIST ==
ADNRESS INFORMATION

1 DATA TRANSMISSION AND DATA PROCESSING DICTIONARY, By JAMES Fo HO

T 9 LMES ~  EOE (ABSOLUTE ADDRESS)THE IDENTIFICATIONM OF A SPECIF
17 Ic REGISTER OR LOCATIPN IN STORAGE. EOE (ABSOLUTE CODING
“25 )CODING IN wHICH ALL ADDRESSES REFER 70 SPECIFIC MACHINE REGISTE
33 RS AND MEMORY LOCATIONS.EQOE (ABSORPTION)THE 1 0SS OF ENERGY I

41 N THE TRANSMISSION OF WAVES OVER RADIO OR WIRE PATHS DUE TO CON
49 yERSION INTO HEAT OR OTHER FORMS OF ENERGY, IN_wIRE TRANSMISSIO
7 No THE TERM IS USUALLY APPLIED ONLY TO LOSS OF ENERGY INEXTRANEOD
65 Us MEDIA, EOE (1), AGGREGATE CROSSTALK FROM A LARGE NU
73 MRER OF DISTURBING CHANNELS. (2)e UNWANTED NISTURBING SOUND
Bl S IN 4 CARRIER OR OTHER MULTIPLE CHANNFEL SYSTEM wHIcH RESULT FRO

89 m THE AGGREGATE CROSSTALK OR MyUyyAL INTERFERENCE FROM OTHER CHAN

97 NFLS. EQE (BACKGROUNV NOISE)THE TOTAL SYSTEM NOISE INDEPEN
105 DENT OF THF PRESEWCE OR ABSENCE OF A SIGNAL, THE SIGNaL IS NOT
113 To BE INCLUDED AS PART OF THE NOISE, EOE A SHIELDING STRY

121 CTURE Ox PARTITION USED TO INCREASE THE EFFECTIVE LENGTHOF THE E
129 ATERNAL TRANSMISSION PATH BETWEEN TwO POINTS AS FOR TRANSMISSION .

137 PATH BETWEEN TwWO POINTS AS FOR EXAMPLEs BETWEEN THE FRONT AND TH
145 E BACK OF aM ELECTROACOUSTIC TRANSDUCERG.EOQE _EQUIPMENT==CASE
153 DFSIGNED TO HOUSE RELAYS AND OTHER APPARATUS, KFy==CASE INST
161 ALLEU ON A CUSTOMER#S PREMISESe TO PERMIT DIFFERENT LINES TO THE
160 CENTRAL OFFICE TO BE CONNECTED TO VARIOUS TELEPHONE STATIONS,.
177 IT HAS SIGNALS TO INDICATE ORIGINATING CALLS AND BUsy LINES,

186 TEST-=BUX CONTAINING APPARATUS FOR TROUBLE LOCATIOM AND ROUTINE

193 MAINTEVANCE.  EUE AN ASSEMBLY OF ONE OR MORE CONDUCTORSy y
201 SUALLY WITHIN AN ENVELOPING PROTEGTIVE SHEATHs In SUcH STRUCTUR,

209 L ARRANGEMENT QOF THF INOIVIDyUAL CONDUCTORS aAS wILL PERMIT OF TWE .

217 IR USF SEPARATELY OR IN GRUUPS., EOE THREE UNIT |LENGTHS OF Su
225 STAINFD SIGNALy WHEN TRANSMI] W

233 OLLOWED wY ONE UNMIT ENGTH OF SILENCE. TERM USEn IN RaDIOTELESGR
2641 APHy, EUE (1), PLURAL TERM COLLECTIVELY USED TO DESIGNATE

249 MATERTAL SFRVING AS A BASIS FOR DISCUSSION,s MATERIAL MAY OR May
257 NOT BE TECHNICAL IN NaTURE. THE SINGULAR OF DATA IS DATUM, (2 __
265 ), INFORMATIONy PARTICULARLY THAT USED AS A BASIS FNR MECHANICA|

e 273 OR ELECTRONIC COMPUTERS. = EOCE (DATA CIRCUIT)COMMUNICAY
241 Ion FaCILITY PERMITTING TRANSMISSION OF INFORMATION IN DIGITAL F
249 ORM, EOE ELECTRICAL ACCONTING MACHINE, EOE . AN ELECT _.
297 ROACOUSTIC TRANSDUCER INTENDED TO BE CLOSELY COUPLENR ACOUSTICALL
355 Y TO THE EAR, EVE (EMERGENCY MEDICAL SERVICE)}»5 w MAINe25S
313 =567, EOE (EMERSON A T)1008 RUTLENGE»256=2547, EOE
321 (EMERSON CHAS B)53)a MATHEWS RD MIODLETON, 2385776, EDQE
329 (FMERSUN GAIL)220 LAKE LAWN PL9257=26916.E0E (EMERSON HARLAND
337 $)534 HILLTOP DRe233=-0632, EOE (EMERSON. HARRY H JR) 4626
345 ESCH LA,24923648, EOE (EMERSON HARRy L MRS)2314 CHALET

353 GARDENS RD+238=6(67, EOE _ _ (EMERSON HUGH C)1004 TOMPKINS D@._
361 ¢222<143RA. E0E (EMERSON IDA MRS)419 JEAN2S56=3124.
369 ENE (EMERSON RICHARD F)1610 CAMFRON DRe23H-1126 EDE
377 (EMERSON ROUNEY) 6266 ELMWOOD AV MIDDLETON9238=5769, EOQE
3G (FMERY AIR FREIGHT CORP)IS300 S HOWELL AV MILW==MDSN NO,255=4312
393 EOE (EMERy DANIEL J)522 STATE«256=3395, EQE
401 {EﬂERY DONA F12506 MCDIVITT RDe256-1284,E0E &} (MADISON ADJUSTM

400 ENT SYSTEM)303 PRICE PLy 238=2616,. EOF
417 NCE CORP 2 W

2 (MADISON ACCEPTa
425 LMA MRS)3256 MILWe 244=7831, EOE (MADISON AIR“SERVICE)33g

433 2 NORTH STOUGHTON RDy 249=0478¢ EQE
=29~



4, Algorithm DEIETE (D)

This is used to delete an entry from the HAICS file.
This algorithm is heavily dependent upon the Algorithm
RETRIEVE but instead of just retrieving the entry it traces

back and deletes the entry itself from the Available Space

List and all the pertinate information in the Chaining Table.

b1

D2
D3

D5

D6

D7

D8

D9

Go to Step Rl in Algorithm RETRIEVE, return
to Step D2 upon exit on failure from Algorithm
RETRIEVE, or return to Step D3 upon exit on
success from Algorithm RETRIEVE

Exit on failure.

Clear up the occupied section of the entry in ASL
including the special symbol EQE at the end of
the entry

INDEX(I) = O and KEYWORD(I) = O

If POINTER(I) = I and LINK(I) = 0, then
POINTER(I) = O, exit on success.

1f POINTER(I) = I and LINK(I) # O, then
POINTER(I) = LINK(I), LINK(I) = 0, exit
on success.,

If POINTER(I) # I and LINK(I) = O, then

trace back the previous link which contains

I and set it to zero when it is found, other-
wise trace back the original pointer and set
it to zero, exit on success.

I1f POINTER(I) # I and LINK(I) # O, then trace
back the previous link which contains I and
replace it with LINK(I), exit on success.

Repeat for additional entries starting at
Step Dl.

Sample results of the DELETE command executed upon Tables
7 and 8 are shown in Tables 9 and 10.
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THE CHAINING TABLE ==

PO VALUE KEYWORD INDEy L TNK POINTER
1 EARPHONE 294 0 R
2 ABSOCOOD 23 17 2
2 EMFRS R 377 U «. DATA
Y EMERS HL 349
N ;
- . £ DATA > 243
C—) O EMERS W D 3420
" EAM 291
RC 27 : R
10 > EAFC 3 388 0 o
—— —21l___ o EMRY. DT CPA94®) o o
12 BACKNOIS 99 13 12
13 CARINET 151 ¢ Y
14 EMERS HS 3385 ] n
15 EMERY DF 401 v 16 - —_
16 MAC1 415 n r.
S 17 . MADIS AM._ .. .. 624 . ..
18 £emMsS N
19 MASER 43,
2n EMERS 1 364
21 EMERS RE 37
22 MAS any
e 23 UTADPD I T
26 ABSOADDR 11
SORBTN < y e
26 BAFFLE 119
27 — cMble —DR6D
28 EMERS AT 31
29 EMERS CH 321
T30 SABBLE 6
. - 3] EMERS G 329
32 EMERS HC 357

Lot




THE AVAILABLE SPACE LIST --

Table 10. The available space list after a DELETE command

ADDRESS INFORMATION

1 DATA TKANSMISSION AND D4TA PROCESSING DICTIONARY, By JAMES F, HO

9 LMES EOE {ABSOLUTE ADDRESS) THE IDENTIFICATION OF & SPECIF
17 I¢ REGISTER OR LOCATIPNM IN STORAGE. EOE  (aBSOLUTE CODING
25 )CODING IN wHICH ALL ADDRESSES REFER TO SPECIFIC MACHINE REGISTE
33 RS AnND MEMORY LOCATIONS.EOE {ABSORPTION) THE | 0SS OF ENERGY 1

4T N THe TRANSMISSIUN OF WAVES OVER RADIO OR WIRE PATWMS DUE TO CON
49 yERSION INTO HEAT OR OTHER FORMS OF ENERGY, IN wIRE TRANSMISSIO
87 Mo THE TERM IS USUALLY APPLIED ONLY TO LOSS OF ENERGY INEXTRANED
65 US MEnla, EOE (1) AGRREGATE CROSSTALK FROM A LARGE NI
73 MAER NF UISTURBING CHANMELS, (2). UNWANTED DISTURBING SQUND
8) 5 IN A CARRIER OR OTHER MULTIPLE CHANNEL SYSTEM vrHlcH RESULT ERn

S M THE AGGREGATE CROSSTALK UR MUTUAL INTERFEQENCE FRNM OTHER CHaN

97 NFLS.  tOE (BACKGROUND NOISE)THE TOTAL SYSTEm NOISE INDEPEN
lus DENT OF THE PRESENCE OR ABSENCE OF a SIGNAL. THg SIGNaL IS NOT
113 10 HE INCLUNED AS PART OF THE NOISE, EVE A SHIELDING STRy

12) CYJIne Ok PARTITION USED TO INCREASE THE EFFECTIVE LENGTHOF THE ¢
189 ATERNAL TRANSMISSION PATH BETWEEN TwO

137 PATH AETWEEN TwO POINTS AS FOR EXAMPLEe HETWEEN THE FRONT AND TH
145 E HACK Ut an ELECTROACOUSTIC TRANSDUCER,.EOE EQUIPMENT==CASE
153 DFSIGNED TO HOUSE RELAYS AND OTHER APPARATUS, KFy==CASE INST
161 ALLED 0 A CUSTOMER#S PREMISESs TO PERMIT DIFFERENT LINES TO ThE
159 CENTRal OFFICE TO HE CONNECTED TO VARIOUS TELEPHNNF STATIONS.
177 1T _"AS SIGNALS TU INDICATE ORIGINATING CALLS AND_BUSY L1

165 TEST==h0X CONTALNING aPPARATUS FUR TROUBLE LOCATJOw AND ROUTINE
193 MATITENANCE . t0E I

201
269 (i;) BLE
217 A

_JTHREE UNTT LENGTHS OF sy

e 225 STATNED SIGNALe #HEW TRANSMITTEDs A DASH WIiL AUTOMATICALLY RE £

P33 OLLOWED oY ONE UNIT 1 ENGTH OF SILENCE. TERwm USEpn IN RADIOTELEGR
261 8apHy,  EOE |

249

P51 (E) patA

26h -

273 J(DATA CIRCUITICOMMUNICAY.

281 Inn FACTLTITY PERMITTING TRANSMISSION OF INFNRMATION IN DIGITaAL F

Phy ORkM, EOE ELECTRICAL ACCOUNTING MaCHIJte EOQE AN ELECT

247 ROACO'ISTIC TRanNSDUCER INTENUED TO BF CLOSELY COUPLEN ACOUSTICAL|

38 Y TO THE EAR. EOE (EMERGENCY MEUICAL SERVICE)»S w MaINe 255

313 =-R567, EOF (EMERSON A T)1008 RUTLEDGE256-2587, EVE
THEWS RD MIDDLETONs238=5774 EQE

kY. MERSUN CHAS H)D314 MA £

329 (EMERSUn GATL) 220 LAKE LAWN PL9257=69164E0F (EMERSON HARLAN

337 534 H P Dy ~163 EQE

265 (EMERSON HARRY L MRS)2314 CHALET
3%3 GARDENS RUIZIA=-0:167, EQE (EMERSON HUGH C)1004 TOMPKINS nn
6] eP22~143n. EVE {EMERSON IUA MRS) 419 JEANG256=n12x,

_369 FoE _LEMERSON RICHARD E)1610 CAMERON DR,23H~1126_ EQE

377 (FMERSON RODMEY) 6266 FIMWOOD AV, MIDdLETQﬂJ233-5769. EOE

353 [ @ Eare

451 (EMERY [,ONA F12506 MCDTVITT RD9256<]284 EOE (MADISON. ADJUSTM. .

409 FMT SYSTEM) 303 PRICE PLs 238=2616. LOE (MANISON ACCEPTa

417 MCE CORE_INCI120L W WE| TLINE HYs 257=109l. EOE (MADTS. 5
425 LMA MKS) 3256 MILws 244-7831, EQE (MADISON AIR SERVICE)330n
433 2 NORTH STOUGHTON RDs 249-6478, EOE e e
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5. Algorithm REPIACE (RP)

This is for the replacement of an entry itself in the

Available Space List with the same keyword and linkages in

the Chaining Table unchanged. Replacement entries longer than

the original entries can be treated in a few different ways.

The current algorithm will truncate the excessive end and give

a message to indicate the situation. A remedy if desired then

can be made through the deletion of the incomplete entry and

the addition of the complete entry as a new entry. This
algorithm will make use of the Algorithms RETRIEVE and STORE
to find the desired entry and then replace the old contents

with the new contents in the Available Space List.

RP1 Compute 1 = HASH(KEY)

RP2  If POINTER(I)
RP3  If POINTER(I)

RP4 If KEYWORD(I)
the old entry

including an EOE

4

0, exit on failure.
0, then I = POINTER(I)
KEY, then J = INDEX(I), clear

in ASL starting from ASL(J) and

RP5 The new entry is stored in ASL starting from

ASL(J)

RP6 If the new entry plus an EOE can be accomodated
in the old space, exit on success.

RP?7 If the new entry plus an EOE can not be
accommodated in the old space, then store
the new entry up to the same length of the
old entry and put an EOE at the end, exit
on partial success. ) :

RP8 If KEYWORD(I) # KEY and LINK(I) = O, then exit

on failure.

RP9  If KEYWORD(I) # KEY and LINK(I) # O, then
I = LINK(I), go to Step RP4.

RP10 Repeat for additional entries starting at

Step RP1l

Table 11 will display the changes made through the use of
this algorithm upon Table 10.
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Table 11. The available space list after a REPLACE command |

THE AVATLABLE SPACE LIST ==

ADDRE §S INFORMATION
1 DATA TRANSMISSION AND DATA PROCESSING DICTIONARY, By JAMES F, HO
9 LMES £OE (ABSOLUTE ADDRESS)THE IDENTIFICATION OF A SPECIF
17 Ic REGISTER OR LOCATIPN IN STORAGE, EOE (ABSOLUTE CODING
25 )CODINS IN #riICH ALL ADDRESSES REFER TO SPECIFIC MACHINE REGISTE
33 PS AND MEMORY LOCATIONS.EOE (ABSOR H
417N THE TRaNSMISSION OF WAVES OVER RADIO oR WIRE PATHS DUE TO CON

VERSION INTO HEAI OR OTHER FORMS OF ENERGY, IN wIRfp TRANSMISSIo
Ne THE TERM IS USUALLY APPLIED ONLY TO LOSS OF ENFRGY INEXTRaNEQ
US MEOTne tOE (1)e AGGREGATE CROSSTALK FROM A LARGE NU
MRER OF DISTURBING CHANNELS. (2), UNWANTED NISTURBING SOUND
S IN A _CaRRIER OR OTHER MULTIPLE CHANNEL SYSTEM wWIcH RESULT FRO

1
1i3
121
129

M THE AGGREGATE CROSSTALK OK MUTUAL INTERFERENCE FRNM OTHER CHAN
NELS.  EUE (BACKGROUNU NOISE)THE TOTAL SYSTFM NOISE INDPEPEN
DFNT UF THE PRESENCE OR aBSENCE OF a SIGNAL, THF ST1GNalL IS NOT
10 BE IWCLUDED AS PART OF THE NOISE, EQE 4 SHIELDING STRy
CTURE O PARTITIOUN USED TO INCREASE THE EFFECTIVE LENGTHOF THE F ¢

XYERNAL THANSMISSION PATH BETWEEN TwWO POINTS AS_FOR TRaNSUISSION

137
145
153
161
1o
7
106
193
201
203
217
22% ¢

PaTH BETWEEN TWO POINTS AS FOR EXAMPLEs BETWEEN THE FRONT aND Tw

E BaCK OF aMN ELECTROACOUSTIC TRANSDUCER,.EOE EQUIPMENT==CiSE
DESIGNED TO HOUSE RELAYS AND OTHER APPARATUS, KEy==CASE INST

ALLEy Uw A CUSTOMER#S PREMISESs TO PERMIT DIFFERENT LINES TO Thf
CENTRAL OFFICE TO @E CONNECTED TO VARIOUS TELEPHONE STATIONS,

Ir HaS SIoiaLS TU INDICATE ORIGINATING CALLS AND BUsy LINES, — __
YEsr--nux CONTAINING APPARATUS FOR TROUBLE LUCATION AND ROUTINF
MAINTEIANCE o EQE

THRFE UNTT [ FNGTHS OF Sl
STAINED SIGNAL HE JRANSMITTEN, DASH WILL AUTOMATICALLY BF p

233
P4
249
?57
265
2713

01 L0AE oY ONME UNIT LEMG TH OF SILtNrE. TERM USEn In R\pJOTELEGR
APHY, EOE

_(VATA CIRCUITICOMMUNICAT

2K1
oKy

2917

HEMERSON bA

TAN FACILITY PERMITTING TRANSMISSION OF INFORMATION IN DIGITAL ¥
opr4, tOE ELECTRICAL ACCOUNTING MACHINE. £OF AN ELECT
HOACOISTIC TRANSOUCER INTENDED TO RE CLOSELY CoupaEn ACOUSTICALL
Y To ThE kA EUE EMERGEN Y Ne 26
-a567. ;0& (tMERSO RUTLEubE'l J-Aqﬁl EOE

K EOE
IEMERSON HARLAND

327 _8) 333 »ILLTOP DR-333 3333, EOF (C)

b (EMERSON HARRY L MRS)2314 CHALET
353  GARDENS RD238-6067, EQE (EMERSON HUGH C)1004 TOMPKINS (R
36) 1222-143a, LUE (EMERSON IDA MRS)41lo JEAN9256=al2n,

. 3649 _FnE (EMERSO

177. (FMERSON RODNEY) 6266 ELMWOOD AV MIDDLETON|216-5769. EOE

s . -

392

4] (FMERY JONA F)2506 MCDIVITT RDe256+12684,E0E _(MADISON ADJUSTM
419 FNT SYSTeM) 303 PRICE PLy 238-2616. EQE (MADISON ACCEPTA
41 SORrP_INC) 1201 w RELTLIE -

42% LMA MRS) 3256 MILWy 2447831, EQE (MADISON AlR SERVICE)sao
433 2 NORTH STOUGHTON RDy 249=6478+ EOE = . _ _ I R
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6. Algorithm PRINT (P)

This is a simple algorithm for a utility function of
arranging information in table form and printing out of the
Chaining Table and the Available Space List as those of
Table 4 to Table 14 in this paper.

Pl Set T = 1 and print titles for the Chaining
Table

P2 Print I, KEYWORD(I), INDEX(IL), and POINTER(I)

P3 I=1+1, repeat Step P2 until the end of the
table is reached

P4 Set J = 1 and print the titles for the Available
Space List

P5 Print J, and ASL(J)

P6 J=J+ 1, repeat Step P5 until the end of the

Available Space List is reached, exit on success.

7. Algorithm COMPRESS (C)

This is an algorithm designed to sexve as a "Garbage
Collector" in the list processing languages for better
storage efficiency. In practical applications, the
Available Space List is a huge free storage area which
can be on a secondary bulk storage device such as a drum
or disk for random access. After several updating functions
performed on the HAICS file, there will inevitably be some
space groups residing in the middle of the used portion of the
Available Space List. And eventually it will reach a situation
that the end of the Available Space List is reached but with
many space groups scattered in the middle,

To remedy this situation, a periodical operation of the
COMPRESS command is desirable to repack the Available Space
List for a bettér storage utilization. Many strategies or
hierarchies can be used to achieve this purpose with some
variations in computing efficiency. The current algorithm
starts with the last entry in the Available Space List and
moves it to the first accomodatable space group found from
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the beginning of the List. The process is repeated until
all the accomodatable space groups found are filled and thus
a large .space group is accumulated at the end of the Avail-

able Space List for subsequent additions of new entries.

cl Search for the largest INDEX(I) in the Chaining
Table, then set J = INDEX(I)
c2 Count the length of this last entry im ASL

starting at ASL(J) until an EOE is found

c3 Check an internal table of space groups in ASL
to find an accomodatable space group such that
the number of spaces in a space group is greater
than the length of the last entry, go to Step C6
if it is not found, go to Step C4 if it is found

c4 Move the last entry to the space group found,
go to Step C5 if some spaces are left unused,
otherwise exit on success.

c5 Store information of the space group to the
internal table, exit on success.

c6 Search ASL from its beginning for a space
group, go to Step Cl0 if it is not found,
go to Step C7 if it is found

c7 If the space group found is accomodatable,
then go to Step C4, otherwise go to Step C8

c8 Store information of the space group foumnd
to the internal table

c9 Search AS] continuously for a space group,
go to Step C10 if it is not found before the
search reached the original location of the
last entry, go to Step C7 if it is found

C10 Exit on table not compressable.

Ccl1 Repeat.for additional compression upon exit
on success by entering at Step Cl.

A sample result of the COMPRESS algorithm upon Tables 9
and 11 is shown in the following Tables 12 and 13:
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Table 12. The chaining table after a COMPRESS command

THE CHAINING TABLE ==

_ VALUF___ KEYWGRD  INDEx L YNK  POINTER
1 EARPHONE 296 0 1
v ABSNCOD 17 ?
3 EMERS R 377__Cé§>—>@ 0 R S
4 EMERS HL 349 7 P
5 PASH 222 Q s
[} ] 0 n
7 n B Y ; WY
L] EAM 291 0 ]
_____ —_ . 9 DATACIRC Ty R [+ N - N
16 a 0 4]
11 I s 0 0
12 HACKNNIS 99 13 12
13 CABINET 151 : U el
14 EMERS HS 3 0 I
15 LMERY DF 4ol g v b
16 . MACI g5 C2) . 9 2
- 17 _MADIS . [{] 19
18 EMS ’ 308 ¢ 18
19 MASER 430 T3D—>A) o M
2n EMERS I 342120 21 20
21 EMERS RE 376 CR65)— (@ 22 e X
2¢ MAS 0] (24D @ 6 A
e L. 23 .. VTADPD T 2b 23
24 ABSOADOR 11 28 26
285 - AHSORBTN 37 [ . .32 I
76 BAFFLE 119 [\ 26 .
27 0 0 .31 L.
28 EMERS AT 315 0 n
29 . _EMERS CH 32, 0 3
3 HAHBLE 6R 0 3o
N EMERS 6 329 ] SRR £ -
32 . EMERS HC 367 0 8
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Table 13. The available space list after a COMPRESS command

THE AVATLAHLE SPACE LIST «= :
ADDRESS _INFORMATION

1 DATA TRANSMISSION AND DATA PROCESSING DICTIONARY, By QAMESJF..HOA_,_
9 LMES EOE (ABSOLUTE ADDRESS)THE IOENTIFICATION OF A SPECIF
17 1C REGISTER OR LOCATIPN IN STORAGE. EOE  (ABSOLUTE CODING. .
2% YPODINL IN wHICH ALL ADDRESSES REFER TO SPEcIFIC MACHINE REGISTE

33 PS AND MEMORY LOCATIONS.EQE (ABSORPT]O

41 N THE TRANSMISSTION OF wAVES OVER RADIO OR uIRE PATHS DUE TO CON’
49 VFRSION INTO HEAT OR OTHER FORMS OF ENERGY, IN wIRp TRANSMISSIO _
57 No THE TERM IS USUALLY APPLIED ONLY TO LOSS OF ENERGY INEXTRANEO
65 US mEpla. EQE ({1)e AGGREGATE CROSSTALK FRoM A LARGE NU
73 MKER OF DISTURBING CHANNELS, (2), UNWANTED NJSTURBING SOUND
#) S 1v A CANRIER OR OTHER MULTIPLE CHANNEL SYSTEM wHICH RESULT FRO

&9 M THE AGGREGATE CROSSTALK OR MUTUAL INTERFERENCE FRNM OTHER CHawn

97 NELS. (3013 (BACKGROUNU NOISE)THE TOTAL SYSTEM HNOISE INDEPEN
105 DEVT OF THE PRESENCE OR ABSENCE OF A SIGNAL. THE St6Nat IS NOT
113 10 BE IsCLUDED AS PART OF THE NODISE, EOE 4 SHIELDING STRy

121 CTURE OH PARTITION USED TO INCREASE THE EFFECTIVE LENGTHOF THE E
129 XTERNAL, TRANSMISSION PATH

137 PAlR HETwEEH TWO POINTS AS FOR EXAMPLE, BETWEEN THE FRONT AND TH
145 £ HaCK NF anN ELECTROACOUSTIC TRANSDUCER.EOE . EQUIPMENY==CASE.
1534 DFSIGMED TO HUUSE RELAYS AND OTHER APPARATUS, KFy==CASE INST
J1pl ALLED 01 A CUSTOMER#S PREMISESs TO PERMIT DIFFERENT LINES TO Twf .
169  CEwTRaI. OFFICE TO BE CONNECTED TO VARIOUS TELEPWONF STATIONS,.
167 _T1 AasS STGNALS TO INDICATE ORIGINATING CALLS AND

1K TEST==HuX CONTAINI
MATMTENANCE o EOE!
N Ry 269-6678, EUE (MADYg ALMA MRg)3256 MIL. . aa4-783|

tnqéyq;(MAuxsow ACCEPTANCE CORP INC)12¢ BELT
1. ¢ OF ﬁhngﬁ UNIT LENGTHS or;sﬁ

22% STAINED stgALg WEEN:IEIWSMIIIED;_A_DASH_ﬂlLL_AUIQMAIICALL!_BE“E_&_M..

Ee TERM U 60
(MADISﬂN AUJUSTMENT SYSTEM) 303 PRICE PLo 238=26]
(EMFRY DONA F)2506 MCOIVITT RU9256-1284,E0E
(FMFRSOM ROUREY) 6266 ELMWUUD AV MIDDLETONs 2385749, F.OE
(FMERSUN RICHARD E)1610 CAMERON ORs238-1126, EO EMERSNY
7 Da_MRS)419 JEANIZS6-8120, [A_CIRCUIT)COMMUNICAT .
541 InN FACILITY PERMITTING TRANSMISSION OF INFORMATION IN DIGITAL F

shy OPM, EOE ELECTRICAL ACCOUNTING MACHINEe. EOE AN ELECT
~97 RNACOUSTIC TRANSDUCER INTENDED TO 8F CLOSELY COUPLENR ACOUSTICALL
395 Y TO THE EAR. EVE ({EMERGENCY MEDICAL SERVICE)>5 ¥ MAINe2SS
313 =a567, EUE (EMERSON A T) 1236 RUTLENGE123=4567, E0E

121 (FHMFRSQr. CHAS H)S5314 MAT

HEWS RD MIDDLETON,23Bm57726, — EOE——
3729 lrMFRﬂO« GAIL) 222 LAKE LAHN PL1222- 2.E0E (EMERSON HARLANN
337, EQE (EMFRSON " ~1]004 TOm
295 BrINS DR,227~1438 3 (EMERSON HARRY | MRS)2314 CHALET

GARDENMS RD9238=6067., EOE

69

)7

beh .

433 o e
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8. Algorithm LIST (L)

In contrast to the Algorithm PRINT, LIST will initiate
an alphabetical sort on the keywords stored in the Chaining
Table, and output an alphabetical list of all entries in the
HAICS file. The final output of this algorithm performed on
Tables 12 and 13 is illustrated in Table 14.

L1l Sort array KEYWORD(I) alphabetically and carry
along the original sequence in the array, I,
during the sort process

L2 Take the first original sequence number in the
sorted keyword order, I
L3 Set J = INDEX(I), print the hash value, the

keyword, the entry starting address in ASL,
and the entry itself, exit on success.

1A Repeat for the next keyword and its original
sequence number in the sorted array until
this array is exhausted.
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LIST
Table 14. The alphabetical list after a LIST command

TARE GLPHABETICAL LIST -=
HagH VALUFE = 24 ENTRY ADURESS IN ASL = 11
AiSLANDR  (AdSOLUTE ADDRESS)THE IDENTIFICATIOM OF A SPECIFIC REGIS
TER OR LOCATIPN InN STORAGE . (4] 3
- ot TTTTTHEGACVALIE T E T TS 7T U T TENTRY ADDRESS IN ASL = 23

AROCOD (AnSOLUTE COUING)CODING IN WHICH ALL ADNRESSES rEFER 10
SPECIFIC MACHINE REGISTERS aND MEMORY LOCATJONS,.EVE

HasH VALUE = e5 ENTRY ADDRESS IN ASI = 37

A-SORATH  (ABSURPTTION) THE | 0SS OF ENERGY IN THE TRANSMISSION OF wa _

VES OVEM RADIU OR WIRE PATHS DUE T0O CONVERSION INTQ HE:
T Ok DTHER FORMS OF ENERGY, IN WIRF TRANSMISSINNs THE T

ERM TS USUALLY aAPPLIED ONLY TO LOSS OF FNERGY IMEXTRANED

US Enleae EOF
HASH valuk = 30 ENTRY ADDRESS IN_ASL = 28
Hans| ¥ (1). AGGREGATE CROSSTALK FROM A LARGE NUMBER OF DISTURRI
NG CHANNELS . (2)e UNWANTED DISTURBING SOUNDS IN : C

ARRIER 0OR OTHER MyLTIPLE CHANNEL SySTEM wHICH RFSyLyt FRO
M THE AGGREGATE CROSSTALK OP MUTUA[ INTERFERENCE FwOM OT
HFR CHANNFL S EOF

HALH vALUE = 12 ENTRY ADDGESS TN ASL = 99
talKt0Te (RACRGROUND NOISE)THE TOTAL SYSTEM NOISF INDEPENDENT OF
THE PRESENCE OR ARSENCE OF a SIGNAL. THE SIGhar 1S ~NOT

TN <¢ INCLUDED aS PART OF THE NOISF, EOE
HAg'T valyt = 26 ENTRY ADURFSS TN Asl = _1]9
T THAbFLE A SHIELDTNG STRUCTUKE UR PARTITION UYSED TO 14CREASE THE

CFFHCTIVE LENGTHOF THE EXTERNAL THANSMISSION PATH YETEE
N Twl POLKTS AS FOR TRaNSMISSIONPATH BETWEEN Twn POINTS
AS PUR FXaMPLE s HETWEEN THE FROUMT anD Tk BACK nF aN ELE
CTHaCOUSTIC TRANSHUCER.EOE

HASH valiF = 13 ENTRY ADDRESS IN ASL = 15]
CowTURT EQUIPMENT==CASE DESIGNLD TO HOUSE RELAYS AND OTWEK APPAR
ATUS, KEY==CASFE INSTALLED ON A CUSTOMERZ2Q PREMISES
T veRMIT DIFFERENT LINES TO THE CENTRaL OFFICE TO BE CO
NECTED T VARTOUS TELEPHONE STATIONS. 17 HAS sIbNALS T
D LwlCaTE ORIGINATING CALLS AND_BUSY- LINES, — 1ESTmes
0X CUNTAINING APPARATUS FOR TROUBLE LOCATION ANR ROUTIWE
MATNTENANCE o ENE

rase yabyk = S ENTRY ADURESS IN ASL = €22
NagH Tt E (LT LENGTHS OF SUSTAINED SIGNALe WHEN TRANSMITTED
9 A DASH WILL AUTOMATICALLY, bBE FOLI OWED HY ONE UNIT LENG
TH OF STLLEMCEs TERM USED IN RADIOTELEGRAPHY, EOr

HAgH yALpE = 9 ENTRY aDURESS IN A§L = 278

petTacIPe  (DeTA CTRCUIT)COMMUIVICATION FACILITY PERMITTING TRANSMIS
SIus OF INFORMATION IN DIGITAL FORM,

THY 3h VALDE =23 T TENTRY ADDRESS IN KEL = .w'1“
DT AgEe) JATS TRANSMISSION AND UATA PROCESSING DICTIONARYs 8Y JAM
FS £, HOLMES F.OF
HASH VALUE = L] ENTRY ADDRESS IN ASL = &9]
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Eam

ELECTRICAL ACCOUNTING MACHINE.
THASH varukE

EOE

= 1 ENTRY ADDRESS IN ASL =

296

EARPHONF AN ELECTROACOUSTIC TRANSDUCER INTENDED YO BE CinSELY COU
PLED ACOUSTICALLY TO THE EAR, EVE
HASH VALUE = 28 ENTRY ADDRESS IN ASi = 315
EMEHS AT (EMERSON A T)1234 RUTLEDGEs123=4567, . EOE
N R HASH VALDE = 29 . ENIRy ADD = I
EMERS CR  (EERSON CHAS B)5314 MATHEWS RD MIDDLETON’238-5776.
F0e
HASH VALUr = 31 ENTRY aDDRESS IN ASy = 329
EMEKS G (EME RSOV GAIL)222 LAKE LAWN Pl ,222-2222,E0E
TOTTTTTT UUUTTUATAVALDE = 3 " 'ENTRY ADDRESS IN ASL = 342 N
EMERS He (F4F RSOV HUGH C) 1004 TOMPKINS DRe222-1438. £0F
R HaSH vallE = 4 ENTRY ADORESS IN ASL = 349

CEYFRS M (RMERSON

_HARRY | MRS)2:3114 CHALET GARDENS RDe238=6067.

£ Or

HASH vagl: = le ENTRY ADLRESS IN ASL = 335
EMERS HS  (EMERSON HARLAND Sy333 RILLTOP DR.333=-3333, EOE _ .
. T UHASd VALUE = e "ENTHY ADDRESS IN ASL = e72 o
[T T | (EMEKSOM IDA MRS} 419 JFANG286=R128, LOE
HASH Valub = 3 ENTRY ADURESS IN ASL = 257
ENERS R (FrbRSOM HONHNEY) 626k ELMWOOD AV MIDDLETONS23R«5769,
o _Eor, [,
HASH vaLly = 21 ENTRY ADDRFSS InN AS{ = ¢&9%
EVERS RF  (E“FSON RICHARD Ej 1510 CAMERON DR,234=1126. FOE
HASH valUk = 5 ENTRY ADDRESS IN ASI =  249) R
E~MERY DF (EMFRY DONA F)2506 MCDIVITT RI_H?S(:—)ZBé EOF
HAGLH valLUF = 18 ENTRY ADDRESS [N ASL. = 3 &
[ XX (EMERGENCY MEDICAL SERVICE)ZS W MAINs255=8567, EOF
HASH VAL JE = 16 7 ENTRY ADDRESS +n AS) = 210
Mrcl (Ma SO ACCLPTANCE CORP INC)12n) W BELTLINE pHY, 257=109
l. ¢ OF
HASH VvALUE = 17 ENTRY ADDRESS I AS| = 2 .4
_ MARIS AV (MAS ALMA MRS) 3256 MILWe P44=7H31.  EOE S
’ HASH VALUE = 22 ENTRY ADORESS IN ASL = 243
My S (Ma0 [SOM ALJUSTMENT SYSTEM) 303 PRICE PL, 238=2616¢
£ e
_____ _ - HASH VALYUe = 19 ENYRY ADORESS IN _ASIL_=_ 196
Mo SER (MADISON AIR SERVICE)3302 NORTH STOUGHTON RD, 249=6478,

. EUE
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VI. DISCUSSION
1. Sample Statistics of the Main and Update HAICS Algorithms
For the purpose of demonstrating the actual performance of
the HAICS main and update algorithms, the statistics gathered
from the test run (which also produced Tables 5~11) are listed
below in Tables 15 and 16 and are the basis for a preliminmary

discussion.

Table 15. Sample statistics of the main HAICS algorithms

STORE RETRIEVE
Sample  Number of Accumulative Number of Accumulative
entry searches average searches  average
sequence of current number of of current number of
entry searches entry searches
1 0 0 1 1.0
2 o [o] 1 1.0
3 [ 0 1 1.0
4 1 0.25 1 1.0
5 0 0.2 1 1.0
6 0 0.167 1 1.0
7 0 0.143 1 1.0
8 1 0.25 2 1.125
9 0 0.222 1 1.111
10 0 0.2 1 1.1
11 1 0.273 1 1.091
12 0 0.25 1 1,083
13 0 0.231 1 1.077
14 0 0.214 2 .1.143
15 0 0.2 1 1.133
16 1 0.25 1 1.125
17 2 0.359 1 1.118
18 1 0.389 3 1.222
19 _ 0 0.368 2 1.263
20 0 0.35
21 0 0.333
22 0 0.318
23 0 0.304
24 1 0.333
25 [} 0.32
26 0 0.308
27 0 0.296 ,
28 0 0.286
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Table 16. Sample statistics of the update HAICS algorithms

ADD DEIETE REPIACE
- Number Accumu- Number  Accumu- Number  Accumu-
Sample of lative of lative of lative
entry  searches average searches average searches average
sequence of number of number of number
current of current of current of
entry searches entry searches entry searches
1 2 2,0 1 1.0 1 1.0
2 0 1.0 1 1.0 2 1.5
3 1 1.0 1 1.0 1 1.333
4 0 0.75 1 1.0
5 2 1.2

The STORE efficiency, i.e., the accumulative average number of
searches for the STORE algorithm, as shown in Table 15 reveals that
starting with an empty chaining table, it is a low 0.286 at 87.5%
fullness of the table. Most entries are entered into this table
with no search at all which implies a good balanced distribution of
keyword hash values.

The ADD efficiency is a function of the STORE efficiency. And
in this sample's statistics the ADD efficiency obtained through
the addition of four entries to make a full chaining table, is in
fact the same as if these four entries are placed at the end of the
STORE command. Thus the ADD efficiency of 0.75 for four entries
can be combined with the STORE efficiency for twenty-eight entries
and the result is a 0,344 of STORE efficiency for a full 32-entry
chaining table., It is notéd that the ADD efficiency is always
greater than (or equal to) the STORE efficiency due to the non-
emptiness of the chaining table.

The RETRIEVE efficiency is always identical with the search
efficiency as indicated in Table 3 which is an average of 1,25 for
the indirect chaining method. The accumulative average number of
searches does fall into the range between the minimum of 1.0 and

" the maximum of 1.5 which is a 1,263 at 59.4% table fullness.
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Both the DELETE and REPIACE efficiencies are functions
of the RETRIEVE efficiency or the search efficiency. The
sample statistics of accumulative average number of searches of
1.2 for deleting five entries and of 1.333 for replacing three
entries gives some indication that the DELETE and REPLACE
efficiencies are compatible with the RETRIEVE efficiency,

As mentioned before, the above discussion is preliminary
and even premature. The statistics in Tables 15 and 16 do
not cover some unusual circumstances although it is a typical
example of several regular test runs. To support, or oppose,
the above discussion will demand several further extensive
tests of each of these five efficiencies under a controlled

and isolated environment,

2, A Framework for Information Systems

The HAICS method is a basic framework aimed to improve
- the total efficiency of an information system, It can be
programmed in a number of languages from the fundamental machine
language or assembly language of a particular family of computers
to the high~level procedure-oriented languages such as Fortran
and Algol which are acceptable to most of the computers.

With an amazing 1.25 average number of searches per entry,
this method will certainly make natural language processing
not much worse than the numerical computation, It is ready
to be implemented for text processing and document retrieval;
numerical data retrieval; and for handling of large files such
as dictionaries, catalogs, and personnel records, as well as
graphic informations. In the test program coded in Fortran
and a machine language COMPASS, eight commands as described
before are currently implemented and operational in batch mode
on a CDC 3600. Further development wil] be on the use of tele-
type console, CRT terminal, and plotter under a time-sharing
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environment for producing immediate responses, This is under
the ideal of placing the most complete encyclopedia or a tailored
index-reference work under one's fingertip.

Specifically, the dictionary lookup operation as the
principal operation of an information system, is no longer a
lengthy and painful procedure and thus a barrier in natural
language processing, Linguistic analysis may be provided
with a complete freedom in referring back and forth any entry
in the dictionary and the grammar, and the information gained
at any stage of analysis can be stored and retrieved in the
same way. Document retrieval may go deeper in content analysis
and providing a synonym dictionary for some better query
descriptor transformations and matching functions. As Shoffner
noted, "it is important to be able to determine the extent
to which file structure and search techniques influence recall,
precision, and other measures of system performance." This
paper tends to support Shoffner's statement by presenting an
analysis of current search techniques and a detailed description
of the HAICS method which is a possible framework for most

information systems.
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