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Abstract

Recognising and understanding irony is crucial for the improvement natural language process-
ing tasks including sentiment analysis. In this study, we describe the construction of an English
Twitter corpus and its annotation for irony based on a newly developed fine-grained annotation
scheme. We also explore the feasibility of automatic irony recognition by exploiting a varied set
of features including lexical, syntactic, sentiment and semantic (Word2Vec) information. Exper-
iments on a held-out test set show that our irony classifier benefits from this combined informa-
tion, yielding an F;-score of 67.66%. When explicit hashtag information like #irony is included
in the data, the system even obtains an Fj-score of 92.77%. A qualitative analysis of the out-
put reveals that recognising irony that results from a polarity clash appears to be (much) more
feasible than recognising other forms of ironic utterances (e.g., descriptions of situational irony).

1 Introduction

With the emergence of the social web, a large part of our daily communication has moved online. As
a result, the past decade has seen an increased research interest in text mining on social media data.
The frequent use of irony in this genre (Ghosh and Veale, 2016; Maynard and Greenwood, 2014) has
important implications for tasks such as sentiment analysis and opinion mining (Liu, 2015), which aim to
extract positive and negative opinions automatically from online text. Irony detection is therefore crucial
if we want to push the state of the art in sentiment analysis or, more broadly, any task involving text
interpretation (e.g., cyberbullying detection).

Most computational approaches to date model irony by relying solely on categorical labels like irony
hashtags (e.g., #irony, #sarcasm) assigned by the author of the text. To our knowledge, no guidelines
presently exist for the more fine-grained annotation of irony in social media content without exploiting
this hashtag information. In order to understand how irony is linguistically realised and how it can be
recognised in text, we developed a set of annotation guidelines for identifying specific aspects and forms
of irony that are susceptible to computational analysis. We collected a Twitter corpus containing 3,000
English tweets with an irony hashtag and, based on these guidelines, manually annotated them for the
presence of irony. We explored the feasibility of automatic irony detection by relying on a varied set of
features, including lexical, shallow syntactic, sentiment and lexical semantic information.

The remainder of this paper is structured as follows. Section 2 includes an overview of existing work
on defining and modelling irony. Section 3 zooms in on the corpus construction and annotation. Section 4
outlines the experiments, and Section 5 presents the results. Section 6 concludes the paper with some
prospects for future research.

2 Related Research

Since many years, irony has been a frequent topic of discussion in linguistics and philosophy. More re-
cently, researchers in the field of natural language processing (NLP) have shown an increasing interest in
the subject, trying to formalise the concept of irony, and detect it automatically. Different types of irony
can be distinguished. Kreuz and Roberts (1993) define four types of irony: (i) Socratic irony and (ii) dra-
matic irony, both explained as a tension between what the hearer knows and what the speaker pretends
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to know (with the latter entailing a performance aspect), (iii) Irony of fate, which involves an incongru-
ence between two situations, similarly to what is commonly understood as situational irony (Lucariello,
1994), and (iv) verbal irony, which implies a speaker who intentionally says the opposite of what they
believe.

In this research, we focus on verbal irony and (written forms of) situational irony. A popular defini-
tion of verbal irony is saying the opposite of what is meant (Grice, 1975). Though often criticised (e.g.,
Giora (1995); Sperber and Wilson (1981)), this definition is commonly used in contemporary research
on the automatic modelling of irony (Kunneman et al., 2015). When describing how irony works, many
studies struggle to distinguish between verbal irony and sarcasm. Some consistently use one of the two
terms (e.g., Grice (1975); Sperber and Wilson (1981)), or consider both as essentially the same phe-
nomenon (e.g., Attardo (2000); Reyes et al. (2013)). Other studies claim that sarcasm and verbal irony
do differ in some respects, stating that ridicule (Lee and Katz, 1998), hostility and denigration (Clift,
1999), and the presence of a victim (Kreuz and Glucksberg, 1989) play a more important role in sarcasm
than in irony. To date, however, experts do not formally agree on the distinction between irony and sar-
casm. For the present research, we elaborated a working definition (Section 3.1) that does not distinguish
between the two either, and refer to this linguistic form as (verbal) irony.

Automatic irony detection has received increased research interest in the past few years, with one of
the main motivations being the improvement of sentiment analysis systems. In effect, as irony implic-
itly alters the polarity of an utterance, its recognition is important for the development and refinement
of sentiment classification systems. Computational approaches to irony detection involve supervised or
semi-supervised learning. More recently, researchers have been investigating deep learning by defining
neural networks for irony detection. Twitter is a popular data genre when training supervised models for
irony detection, one of the main advantages being that it minimises (or even discards) the annotation ef-
fort as it contains self-describing hashtags like #sarcasm and #irony. Davidov et al. (2010) experimented
with 6 million tweets and 66,000 Amazon product reviews. They built an algorithm (SASI) based on
semi-supervised learning and exploited syntactic patterns and punctuation as features, yielding F-scores
of 0.79 (Amazon) and 0.83 (Twitter). Reyes et al. (2013) built a corpus of 40,000 tweets and divided
it into four topics based on hashtag information (irony, education, humour and politics). They made
use of Decision trees and Naive Bayes exploiting a rich set of features capturing style (e.g., n-grams),
emotional scenarios (e.g., imagery), signatures (e.g., pointedness), and unexpectedness (e.g., temporal
imbalance). Their approach yields F= 0.72 on recognising the irony topic. Barbieri and Saggion (2014)
experimented with the same corpus as Reyes et al. (2013) and used Random Forest and Decision Tree
as classifiers. They made use of a varied set of features (word frequency, writing style, punctuation,
ambiguity, etc.), and performed binary classification experiments to distinguish irony from each one of
the three other topics: education (F= 0.73), humour (F= 0.75), and politics (F=0.75). Riloff et al. (2013)
presented a bootstrapping algorithm to automatically learn sequences of positive sentiment and negative
situation phrases from ironic tweets. When adding n-grams and sentiment lexicon features, their SVM
classifier achieved an F-score of 0.51. Kunneman et al. (2015) collected a dataset of 800,000 tweets.
They made use of Balanced Winnow, exploiting word uni-, bi- and trigrams as features, and obtained an
accuracy of 87% on the ironic tweets. In line with Wallace’s (2015) claim that text-based features are
too shallow and that context and semantics are required for reliable irony detection, a recent study from
Ghosh and Veale (2016) describes neural-network-based semantic modelling for irony detection. The
researchers compared the performance of an SVM model exploiting shallow features to that of neural
networks capturing semantic information and demonstrated that the latter outperformed the SVM model
(F=0.92 vs. 0.73).

It is important to note that, in the above-described papers, training data is often obtained by collecting
tweets with hashtags like #sarcasm and #irony and labelling them accordingly (i.e., tweets containing
such hashtags are labeled as ironic, whereas tweets devoid of such hashtags are considered non-ironic).
An important contribution of this paper is that, after collecting data based on irony hashtags, all tweets
were manually labeled for irony based on a fine-grained annotation scheme (Van Hee et al., 2016b).
Furthermore, to estimate the impact of irony hashtags on a detection system, we evaluate the performance
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of our classifier before and after removing them from the corpus.

3 Corpus Description

We collected a dataset of 3,000 English tweets by searching for the hashtags #irony, #sarcasm and #not.
Unlike many other approaches, all tweets were manually annotated for irony presence based on a newly
developed annotation scheme (Van Hee et al., 2016b), which resulted in 2,396 ironic and 604 non-ironic
tweets. Some example annotations are presented in Section 3.1.

3.1 Corpus Annotation

The main goal of our annotation guidelines was to develop a set of reproducible coding principles to mark
irony in (social media) text. As we ultimately want to be able to model irony in text, without relying on
additional (i.e., hashtag) information provided by the writer of the message, our main focus was on
disentangling expressions of verbal irony. In accordance with the classic account of irony, i.e., ‘saying
the opposite of what is meant’ (Grice, 1975), we define verbal irony as an evaluative expression whose
polarity (i.e., positive, negative) is inverted between the literal and the intended evaluation, resulting
in an incongruence between the literal evaluation and its context. While a detailed overview of the
annotation procedure is provided in the guidelines (Van Hee et al., 2016b), we briefly discuss the main
principles below. Brat was used as annotation environment (Stenetorp et al., 2012).

At the tweet level, annotators indicated whether the tweet was (i) ironic by means of a clash
(example 1), (ii) contained another type of irony (e.g., situational irony, example 2), or was (iii) not
ironic (example 3).

Modifi Modifi

(1) \ Evaluation [Positive Modifies Mod Intensmer
Iro_clash [High]] {Mod [Intensifier Targets Modifier Intensmer
= — /—/%
T | just love when you test my patience! whlte_smllmg_face #Not

Event technology session is having Internet problems. #irony #HSC2024

Modifies
Modifier [Intensifier

(2 swstomarony T
1
3)

NS [FIgH]

1 Had no sleep and have got school now #not happy:pouting_face:

In order to better understand how this irony is realised, the tweets were also annotated below tweet
level. In case of irony expressed by means of a clash, it was also indicated whether an irony-related
hashtag (e.g., #sarcasm, #irony, #not) was required for recognising the irony. Furthermore, annotators
were asked to signal variants of verbal irony that are particularly harsh (i.e., carrying a mocking or
ridiculing tone with the intention to hurt someone), since it has been shown that harshness may be a
useful feature to distinguish between irony and sarcasm (Barbieri and Saggion, 2014). Sentence 4 shows
an example of such a harsh tweet.

(4) Shout outs to the guy who took a shower in 1 Million before heading out. The WHOLE BUS
thanks you #Sarcasm

The annotators also marked all evaluations contained by the tweet and indicated text spans that contrast
with the polarity expressed by that evaluation (i.e., targets) (See sentence 5 for an example). For each
evaluation:

- the polarity was indicated;
- modifiers were annotated (if present);

- (in the case of ironic tweets) the target of the evaluation was indicated. Also, the implicit polarity
of the target was defined based on context, world knowledge or common sense.
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(5) The most hideous spider, that makes me feel sooo much better. #not
—  Evaluations: most hideous (neg. polarity), makes me feel sooo much better (pos. polarity).
—  Modifiers: most, and sooo much.
—  Targets: the most hideous spider (as target of makes me feel sooo much better), which holds
a negative implicit polarity.

3.2 Annotation Statistics

To assess the validity of the annotations, inter-annotator agreement was measured between three indepen-
dent annotators. Kappa scores for (i) the annotation of irony (ironic vs. not ironic) and (ii) the decision
whether an irony hashtag was required to recognise the irony are 0.72 and 0.67, respectively.

Table 1 presents the distribution of the corpus as divided by the different annotation labels'. As can be
inferred from the table, most instances that were labeled as ironic belong to the category ironic by means
of a clash. When we zoom in on the category other type of irony, we can distinguish two subcategories:
situational irony and other verbal irony. Whereas the former encompasses (written instances of) ironic
situations and comprises the majority of this annotation class, the latter contains instances of irony that
describe neither situational irony, nor a clash between two polarities (viz. the literal and the intended
one). Nevertheless, they are still considered to be ironic. We refer to Van Hee et al. (2016a) for more
details on the corpus statistics.

Ironic by means of a clash Other type of irony Not ironic  Total
Situational irony  Other verbal irony
1,728 401 267 604 3,000

Table 1: Statistics of the annotated corpus: number of instances per annotation category.

For our binary classification experiments, we merged the categories ironic by means of a clash and
other type of irony. As we wanted a balanced dataset (ironic vs. not ironic), we added 1,792 non-ironic
tweets to the current corpus. These tweets are from the same Twitter users from which we collected the
initial 3,000 tweets (Table 1) and contain no irony-related hashtags. As such, our experimental corpus
consists of 4,792 tweets, of which 2,396 are ironic and another 2,396 are not ironic.

4 Experiments

In our classification experiments, we evaluated the viability of automatically recognising verbal irony in
tweets. To this end, we constructed a pipeline and ran a series of experiments while exploiting differ-
ent feature groups. These include standard text classification features (i.e., bags-of-words, lexical and
syntactic features), and features based on existing sentiment lexicons. Furthermore, we added semantic
features based on Word2Vec clusters, which is, to our knowledge, novel in SVM-based approaches to
irony detection.

For the classification experiments, we split the randomised corpus (4,792 instances) into an 80% train-
ing and 20% test set for evaluation, resulting in a training set of 3,834 instances and a held-out test set
of 958 instances. Both sets show a balanced irony distribution (50% ironic vs. 50% not ironic). Fur-
thermore, all annotation categories (Table 1), as well as the extra non-ironic instances that were added
(Section 3.2) are equally distributed among the train and test sets.

4.1 Preprocessing

After constructing the corpus, all emoji were replaced by their name or a description using the Python
Emoji module? to facilitate annotation and processing of the data. Furthermore, we normalised hyper-
links and @-replies or mentions to http://someurl and @someuser, respectively.

Other preprocessing steps involve tokenisation and PoS-tagging (Gimpel et al., 2011), lemmatisa-
tion (Van de Kauter et al., 2013) and named entity recognition (Ritter et al., 2011).

"Due to a refinement of the annotations, the corpus statistics are slightly different from a first version of the annotated corpus

described in Van Hee et al. (2016a).
*https://github.com/carpedm20/emoji/.
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4.2 Information Sources

For the automatic irony detection system, we implemented a variety of features that represent every
instance within a (sparse) feature vector.

e As lexical features, we included bags-of-words (BoW) features that represent a tweet as a ‘bag’ of
its words or characters. We incorporated token unigrams and bigrams and character trigrams and
fourgrams. Furthermore, a set of numeric and binary features were included containing information
about (i) character and (ii) punctuation flooding, (iii) punctuation and (iv) capitalisation, (v) hash-
tag frequency and (vi) the hashtag-to-word ratio, (vii) emoticon frequency, and (viii) tweet length.
Where relevant, numeric features were normalised by dividing them by the tweet length in tokens.

e As syntactic features, we integrated four Part-of-Speech features for each of the 25 tags in the
tagset. These indicate for each PoS-tag (i) whether it occurs in the tweet or not, (ii) whether the
tag occurs 0, 1, or > 2 times, (iii) the frequency of the tag in absolute numbers and (iv) as a
percentage. Also the number of interjections was added as a feature. Furthermore, we included a
binary feature indicating a ‘clash’ between verb tenses in the tweet (see Reyes et al. (2013)). Finally,
we integrated four features indicating the presence of named entities in a tweet: one binary feature
and three numeric features, indicating (i) the number of named entities in the text, (ii) the number
and (iii) frequency of tokens that are part of a named entity.

e Six sentiment lexicon features were implemented based on existing sentiment lexicons:
AFINN (Nielsen, 2011), General Inquirer (GI) (Stone et al., 1966), MPQA (Wilson et al., 2005), the
NRC Emotion Lexicon (Mohammad and Turney, 2013), Liu’s opinion lexicon (Hu and Liu, 2004),
and Bounce (Kokciyan et al., 2013). For each lexicon, five numeric and one binary feature were
derived:

the number of positive, negative and neutral lexicon words averaged over text length;

the overall tweet polarity (i.e., the sum of the values of the identified sentiment words);

the difference between the highest positive and lowest negative sentiment values;

a binary feature indicating whether there is a polarity contrast (i.e., at least one positive and
one negative sentiment word from the lexicon are present in the tweet).

The sentiment lexicon features were extracted in two ways: (i) by considering all tokens in the
instance and (ii) by considering only hashtag tokens (e.g., lovely from #lovely). We took negation
cues into account by flipping the polarity of a sentiment word when it occurred in a negation relation.

e As semantic information, we used word embedding cluster features generated with
Word2Vec (Mikolov et al., 2013). The word embeddings were generated from a separate back-
ground corpus of 45,251 English tweets, collected with the hashtags #sarcasm, #irony and #not.
More precisely, we ran Word2Vec on this corpus, applying the CBoW model, a context size of 8, a
word vector dimensionality of 200 features, and a cluster size of k = 2,000°. The following are two
example clusters: [#chistecorto #dailysarcasm #fun #sarcastically #sarcastichumor] and [#exams
#nosleep #10am editing essay grading psychology stress revision]. The clusters were implemented
as binary features, indicating for each cluster whether a word contained by that cluster occurs in the
tweet.

In total, we have four feature groups. Based on each of them, we trained a binary classifier which
was then tested on the held-out set. After evaluating the performance of each feature group individually,
another experiment was run with the combined feature groups (comprising 100,278 individual features).

3To define k, we performed 5-fold cross validation experiments on the training data, exploiting features based on different
cluster sizes (100; 200; 500; 1,000 and 2,000).
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4.3 Experimental Setup

As mentioned earlier, we conducted binary classification experiments for detecting ironic tweets by
exploiting lexical, syntactic, sentiment lexicon and semantic features. One of the contributions of this
paper is to measure the impact of irony-related hashtags (e.g., #irony) in the dataset. To this end, we
ran two sets of experiments based on each feature group: one before and another after removing such
hashtags from the corpus.

We used LIBSVM (Chang and Lin, 2011) with the standard RBF kernel as the classification algorithm.
As shown by Keerthi and Lin (2003), a nonlinear kernel like RBF (or Gaussian) is at least as good as a
linear one if it is properly tuned. The LIBSVM parameters C and y were therefore optimised for each
experiment exploiting a different feature group, and by means of a cross-validated grid search on the
complete training data. During the parameterisation, y is varied between 21 and 23 (stepping by factor
4), while the cost parameter C is varied between 2 and 2" (stepping by factor 4). In both setups, the
optimised values for C and y were 2° and 27!, respectively. These optimal parameter settings were then
used to build a model for each feature group using all the training data, which was evaluated on the
held-out test set (Section 5).

5 Results

This section presents the experimental results. As mentioned earlier, we tested the validity of four differ-
ent feature groups for automatic irony detection, comprising lexical, syntactic, sentiment and semantic
features. Finally, all feature groups were combined to see whether they provide complementary infor-
mation to the classifier. Each feature group was evaluated in two experimental setups: one where irony
hashtags like #irony, #sarcasm and #not were removed from the corpus, and another where this hashtag
information was included.

5.1 Experimental Results on the Held-out Test Set

Table 2 presents the results obtained with each feature group separately, and with the combined set. Be-
sides accuracy, we report F;-score, precision and recall (on the positive class) as the evaluation metrics.

For the baseline system, we included only bag-of-words features. No parameter tuning was done. As
the system consistently predicts the positive class (i.e., ironic), its recall is 100% while its accuracy is
equal to the positive class distribution.

Setup 1: without hashtag information Setup 2: with hashtag information

Features Accuracy Fi-score Precision Recall Accuracy Fi-score Precision Recall
BoW (baseline) 48.96 65.73 48.96 100 48.96 65.73 48.96 100
Lexical 66.91 66.38 66.03 66.74 90.92 91.41 85.11 98.72
Syntactic 63.57 64.57 61.63 67.80 80.48 81.68 75.54 88.91
Sentiment 59.29 55.78 59.56 52.45 74.95 71.22 81.37 63.33
Semantic 64.41 63.53 63.73 63.33 88.73 89.45 82.52 97.65
Combined 68.16 67.66 67.30 68.02 92.48 92.77 87.67 98.51

Table 2: Experimental results on the held-out test set in both setups.

Evidently, the experimental setup with hashtags included (setup 2) performs best. To understand the
performance of this system better, we compare its accuracy (92.48%) to a baseline that simply classifies
all tweets containing an irony-related hashtag as ironic and all other tweets as not ironic, yielding an
accuracy of 87%. In both setups, the best performance is achieved by the combined feature set (F= 67.66
and 92.77). This partly supports the findings of Wallace (2015) that verbal irony cannot be recognised
through lexical clues alone. Nevertheless, lexical information does seem to be of key importance for this
task, as the corresponding system obtained the second best score (F= 66.38 and 91.41). An explanation
could be the nature of Twitter data: due to its limited length, a tweet is prone to be misunderstood, which
may encourage people to use explicit lexical clues when speaking ironically. In both setups, sentiment
features perform least well for this task (F=55.78 and 71.22), which demonstrates that (explicit) polarity
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information is not sufficient for decent irony recognition. Nevertheless, the annotations revealed that
many ironic tweets showed a polarity contrast (mostly between evaluations and fargets). In future work,
we will therefore explore methods to model this clash between explicit and implicit (i.e., inferred from
world knowledge) sentiment expressions.

5.2 Analysis of the Results

Judging from the raw performance results, irony detection in Twitter data benefits from a combined set
of information sources (i.e., lexical, syntactic, sentiment and semantic). In a next step, we investigate
whether the combined system is significantly better than the baseline and the systems we built based
on each feature group. To this end, we applied 10 paired samples t-test (a= 0.05) after bootstap resam-
pling (Noreen, 1989): one for each system (including the baseline) that we compare against the combined
system, in the two experimental setups. Concretely, we drew samples (n= 10,000) with replacement from
the output of each system and of equal size of the output (n= 958, the number of test instances). Each
sample was then evaluated using macro-averaged F;-score (on the positive class), after which we applied
a paired samples t-test to compare the mean scores for both systems. We found a significant difference
(p< 0.05) for all system pairs.

For the experiments in this paper, we concentrated on two classification labels being ironic and not
ironic, thus casting the problem into a detection (or binary classification) task. To this end, the annotation
labels ironic by clash, other type of irony and situational irony were combined into the positive class in
both our training and test sets. In the following paragraph, we zoom in on these ‘subclasses’ of irony and
evaluate the performance of our system on each one of them in the test set. The subclasses are represented
by 346 (irony by clash), 62 (other irony) and 61 (situational irony) instances in the test set. We will also
take a closer look at the two types of non-ironic tweets (i.e., with and without an irony-related hashtag)
in the dataset.

100 98.27 98.39 100 99.71

80 1 73.99 72.6

63.93
60 56.16

66.47

38.71 Without hashtags
40

Accuracy (%)

With hashtags

20

Ironic by  Other verbal Situational Notironic  Not ironic
clash irony irony (annotated (extra)
corpus)

Figure 1: System accuracy on different types of ironic and non-ironic tweets.

As shown in Figure 1, the performance of the system increases significantly when hashtag information
is included, reaching an accuracy of up to 100% for the recognition of tweets that describe situational
irony. Without this hashtag information, the best performance is achieved on ironic by clash (acc.=
73.99%), followed by situational irony (acc.= 63.93%). The score on other verbal irony is low, however
(acc.=38.71%). This would suggest that detecting verbal irony is (much) more feasible when the irony
results from contrasting evaluations, as opposed to other types of verbal irony.

We also had a closer look at the category ‘not ironic’. Important to recapitulate is that 25% of these
tweets contain an irony hashtag (they were part of the originally collected 3,000 tweets (cf. Tablel)).
When looking at the classification performance on these tweets, we observe that, when irony hashtags
are included in the data, the accuracy obtained is 56%. This demonstrates that the system does not simply
rely on hashtag information (since this would result in an accuracy of 0% on this category). Another
category that is subject to a qualitative analysis, are the tweets for which annotators had indicated that an
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explicit hashtag (e.g., #irony) was required to recognise the irony. Intuitively, the system would perform
better on the instances where no such hashtag is needed, especially when these hashtags are removed
from the data. Effectively, this hypothesis was confirmed by our experiments (setup 1), revealing a
higher accuracy on ironic tweets where no hashtag was required to recognise the irony (83.43%) than
on those where it was (63.64%). The accuracy on the latter still being relatively high, we can conclude
that the irony in our dataset is moderately to strongly lexicalised. This conclusion is in line with the
performance of the system exploiting lexical features (cf. Table 2).

We see that our combined system (F;= 67.66) compares favourably to that of Riloff et al. (2013) (F;=
0.51), who describe a similar experimental setup to the one presented here. However, comparison with
state of the art is not trivial, given the size of our dataset and the different definitions of irony that are used
among researchers. In effect, most studies make use of large corpora that are labeled based on hashtag
information (e.g., Kunneman et al. (2015), Reyes et al. (2013)). Furthermore, some approaches (e.g.,
Riloff et al. (2013)) focus on one particular type of irony, whereas the present research takes different
types into account.

6 Conclusion and Future Work

In this paper we developed and tested a system for irony detection in English Twitter data. We collected
3,000 tweets with irony hashtags (i.e., #irony, #sarcasm, and #not) and manually annotated them accord-
ing to a newly developed annotation scheme for verbal irony. To balance the ironic vs. not ironic classes
in the experiments, another 1,792 non-ironic tweets from a random Twitter sample were added, which re-
sulted in an experimental corpus of 4,792 tweets. We explored the viability of automatic irony detection
using different feature groups (lexical, syntactic, sentiment, semantic and combined). Additionally, we
compared the system’s performance on our dataset with and without removing the irony-related hash-
tags. The results on a held-out test set revealed that irony detection benefits from a combined feature
set: our binary classifier yields an F;-score of 67.66% on the dataset devoid of irony hashtags, while ob-
taining F1= 92.77% with irony hashtags included in the dataset. Although lexical features are assumed
insufficient for decent irony recognition (Wallace, 2015), we experimentally show that they do provide
relevant information, as the corresponding system scored second best, after the combined system.

A qualitative analysis of the different types of ironic tweets revealed that our classifier performed best
on tweets where the irony results from a polarity contrast (i.e., the polarity of the expressed sentiment is
opposite to what is meant). Given that ironic tweets are prone to implicit sentiment, future research will
focus on recognising and understanding such implicit evaluations by making use of world knowledge
or common sense. This would allow to identify a polarity contrast in typically ironic utterances where
a part of the evaluation is implicit, such as monday mornings in the sentence Monday mornings are my

fave! :).
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