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Abstract

We present a cross-lingual discourse relation analysis based on a parallel corpus with discourse
information available only for one language. First, we conduct a corpus study to explore dif-
ferences in discourse organization between Chinese and English, including differences in infor-
mation packaging, implicit/explicit discourse expression divergence, and discourse connective
ambiguities. Second, we introduce a novel approach to learning to recognize discourse relations,
using the parallel corpus instead of discourse annotation in the language of interest. Our result-
ing semi-supervised system reaches state-of-art performance on the task of discourse relation
detection, and outperforms a supervised system on discourse relation classification.

1 Introduction

The analysis of the way spans of text semantically connect with each other to create a coherent text has
a rich theoretical and empirical tradition (Mann and Thompson, 1988; Marcu, 1997; Di Eugenio et al.,
1997; Allbritton and Moore, 1999; Schilder, 2002). Because of the difficulty in annotation, however,
labelled datasets were rare and rather small.

The release of the Penn Discourse Treebank (PDTB) (Prasad et al., 2008) brought about a new sense of
maturity in discourse analysis, finally providing a high-quality large-scale resource for training discourse
parsers for English. Based on the PDTB, a number of studies have provided insightful analysis of the
use of discourse connectives in English news text and have developed methods for the identification of
discourse relations and their arguments (Wellner and Pustejovsky, 2007; Pitler et al., 2008; Pitler and
Nenkova, 2009; Pitler et al., 2009; Lin et al., 2009; Prasad et al., 2010; Park and Cardie, 2012; Lin et al.,
2014). Some have applied the insights and classifiers to standard natural language processing tasks such
as assessing text coherence and text quality (Pitler and Nenkova, 2008; Lin et al., 2011), detecting causal
dependencies of events (Do et al., 2011), and machine translation (Meyer and Popescu-Belis, 2012).

A resource like the PDTB is extremely valuable, and it would be desirable to have a similar resource
in other languages as well. Following the release of the PDTB, smaller corpora annotated with discourse
relations have been developed for Hindi (Oza et al., 2009), Turkish (Zeyrek and Webber, 2008), Arabic
(Al-Saif and Markert, 2010), and the effort is on-going with Chinese (Zhou and Xue, 2012).

On the other hand, for the vast majority of languages, such well-annotated resource for discourse re-
lations is not available. In our work we carry the valuable annotations in the PDTB over to another
language—Chinese—using parallel corpora. Projecting information available in one language onto an-
other has been explored in areas such as part-of-speech tagging (Yarowsky et al., 2001; Das and Petrov,
2011), grammar induction (Hwa et al., 2005; Ganchev et al., 2009) and semantic role labeling (Pado and
Lapata, 2005; Johansson and Nugues, 2006; van der Plas et al., 2011). For discourse relations, prior
work has shown that a parallel corpus is helpful for disambiguating certain explicit discourse connectives
(Meyer et al., 2011). To the best of our knowledge, the work we present here is the first study that directly
infers discourse relations using resources only available in another language.
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The goal of our work is not only to measure the accuracy with which discourse relations can be iden-
tified in another language without annotations beyond the PDTB, but also to catalog the differences in
discourse relation realization across different languages, Chinese and English in our case. We show
that the two languages vastly differ in how information is packaged into a sentence, which also leads
to differences in the implicit/explicit expression of discourse relations and the ambiguities in discourse
connectives. These differences challenge the currently accepted distinctions between syntax and dis-
course between the two languages for applications such as machine translation. Then we present our
semi-supervised learning algorithm to recognize explicit discourse relations in Chinese, relying solely
on discourse information available in English. For multiway classification, our system outperforms a
supervised system trained on the existing pilot dataset of discourse relations in Chinese (Zhou and Xue,
2012). In the task of binary classification for identifying specific discourse relations, the performance of
our system is within 4% accuracy of that of the supervised system for all but one relations.

2 Data

As our parallel corpus, we use the newswire portion of the GALE Chinese-English Word Alignment and
Tagging Training corpus (parts 1 and 2). The corpus contains 2,175 newswire articles, corresponding to
6,255 translation segments with 248,999 Chinese characters. These articles were translated into English
by human translators. Gold standard word alignments are available for this corpus. A minimal match
alignment approach (Li et al., 2010) was adopted for creating the gold standard, namely, alignments are
between an English word and only the necessary Chinese characters. We repurpose this resource created
for machine translation research for our cross-lingual discourse analysis. The availability of manual
alignments between Chinese discourse connectives and their English translation makes it possible to
conduct a reliable analysis by focusing on actual cross-lingual divergences, without noise introduced by
potential errors from automatic aligners. !

We use a highly accurate supervised classifier for English explicit discourse relations (Pitler and
Nenkova, 2009)? to automatically annotate the English portion of the GALE parallel corpus. The classi-
fier was trained on the PDTB to identify discourse relations explicitly signaled by a set of 100 discourse
connectives such as however, because, while or for example. For each instance of the 100 words or ex-
pressions, the classifier predicts if the expression is used as a discourse connective or if the instance is
a non-discourse connective sense of the phrase or word. For each instance predicted to be a discourse
connective, the classifier identifies the discourse relation signaled by the connective: TEMPORAL, COM-
PARISON, CONTINGENCY or EXPANSION. In our work we predict the same five categories for Chinese
expressions which can serve as discourse connectives.

For evaluation and the study of discourse connective ambiguities, we use a development set from
the Chinese Discourse Treebank (CDTB) (Zhou and Xue, 2012) consisting of 170 documents>. In the
CDTRB, an annotation style similar to the PDTB is applied on the texts from the Chinese Treebank corpus
(Xue et al., 2005). For a discourse connective, one of eight discourse relation senses is annotated. All
of these classes are subsumed by the four top-level relations in the PDTB. We map them to the PDTB
relation senses according to their definitions:

Alternative — Expansion; Causation — Contingency; Conditional — Contingency; Conjunction — Expansion; Contrast —

Comparison; Expansion — Expansion; Purpose — Contingency; Temporal — Temporal.

3 Information packaging characteristics

The notion of sentence in Chinese is very different from that in English. Punctuation marks were in-
troduced in the early 20*" century; sentences resemble more a collection of related information than
structurally well-defined syntactic units as in English. In fact, commas are often ambiguous, signaling

"'While cross-lingual projection could be directly applied to automatic word alignments, discourse relation analysis raises
some specific challenges because the main target of analysis (discourse connectives) are function words, which do not have
as much of an impact on the final analysis in applications focusing on content words. As a result, we exclusively use manual
alignment links in this study, and will address issues raised by automatic alignments in future work.

The classifier is available at http://www.cis.upenn.edu/~epitler/discourse.htm]

3This is an on-going annotation project. We are grateful to the authors for providing us with their valuable development set.
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% data  avg-length  std-length

I-many  18.83 61.42 28.85
1-1 81.17 35.73 25.34

Table 1: Percentage, length and standard deviation of sentences for which one Chinese source sentence
is translated into one (1-1) or multiple (1-many) English sentences. Length is calculated based on the
number of Chinese characters.

either clausal subordination, coordination or end-of-sentence (as construed from an English-centric point
of view). Automatic systems have been developed to disambiguate the function of commas (Jin et al.,
2004; Xue and Yang, 2011). This is a rather interesting phenomenon for discourse processing, as the
English equivalents of Chinese sentences are in fact multi-sentential discourses in English.

The GALE corpus allows us to examine how often this mismatch of discourse organization occurs.
Here we look for Chinese source sentences that were translated into multiple English sentences by the
human translators. Consider the following example in which the corresponding clauses on both sides are
numbered and marked in square brackets:
source [T FEA RSN ORI AW H I, (S EEERR GRS TRTHRFSREL, (&
| R VSR AR S 4 S A& P E PR B s
ref [In recent years, new phrases such as “disaster relief diplomacy” and “disaster relief aid” have appeared constantly];. [In
relation to the issue of disaster relief, all countries have been silently competing with one another and comparing offerings]s.
[Some countries are trying to establish various kinds of international alliance in the name of disaster relief]s.

In this example, the Chinese sentence packed the following related content into a single sentence:
the occurrence of the new phrases about disaster relief, the competition among the countries related
to disaster relief, and alliances in the name of disaster relief. The phrases expressing this information
are separated by the commas in the source Chinese sentence because they are about a single concept
“disaster relief”. However, this information needs to be partitioned into three different sentences, each
with different subjects, when translated to English.

In the GALE corpus, we identified 1,178 (out of total 6,255) source sentences with reference transla-
tions containing more than one sentence. In other words, sentence/discourse mismatch between Chinese
and English occurs for 18.83% of the data. Table 1 shows the portion of data involved in such mismatch,
with percentage, mean and standard deviation of source sentence length. Not surprisingly, Chinese sen-
tences that require multiple sentences in their English translation are much longer. These long sentences
are fairly common, which suggests that the difference in information packaging is highly prevalent and
could potentially affect key applications such as machine translation, where systems are trained on a
sentence to sentence basis.

We will return to the discussion of this mismatch later, when we discuss how English and Chinese also
appear to differ in the way discourse relations are signaled. Briefly, the issue is that relations that are
explicit in one language may become implicit in the other, easily inferred by the reader but not marked
by a discourse connective. Also, there is an increase in the sense ambiguity of discourse connectives
related to EXPANSION relations in Chinese.

4 Implicit and explicit relations

In this section, we present two other differences between the two languages related to discourse orga-
nization. One is the need for a discourse relation expressed implicitly in one language to be expressed
explicitly in another. The other is the difference of the ambiguity of discourse connectives across the two
languages. Before the discussion of these interesting asymmetries, we first present the method for direct
projection of discourse relations using the GALE gold standard alignments, which we use to gather a set
of explicit discourse connectives in Chinese.

4.1 Direct projection

Thus far we have available a parallel Chinese/English corpus, discourse connectives automatically tagged
with their senses on the English side and manual alignments of atomic units between English and Chi-
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Comparison  Contingency Expansion = Temporal

CH/EN mismatch 63 109 360 195
all 551 469 1198 885
% data 11.43 23.24 30.05 22.03

Table 2: Numbers and percentages of Chinese/English implicit/explicit mismatches.

nese. So for each discourse connective in an English sentence, it is straightforward to identify the corre-
sponding expressions in the Chinese sentence following the gold standard alignments. Then the aligned
Chinese expression can be assigned a discourse tag—non-discourse use or one of the four main discourse
relation types—which is the same as in the English translation. We call the resulting annotation on the
Chinese sentences discourse projection.

Further we discard potential expressions of Chinese connectives if they occurred with the same part of
speech only once in the entire corpus. The result is a list of a total of 118 Chinese discourse connectives
harvested using direct projection.

4.2 Implicit or Explicit?

A discourse relation can be expressed either with an explicit connective (e.g. however, since), or implic-
itly without a connective, in which case the relation would have to be inferred by the reader. Languages
may differ in how they express discourse relations.

We investigate such implicit/explicit mismatch using direct projection. Specifically, we study the cases
in which an English discourse connective is not aligned to any part of its corresponding Chinese sentence.
In this case, the human translator explicitly expressed a discourse relation that was implicitly conveyed
in the corresponding Chinese sentence.

The following four examples illustrate a Chinese/English implicit/explicit mismatch for each of the
TEMPORAL, COMPARISON, CONTINGENCY and EXPANSION relation, respectively. On the Chinese side
we also mark the position of the inserted English connective.
source [ HIF (A4 H27H 1y, [P E T & #IE AR /R 2547 BB i 73BN R MR 15 Se s0E B 2R )2 . whenreweorar [P E 1T
BGRRILE IR BE RIS s -
ref [On april 27 local time];, [Afghan president Karzai and other important officials were forced to flee the scene]s

[whenremporar @ military parade in Kabul, Afghanistan commemorating victory in the fight against the soviet invasion was
attacked]o.

source [{EAE H I H R FEHOTMESH, (FRAEEIIENAL],, whilecomrisox[FIEZINE—]3 -

ref [However, of the ten commonly-used languages today]:, [Arabic only ranks fourth]s, [wWhilecomearison English ranks first]s.

source [P M LBRELEFERRERFSFILE: PUENAEENLEAZEERE L LE
ﬁﬁ"]Q s MCONT]NGENCY[@%%ééﬁ%i?%—&ﬁ?ﬁ;atﬁIZ:]S o 7

ref [Tung Ta-Wei, head representative for China Airlines in Shanghai, told reporters]:, “[presently, the cross-strait charter
flights are still not ‘direct flights’ in the true sense of the term]2, [sincecontingency they still have to pass through the hong kong
flight information region]s. ”

7(_)urce MRV, [PEHBE T =1 ZEBNEAHESSERRE S, andexeasion[ 35 W 7 ATELE IR &1E T
K3 e

ref [Liu Binjie said]i, [a key area of development for the Chinese publishing industry will be participating in international
competition]z, [andgxpansion in the future the two sides can strengthen their cooperation in this area]s.

The first example is particularly interesting from a discourse point of view as it combines information
ordering considerations along with the implicit/explicit expression of discourse relations: not only is the
connective when missing in Chinese but the two arguments of the connective appeared in reverse order
in the English translation of the sentence, with the comma omitted.

In Table 2, we show the numbers and percentages of Chinese/English implicit/explicit mismatches for
each relation. We also list the ten connectives that are most frequently associated with the mismatch (i.e.,
were added to the reference translation), in the format of connective (# mismatches) below:

and (341), when (120), while (45), if (37), so that (29), but (23), after (22), so (22), as (21), then (18)

This analysis reveals that the EXPANSION relation is more likely to be implicitly expressed in Chinese,
although in other relations this phenomenon is also present.
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Connective Senses \ Connective Senses

T COMPARISON (7) EXPANSION (2) X CONTINGENCY (1) EXPANSION (1)
) COMPARISON (1) EXPANSION (2) ... RS TEMPORAL (3) EXPANSION (2)
wm CONTINGENCY (1) EXPANSION (3) Eiliby TEMPORAL (1) EXPANSION (1)

Table 3: Ambiguous Chinese connectives, according to manual annotations in the development CDTB.

A similar mismatch also happens when an English discourse connective is aligned to a punctuation
mark in Chinese, illustrated in the following example, where the comma underlined in the source sen-
tence was translated to and, thus to an explicit EXPANSION in English:
source [IX ™A FOATEL AN, [REBEHRIT]. . [ BRFHIRT s, (5 RMAEIR LB, -

ref [Most of the contingent’s squadrons garrisoned along the border]; [are stationed in remote areas]o [where the natural
conditions are rough]s [andgxpansion the construction of informatization relatively lags behind]4.

The insertion of the explicit discourse connective and makes the use of punctuation between “rough
conditions” and “informatization” unnecessary in English. Through our direct projection we found 136
such implicit to explicit transformations with commas and 5 with semicolons. All of them are of the
relation EXPANSION, further highlighting the differences in information packaging between the two lan-
guages.

4.3 Ambiguity of connectives

Although most of the English discourse connectives identified in the PDTB are not ambiguous, some of
the most frequently used ones are (Pitler et al., 2008; Miltsakaki et al., 2008). For example, while can
signal both TEMPORAL and COMPARISON relations; since, as can signal both TEMPORAL and CONTIN-
GENCY relations. Discourse connectives in different languages have different ambiguities; prior work
has shown that it is easier to disambiguate the sense of an ambiguous connective when parallel cor-
pora are available (Meyer et al., 2011). The two languages analyzed in Meyer et al. (2011), English
and French, are closely related European languages; here we investigate such differences in ambiguities
between English and Chinese connectives.

Specifically, using the connectives collected from direct projection, we inspect the relations annotated
for these connectives in the Chinese Discourse Treebank development set, and extract connectives such
that the majority sense they signal constitutes less than 90% of their total occurrences. Unlike in English
where the vast majority of ambiguities are between TEMPORAL and some other sense, we find that all
such connectives in Chinese are ambiguous between some relation and EXPANSION. An example of
ambiguity between TEMPORAL and EXPANSION is shown below:
source XA A REEE R ITE G RIN TR AIFEN revorar . XURTFER, 1HRZFI -

ref Only in this way can Dujkovic sit back and do nothing and look on others disinterestedly whenremprorar. getting his full salary
per contract.

source TE/DIT 4 AT HIEI R expansion . ILTEICIH 5 LB IR EMOR A B -

ref Whilecxeansion reducing driving time, they are also mixing gasoline with cooking oil recycled from restaurants.

In the first case, there is a synchrony relation between Dujkovic’s “sitting back and doing nothing”,
and “getting his full salary”. In the second case, “reducing driving time” and “mixing gasoline with
cooking oil” are a list of methods for saving gasoline.

In Table 3 we list these ambiguous Chinese connectives, their senses and the frequency with which
they were annotated. The ambiguities we see here are very different from those in English where the
TEMPORAL—CONTINGENCY and COMPARISON—CONTINGENCY ambiguities are most prominent.

5 Predicting discourse relation sense in Chinese

Our analysis so far has revealed considerable differences in the expression of discourse relations in
Chinese and English. We now show that projected annotations can be used to disambiguate Chinese
discourse connectives despite these differences.
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5.1 Learning with unlabeled data

The main idea of learning by projection across parallel corpora is to use a classifier to annotate the En-
glish portion of the data, then project the discourse relation sense labels onto the corresponding Chinese
sentences. Then a classifier can be trained using features gathered on the Chinese portion of the data.

However, labels gathered from direct projections are not suitable for learning systems without extra
processing. If an English connective is aligned to one of the Chinese connectives, we can transfer its label
from English to the Chinese connective. However, it is highly likely that a Chinese connective appears in
the source sentence but the reference translation used an alternative expression or paraphrase rather than
the 100 identified connectives in the PDTB. It is difficult to distinguish through direct projection if an
explicit discourse connective in Chinese was expressed implicitly in English or if the Chinese expression
was used in a non-discourse sense.

The possibilities described above imply that in our work, we cannot assume that through direct pro-
jection we have a fully labeled dataset for discourse connective senses in Chinese. Instead we have a
mixture of data with labeled positive examples (when an explicit English connective was aligned to the
phrase) and unlabeled examples (where there was no explicit discourse connective in English, so the
Chinese expression is either used in a non-discourse sense or is expressed implicitly or using alternative
expressions in English, and thus the label is unknown).

Luckily, learning from positive and unlabeled examples, especially for binary classification, is a fairly
well studied problem in machine learning (Lee and Liu, 2003; Liu et al., 2003; Elkan and Noto, 2008).
We adopt such methods as part of our semi-supervised learning system.

In this work, we propose the following components for relation classification:

(Noisy) data labeling Classify each instance of a possible connective on the English side of the corpus
into either non-discourse use, or one of TEMPORAL, CONTINGENCY, COMPARISON or EXPANSION. If
the English connective signals one of the four relations, transfer the labels to the connectives expressed
in the corresponding Chinese sentences through alignments, as described in Section 4.1.

Train sense classifier This classifier is trained only on the Chinese expressions labeled as one of the
four main classes of discourse relation. We can train either a binary classifier to predict if a connec-
tive expresses a particular relation, or a 4-way classifier which assigns the most probable sense to each
connective. The potentially problematic labels for the non-discourse class are not used in this stage.

Train discourse use classifier This classifier has to use the potentially problematic data, where we
cannot distinguish negative examples from untagged positive examples. The problem is solved as a
cascade of classifiers, an approach developed in Elkan and Noto (2008). The idea is to train a noisy
classifier that produces a soft score for the data—a probability of being in the class rather than a strict
class assignment.

Let y be the frue discourse use class to be predicted: y = 1 for examples of discourse use, and y = 0
for examples of non-discourse use. Let [ indicate whether the example is labeled as discourse use (I = 1),
or unlabeled (I = 0, unknown or non-discourse use). First, we use a logistic regression classifier LR to
estimate P(l = 1|y = 1). Let’s call this estimate e. Using LR, e can be estimated as }"__,, LR(z)/|P|,
where P is the set of the original positively labeled examples, LR(z) is the probability of expression x
to be labeled positively. We then use the estimator e to calculate the estimated value of P(y = 1|l = 0),
the probability of an expression being discourse use from the original unlabeled examples:

w LR(a:)/l — LR(x)

e 1—e

In the second stage, each of the unlabeled examples are duplicated, once as a positive example with
weight w and once as a negative example with weight 1 — w. Our second stage classifier—Ilinear-kernel
SVM with weights for each example—is trained on the combined set of positive examples (discourse use)
and the duplicated version of the unlabeled examples (unknown and non-discourse use class). When w
is close to 0.5, the example is practically noise (with labels 0.5 and -0.5) and does not affect the learning
of parameters much. Weights closer to 1 practically reassign the originally non-discourse use example to
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the discourse use class (labels 1 and 0); a weight close to 0 leaves the example as one of the non-discourse
use instances (with labels 0 and -1).

Test phase In testing, first the second-stage SVM model for discourse vs. non-discourse use is applied.
For only the expression predicted to be discourse connectives (discourse use), we run the sense classifier
to do binary or multiway relation classification. Binary classification labels whether a connective sig-
nals a particular relation; multiway classification labels one of the five possible classes: non-discourse
use, TEMPORAL, COMPARISON, CONTINGENCY and EXPANSION. This series of classifiers results in a
system that can assign the same labels as the classifiers trained for English.

To complete our presentation of the approach, we now turn to describe the features used to represent
instances of potential discourse connectives.

5.2 Features

The following set of features for each expression we need to classify are extracted solely from the Chinese
part of the corpus*. The syntactic parse trees were obtained automatically (Levy and Manning, 2003).

Connective The connective expressions themselves. The vast majority of connectives (at least in En-
glish) are unambiguous, so using the identity of the connective is a hard-to-beat baseline for sense pre-
diction (Pitler et al., 2008).

Categories The syntactic category of the expression itself, as well as that of its parents, and its left and
right siblings (if any). These features are adapted from Pitler and Nenkova (2009).

Depth Depth of the expressions’s syntactic category in the parse tree for the sentence.
POS bigram Bigram of part-of-speech tags of the entire sentence.

Production pairs Parent-child node category pairs, gathered from subtrees of two ancestors starting
from the parent of the expression’s self-category. For example, a subtree IP—NP VP would yield the
features (IP NP) and (IP VP). Production rules have shown to be effective for implicit discourse relation
classification (Lin et al., 2009; Park and Cardie, 2012). This is a less sparse adaptation of such features.

Punctuation This class corresponds to two features. The first feature takes one of the three possible
values: if the expression starts a sentence, if there is a punctuation to the immediate left of the expression,
or none of above. The second feature has two values corresponding to whether there is a punctuation to
the expression’s immediate right.

Sequence pairs Left-to-right sequence pairs of node categories, gathered from subtrees of two ancestors
starting from the parent of the expression’s self-category. For example, a subtree [IP—NP VP PU would
yield the features (NP VP) and (VP PU).

Size of ancestor nodes The number of children a node has, calculated with three ancestors starting from
the parent of the expression’s self-category.

# characters The number of Chinese characters in the connective expression.

5.3 Classification results

In this section, we demonstrate the effectiveness of learning discourse relations through parallel data pro-
jection and semi-supervised learning. We use the GALE corpus for training and the Chinese Discourse
Treebank development set (CDTB-dev) for testing. There are 5,136 training instances and 490 testing
instances. In addition, we compare performance with 10-fold cross validation results over CDTB-dev.
We obtain predictions for each fold and evaluate on the combined data from all folds, instead of av-
eraging performance for each fold. In this way the results from 10-fold validation and those from the
semi-supervised classifier trained on projected data are directly comparable. The LIBLINEAR pack-
age (Fan et al., 2008) was used for binary classification (including the discourse use classifier’), and
SVM-Multiclass (Tsochantaridis et al., 2004) with linear kernel was used for multiway classification.
*As a reminder, the list of possible connectives was derived from direct projection after pruning items that occurred only

once with a particular part-of-speech. There is a total of 118 such expressions for Chinese.
>http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/#weights_for_data_instances
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| Baseline | Cascade | Supervised
| A F PR | A F PR | A F P/R

connective (C) 67.62 51.23 75.45/38.79 | 70.29 65.88 66.35/65.42 | 77.96 75.00 75.00/75.00
C+tree depth 69.39 5536 77.50/43.06 | 69.80 66.36 65.18/67.59 | 78.57 75.86 75.34/76.39
C+categories 66.94 52.63 71.43/41.67 | 70.82 66.97 66.82/67.13 | 83.67 82.61 77.87/87.96
C+size of ancestor | 67.96  52.57 75.65/40.28 | 71.22 67.59 67.12/68.06 | 76.12 72.73  73.24/72.22
C+POS bigram 70.00 58.12 75.56/47.22 | 7429 7042 71.43/69.44 | 81.84 80.35 76.79/84.26
C+punctuation 67.96 52.85 75.21/40.74 | 73.67 7048 69.68/71.30 | 82.65 80.81 78.85/82.87

above, combined | 70.61  60.00 75.00/50.00 | 75.10 71.63 71.96/71.30 | 82.04 80.00 78.57/81.48

Table 4: Accuracy, F-measure and precision/recall for classifying discourse/non-discourse use of con-
nective expressions, for top features and for the combined feature set.

| 5-way Baseline | Projection | 5-way Supervised

connective (C) 0.6332 0.6434 0.6114
C+tree depth 0.5959 0.6367 0.6384
C+punctuation 0.6224 0.6776 0.6425
C+size of ancestor 0.5939 0.6469 0.6073
C+categories 0.5837 0.6633 0.6359
C+POS bigram 0.6469 0.6980 0.6714
above, combined | 0.6245 | 07020 | 0.6355

Table 5: Multiway discourse relation classification accuracies, for top and the combined features.

Discourse vs. non-discourse To demonstrate the cascade learning component in our system, we first
show results from the intermediate stage of the discourse vs. non-discourse prediction task. We compare
three systems: our cascade approach for handling noisy labels for non-discourse use, a baseline trained
only on the original noisy non-discourse labels (this corresponds to the hard-label performance of the
first stage classifier in our approach) and a supervised system trained on CDTB-dev (where predictions
are obtained in 10-fold cross validation fashion).

In Table 4 we show the accuracy, precision/recall and F measure for each system, using connective
expressions themselves and the five features that gave the best performance on the test set.

Cascade learning achieved a strong boost over the baseline with significant improvements on recall,
although it does not perform as well as the fully supervised system. The features most useful for this task
are POS bigrams and punctuations; syntactic category features are very useful for the supervised system,
but not as useful for the cascade system.

Multiway classification Now we show how our system performs for the complete task of multiway
classification of discourse relations for Chinese, recognizing each expression either as non-discourse use
or one of the four discourse relation senses. We compare our semi-supervised multiway classification
system against: (i) a baseline system that performs 5-way classification with the noisy labels from direct
projection in the GALE data (again corresponding to the hard-label performance of the first stage clas-
sifier in our approach); (ii) a supervised system for 5-way classification trained on CDTB-dev (where
predictions are obtained in 10-fold cross-validation fashion).

Table 5 records the accuracies for the connective expression and the five features performed best for
this task. The top features for multiway relation classification, in addition to connectives, are part-of-
speech bigrams, punctuations, and syntactic categories.

Notably, without any annotated data on the Chinese side, the projected semi-supervised system out-
performs the 5-way supervised system for all but one of the features, and is significantly better when the
top features are combined (70.2% vs. 63.55%). This finding justifies the idea and feasibility of using
parallel corpora for discourse relation classification.

Binary classification Finally, we present results and the most informative features for binary classifi-
cation of each relation sense individually. The semi-supervised projection system is compared against
a fully supervised binary classification system over 10-fold CDTB-dev, with accuracies and F scores
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| Projection | Supervised | Feature set

| A  F | A F |

COMPARISON 94.49 59.70 | 96.33 57.14 | Connective, categories, size of ancestor, # characters, POS bigram
CONTINGENCY | 92.65 4194 | 96.33 70.97 | Connective, production pairs
EXPANSION 85.10 69.20 | 87.96 77.20 | Connective, categories, production pairs, sequence pairs, POS bigram
TEMPORAL 88.37 48.65 | 94.08 60.47 | Connective, categories, production pairs, sequence pairs

Table 6: Accuracy and F measure for binary classification for each relation, including features that
significantly improves performance beyond the identity of the connective itself.

shown in Table 6. The feature sets included are the ones that significantly improve the F measure of a
relation compared to that when using the connective expressions alone.

For accuracies, the semi-supervised system is only slightly (1.8-3.7%) below that of the supervised
system for three of the four relations. On the other hand, F measures of the semi-supervised system are
not as good as the supervised system except for the COMPARISON relation. The feature categories indi-
cate that for Chinese discourse connectives, different feature sets are appropriate for different relations.

6 Conclusion

We investigated the tasks of discourse analysis and recognition without manual annotation. Instead, we
used parallel corpora to project automatic annotations available on one side (English) to the other (Chi-
nese). First, we conducted a corpus study which demonstrates the differences in information packaging
and discourse organization between English and Chinese. We highlighted the existence of long sentences
in Chinese that correspond to multiple sentences in English, mismatches between discourse expressions
that are implicit vs. explicit in the two languages, and differences in the ambiguity of discourse connec-
tives. Second, we presented a semi-supervised system that learns to predict discourse relations from the
noisy annotations derived from parallel corpora. On the multiway discourse relation classification task,
our system outperforms a fully supervised system trained using clean gold-standard annotation in the
targeted language.
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