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Abstract
Modern Standard Arabic (MSA) has a wealth of natural language processing (NLP) tools and
resources. In comparison, resources for dialectal Arabic (DA), the unstandardized spoken varieties
of Arabic, are still lacking. We present Elissa , a machine translation (MT) system from DA to
MSA. Elissa (version 1.0) employs a rule-based approach that relies on morphological analysis,
morphological transfer rules and dictionaries in addition to language models to produce MSA
paraphrases of dialectal sentences. Elissa can be employed as a general preprocessor for dialectal
Arabic when using MSA NLP tools.
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1 Introduction

Much work has been done on Modern Standard Arabic (MSA) natural language processing (NLP)
and machine translation (MT). MSA has a wealth of resources in terms of morphological analyzers,
disambiguation systems, annotated data, and parallel corpora. In comparison, research on dialectal
Arabic (DA), the unstandardized spoken varieties of Arabic, is still lacking in NLP in general and
MT in particular. In this paper we present Elissa, our DA-to-MSA MT system.1 To process Arabic
dialects with available MSA tools, researchers have used different techniques to map DA words to
their MSA equivalents (Chiang et al., 2006; Sawaf, 2010; Salloum and Habash, 2011). Having a
publicly available tool that translates DAs to MSA can help researchers extend their MSA resources
and tools to cover different Arabic dialects. Elissa currently handles Levantine, Egyptian, Iraqi, and
to a lesser degree Gulf Arabic.

The Elissa approach can be summarized as follows. First, Elissa uses different techniques to identify
dialectal words in a source sentence. Then, Elissa produces MSA paraphrases for the selected words
using a rule-based component that depends on the existence of a dialectal morphological analyzer, a
list of morphological transfer rules, and DA-MSA dictionaries. The resulting MSA is in a lattice
form that we pass to a language model for n-best decoding which selects the best MSA translations.

2 Challenges for Processing Arabic and its Dialects

Contemporary Arabic is in fact a collection of varieties: MSA, the official language of the Arab
World, which has a standard orthography and is used in formal settings; and DAs, the commonly
used informal native varieties, which have no standard orthographies but have an increasing presence
on the web. Arabic, in general, is a morphologically complex language which has rich inflectional
morphology, expressed both templatically and affixationally, and several classes of attachable
clitics. For example, the Arabic word Aî 	EñJ. �JºJ
�ð w+s+y-ktb-wn+hA2 ‘and they will write it’
has two proclitics (+ð w+ ‘and’ and +� s+ ‘will’), one prefix -ø
 y- ‘3rd person’, one suffix
	àð- -wn ‘masculine plural’ and one pronominal enclitic Aë+ +hA ‘it/her’. DAs differ from MSA

phonologically, morphologically and to some lesser degree syntactically. The morphological
differences are most noticeably expressed in the use of clitics and affixes that do not exist in MSA.
For instance, the Levantine Arabic equivalent of the MSA example above is AëñJ. �JºJ
kð w+H+y-ktb-
w+hA ‘and they will write it’. The optionality of vocalic diacritics helps hide some of the differences
resulting from vowel changes; compare the diacritized forms: Levantine wHayikitbuwhA and MSA
wasayaktubuwnahA.

All of the NLP challenges of MSA (e.g., optional diacritics and spelling inconsistency) are shared by
DA. However, the lack of standard orthographies for the dialects and their numerous varieties pose
new challenges. Additionally, DAs are rather impoverished in terms of available tools and resources
compared to MSA, e.g., there is very little parallel DA-English corpora and almost no MSA-DA
parallel corpora. The number and sophistication of morphological analysis and disambiguation
tools in DA is very limited in comparison to MSA (Duh and Kirchhoff, 2005; Habash and Rambow,
2006; Abo Bakr et al., 2008; Salloum and Habash, 2011; Habash et al., 2012). MSA tools cannot
be effectively used to handle DA, e.g., Habash and Rambow (2006) report that over one-third of
Levantine verbs cannot be analyzed using an MSA morphological analyzer.

1Elissa’s home page can be found at http://nlp.ldeo.columbia.edu/elissa/.
2Arabic transliteration is presented in the Habash-Soudi-Buckwalter scheme (Habash et al., 2007): (in alphabetical order)

Abtθ jHxdðrzsšSDTĎςγfqklmnhwy and the additional symbols: ’ Z, Â


@, Ǎ @
, Ā

�
@, ŵ 
ð', ŷ Zø', ħh �è, ý ø.
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3 Related Work
Much work has been done in the context of MSA NLP (Habash, 2010). In contrast, research on
DA NLP is still in its early stages: (Kilany et al., 2002; Kirchhoff et al., 2003; Duh and Kirchhoff,
2005; Habash and Rambow, 2006; Chiang et al., 2006; Habash et al., 2012; Elfardy and Diab, 2012).
Several researchers have explored the idea of exploiting existing MSA rich resources to build tools
for DA NLP (Chiang et al., 2006). Such approaches typically expect the presence of tools/resources
to relate DA words to their MSA variants or translations. Given that DA and MSA do not have
much in terms of parallel corpora, rule-based methods to translate DA-to-MSA or other methods to
collect word-pair lists have been explored (Abo Bakr et al., 2008; Sawaf, 2010; Salloum and Habash,
2011). Using closely related languages has been shown to improve MT quality when resources are
limited (Hajič et al., 2000; Zhang, 1998). This use of “resource-rich” related languages is a specific
variant of the more general approach of using pivot/bridge languages (Utiyama and Isahara, 2007;
Kumar et al., 2007). Sawaf (2010) built a hybrid DA-English MT system that uses an MSA pivoting
approach. In his approach, DA is normalized into MSA using character-based DA normalization
rules, a DA morphological analyzer, a DA normalization decoder that relies on language models, and
a lexicon. Similarly, we use some character normalization rules, a DA morphological analyzer, and
DA-MSA dictionaries. In contrast, we use hand-written morphological transfer rules that focuses on
translating DA morphemes and lemmas to their MSA equivalents. We also provide our system to
be used by other researchers. In previous work, we built a rule-based DA-MSA system to improve
DA-to-English MT (Salloum and Habash, 2011). We applied our approach to ATB-tokenized Arabic.
Our DA-MSA transfer component used feature transfer rules only. We did not use a language model
to pick the best path; instead we kept the ambiguity in the lattice and passed it to our SMT system.
In this work, we run Elissa on untokenized Arabic, we use feature, lemma, and surface form transfer
rules, and we pick the best path of the generated MSA lattice through a language model. In this
paper, we do not evaluate Elissa. We reserve the evaluation to a future publication.

4 Elissa
Elissa is a Dialectal Arabic to Modern Standard Arabic Translation System. It is available for use by
other researchers. In Elissa 1.0 (the version we present in this paper), we use a rule-based approach
(with some statistical components) that relies on the existence of a dialectal morphological analyzer,
a list of hand-written transfer rules, and DA-MSA dictionaries to create a mapping of DA to MSA
words and construct a lattice of possible sentences. Elissa uses a language model to rank and select
the generated sentences.

4.1 Elissa Input/Output
Elissa supports input encoding in Unicode (UTF-8) or Buckwalter transliteration (Buckwalter, 2004).
Elissa supports untokenized (i.e., raw) input only. The output of Elissa can be encoded also in
Unicode or Buckwalter transliteration. Elissa supports the following types of output:

1. Top-1 sentence. Elissa uses an untokenized MSA language model to rank the paths in the
MSA translation output lattice. In this output format, Elissa selects the top-1 choice (the best
path) from the ranked lattice.

2. N-Best sentences. Using the untokenized MSA language model, Elissa selects the top ‘n’
sentences from the ranked lattice. The integer ‘n’ is configurable.

3. Map file. Elissa outputs a file that contains a list of entries of the format: source-word, weight,
target-phrase. The weight is calculated in the transfer component not by the language model.
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Figure 1: This diagram highlights the different steps inside Elissa and some of its third-party
dependencies. ADAM is an Analyzer for Dialectal Arabic Morphology (Salloum and Habash, 2011).
TOKAN is a general tokenizer for Arabic (Habash, 2007). SRILM is SRI Language Modeling
Toolkit (Stolcke, 2002). ADAM and TOKAN are packaged with Elissa.

This variety of output types makes it easy to plug Elissa with other systems and to use it as a dialectal
Arabic preprocessing tool for other MSA systems, e.g., MADA (Habash and Rambow, 2005) or
AMIRA (Diab et al., 2007).

4.2 Approach
Our approach, illustrated in Figure 1, consists of three major steps proceeded by a preprocessing step,
that prepares the input text to be handled (e.g., UTF-8 cleaning), and succeeded by a post-processing
step, that produces the output in the desired form (e.g., top-1 choice in Buckwalter transliteration).
The three major steps are:

1. Selection. Identify the words to handle, e.g., dialectal or OOV words.

2. Translation. Provide MSA paraphrases of the selected words to form an MSA lattice.

3. Language Modeling. Pick the n-best fluent sentences from the generated MSA lattice
according to a language model.

4.2.1 Selection

In the first step, Elissa decides which words to paraphrase and which words to leave as is. It provides
different alternative settings for selection, and can be configured to use different subsets of them:

1. User Token-based Selection. The user can mark specific words for selection using the tag
‘/DIA’ after the word. This allows dialect identification tools, such as AIDA (Elfardy and
Diab, 2012), to be integrated with Elissa.

2. User Type-based Selection. The user can specify a list of words to select what is listed in it
(OOV) or what is not listed in it (INVs – in-vocabulary).

3. Dialectal Morphology Word Selection. Elissa uses ADAM (Salloum and Habash, 2011) to
select two types of dialectal words: words that have DA analyses only or DA/MSA analyses.
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4. Dictionary-based Selection. Elissa selects words that exist in our DA-MSA dictionaries.

5. All. Elissa selects every word in an input sentence.

4.2.2 Translation

In this step, Elissa translates the selected words to their MSA equivalent paraphrases. These
paraphrases are then used to form an MSA lattice. The translation step has two types: surface
translation and deep (morphological) translation. The surface translation depends on DA-to-MSA
dictionaries to map a selected DA word directly to its MSA paraphrases. We use the Tharwa
dictionary (Diab et al., 2013) and other dictionaries that we created. The morphological translation
uses the classic rule-based machine translation flow: analysis, transfer and generation.

1. Morphological Analysis produces a set of alternative analyses for each word.

2. Morphological Transfer maps each analysis into one or more target analyses.

3. Morphological Generation generates the surface forms of the target analyses.

Morphological Analysis. In this step, we use a dialectal morphological analyzer, ADAM, (Sal-
loum and Habash, 2011). ADAM provides Elissa with a set of analyses for each dialectal word in
the form of lemma and features. These analyses will be processed in the next step, Transfer.

Morphological Transfer. In the transfer step, we map ADAM’s dialectal analyses to MSA anal-
yses. This step is implemented using a set of transfer rules (TRs) that operate on the lemma and
feature representation produced by ADAM. These TRs can change clitics, features or lemma, and
even split up the dialectal word into multiple MSA word analyses. Crucially the input and output of
this step are both in the lemma and feature representation. A particular analysis may trigger more
than one rule resulting in multiple paraphrases. This only adds to the fan-out which started with the
original dialectal word having multiple analyses.

Elissa uses two types of TRs: lemma-to-lemma (L2L) TRs and features-to-features (F2F) TRs.
L2L TRs simply change the dialectal lemma to an MSA lemma. The mapping is provided in the
DA-MSA dictionaries we use. On the other hand, F2F TRs are more complicated and were written
by experts. These rules work together to handle complex transformations such as mapping the
DA circumfix negation to a separate word in MSA and adjusting for verb aspect difference. The
following is an example illustrating the various rules working together: Elissa creates the MSA
analysis for AîD
Ë @
 @ñJ.ë

	YK
 ÕËð wlm yðhbwA ǍlyhA ‘And they did not go to it – lit. and+did+not they+go

to+it’ starting with the DA analysis for Bñk@PAÓð wmArAHwlA ‘lit. and+not+went+they+to+it’.

Morphological Generation. In this step, we generate Arabic words from all analyses produced by
the previous steps. The generation is done using the general tokenizer/generator TOKAN (Habash,
2007) to produce the surface form words. Although TOKAN can accommodate generation in
specific tokenizations, in the work we report here we generate only in untokenized form. Any
subsequent tokenization is done in a post-processing step (see Section 4.1). The various generated
forms are used to construct the map files and word lattices. The lattices are then input to the language
modeling step presented next.

4.2.3 Language Modeling

The language model (LM) component uses SRILM (Stolcke, 2002) lattice-tool for weight assignment
and n-best decoding. Elissa comes with a default 5-gram LM file (trained on ∼200M untokenized
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Arabic words) and default configurations; however, users can change the default configurations and
even specify their own LM file.

5 Example

DA source . YÊJ. Ë A« É�ð ú
Î�Ë @ ÐñK

	áëQ�. 	gAÓ ñ	K



B ñ�Jj 	®� ¡J
j« ú
æ

�� ñËñJ. �JºJ
kAÓ �éËAmÌ'AîE.
bhAlHAlħh mAHyktbwlw šy EHyT SfHtw lÂnw mAxbrhn ywm Ally wSl EAlbld.

Human In this case, they will not write on his page wall because he did not tell them the day
Reference he arrived to the country.
Google Bhalhalh Mahiketbolo Shi Ahat Cefhto to Anu Mabrhen day who arrived Aalbuld.
Translate

Human . YÊJ. Ë @ úÍ@
 É�ð ÐñK
 ÑëQ�.
	m�'
 ÕË é 	K



B é�Jj 	®� ¡
�Ag úÎ« A
J�
 �� éË @ñJ. �JºK
 	áË �éËAmÌ'@ è 	Yë ú


	̄

DA-to-MSA fy hðh AlHAlħh ln yktbwA lh šyŷA ElY HAŷT SfHth lÂnh lm yxbrhm ywm wSl ǍlY Albld.
Google In this case it would not write him something on the wall yet because he did not tell
Translate them day arrived in the country.

Elissa . YÊJ. Ë @ ú
Í@ É�ð ø

	YË@ ÐñK
 ÑëQ�.

	m�'
 ÕË é 	KB é�Jj 	®� ¡
�Ag ú
Î« Zú
æ
�� @ñJ. �JºK
 	áË �éËAmÌ'@ è 	Yë ú


	̄

DA-to-MSA fy hðh AlHAlħh ln yktbwA šy’ Ely HAŷT SfHth lAnh lm yxbrhm ywm Alðy wSl Aly Albld.
Google In this case it would not write something on the wall yet because he did not tell
Translate them the day arrived in the country.

Table 1: An illustrative example for DA-to-English MT by pivoting (bridging) on MSA. Elissa’s
Arabic output is Alif/Ya normalized (Habash, 2010).

Table 1 shows a illustrative example of how pivoting on MSA can dramatically improve the
translation quality of a statistical MT system that is trained on mostly MSA-to-English parallel
corpora. In this example, we use Google Translate Arabic-English SMT system. The table is divided
into three parts. The first part shows a dialectal (Levantine) sentence, its reference translation to
English, and its Google Translate translation. The Google Translate translation clearly struggles with
most of the dialectal words, which were probably unseen in the training data (i.e., out-of-vocabulary
– OOV) and were considered proper nouns (transliterated and capitalized). The lack of DA-English
parallel corpora suggests pivoting on MSA can improve the translation quality. In the second part of
the table, we show a human MSA translation of the DA sentence above and its Google Translate
translation. We see that the results are quite promising. The goal of Elissa is to model this DA-MSA
translation automatically. In the third part of the table, we present Elissa’s output on the dialectal
sentence and its Google Translate translation. The produced MSA is not perfect, but is clearly an
improvement over doing nothing as far as usability for MT into English.

Future Work
In the future, we plan to extend Elissa’s coverage of phenomena in the handled dialects and to
new dialects. We also plan to automatically learn additional rules from limited available data
(DA-MSA or DA-English). We are interested in studying how our approach can be combined with
solutions that simply add more dialectal training data (Zbib et al., 2012) since the two directions are
complementary in how they address linguistic normalization and domain coverage.
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