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ABSTRACT

The overall sentiment of a text is critically affected by its discourse stru@yreplitting a text
into text spans with different discourse relations, we automatically train théteefdifferent
relations in accordance with their importance, and then make use ofurdiscetructure
knowledge to improve sentiment classification. In this paper, we ughpéicit connectives to
predict discourse relations, and then propose several methods to incodigcatese relation
knowledge to the task of sentiment analy#i#. our methods integrating discourse relation:
perform better than the baseline methods, validating the effectivenesaglissourse relations
in Chinese sentiment analysi®/e also automatically find out the most influential discours
relations and connectives in sentiment analysis.
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1 Introduction

Sentiment analysis has attracted considerable attention in the field of naturagkmpgocessing.
Previous work on this problem falls into three groups: opimoning of documents, sentiment
classification of sentences and polarity prediction of words. Recenty,iniportance of
discourse relations in sentiment analysistesincreasingly recognized.

In traditional lexicon-based methqddl words and sentences are treated equally, ignoring t
structural aspects of a text. However, discourse structure knowledgelitovsome texts for
polarity prediction. Take (1) as an example:

(1) ik IE58005 %R 4F| Nokia 5800°s screen is very goodf:{f: #1118 77 {i| the operation is convenieniiiff i it B /34| the
call quality is goog{E /& #ME M2 t:4k| but the shape is femive, 1fij B F b A} /i | and the battery life is shomf2 385
31| in_generall think it is not worth buying.

Three words“{R if |very good, 75 ffi|convenierit and “/ 4|good’ are positive, and three

words “ % 1 {k |feminine”, ““~iif F [short and ““~{H |not worthy are negative. The overall

sentiment of document (1) would be predicted as neutral using the ldased- method,
however, it is negative.

By analysing a texs discourse structure, a teig split into spans with different semantic
relations. With this discourse knowledge, we assign text spans witbrediff weights in
accordance with their contribution to the overall sentiment of a document. Bowplex in
document (1), the span introduced by connectiige’e:|but’ has higher degree of importance,
denoting aContrastrelation; the span introduced by connectix& |in general has the highest
degree of importance, denotingGeneralizationrelation. This leads to the overall negative
sentiment.

This paper exploits discourse relations by using explicit connectivesefdiment classification
of texts, achieving better results than state of the art methadcdbtributions are: (1) For the
first time, we propose a relatively complete discourse relation higraand list their
corresponding connectives in Chinese, and validate their effectivenesgtiment analysis;2)
We conduct weighting schemes at various granularities of discourse relé@jove find out the
influential discourse relations and connectives that contribute most to thall aweaning of
texts.

2 Related Work

In sentiment analysis, we can refer to Pang and Lee (2008) fordapth survey. For discourse
parsing, we can refer to Joty et al. (2012), Hernault e2@ld and Wang et al2010)for recent
progreses Polanyi and Zaener2Q06 argue that polarity calculation is critically affected by
discourse structure. In applying discourse relations to sentiment anglsesvious work can be
divided into two groups: constraint-based approaches and weight-lchsades.

Somasundaran et al. (2008) and Somasundaran et al (2009) represererainfonon-reinforce
relations inopinion frame For example, text spans targeted at the same entity with reinfo
relations are constrained to have same polarities, while text spans targeted atgopptities
with reinforce relations are constrained to have opposite polarities. Narastaaai2009) apply
conditional relations to improve sentiment analysis. Zhou et al. {2i¥ktribe several constrains
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to eliminate the intra-sentence polarity ambiguities. For example, a seifteldieg Contrast
relation contains two text spans with opposite polarities.

Taboada et al. (2008) hypothesize that sentiment words expressed inaneigire important
than words in satellites, and thus give different weights (1.3 to words in nuclei and
satellites Heerschop et al. (2011) hypothesize that not only nuclei and satslitedd be
weighted differently; satellites of different discourse relations should alseigéted differently.

In this paper, we adopt Rhetorical Structure Theory (RST) (Mann and Thom}p388) as the
basis of discourse relations, and we follow the weighting scheme. éiffesom previous work,
we hypothesize(1) nucleiof different relations and satellite$ different relations should all be
weighted differently; (2) some relations are more important thaer a#dations in sentiment
classification.

3 Our Method

3.1 Overview

document €
doc

i
discourse sub-sentences, their polarities
identifier and discourses

(CS1,P1 1)y ey (S Ppu
sub-sentencesand their
polarities

(Cs1,P1)s es (Sma

(i) [ sub-sentence
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optimizer

the polarity
of doc

FIGURE 1 — Overview of our method

sub-sentence
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The proposed method consists of 4 main steps, as shown ire Rig#irst,a documentdoc is
divided into sub-sentencegs,s,,...s,) by sub-sentence splitterSecond a polarity p; is
assigned to each sub-senterscdy sub-sentence sentiment classifi€hird, discourse identifier
identifies the discourse typle holding by sub-sentensg. Last,linear optimizergenerates the
polarity of the document by calculating the weighted sum of sub-sestenaccordance with
their discourse types

3.2 Sub-sentence Splitter

Sub-sentence splitter utilizes punctuation marks, including comma, periediicaon,
exclamation mark and question mark, to divide a sentence into subesentén document
consists of one or more sentences, and a sentence consists of moee sub-sentences. For
example in document (1), it consists 6 sub-sentences. We treasémtence and inter-sentenc
relations equally, because Chinese comma can signaliritcdh and inter- sentence boundaries
(Yang and Xue, 2012).

3.3 Sub-sentence Sentiment Classifier

The polarity of each sub-sentenpeis generated by the Basic SELC model proposed by Qiu
al. (2009), a state of the art work. In Basic SELC model, some docuareritstially classified
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based on a sentiment dictionary (HowNetand then more sentiment-bearing n-grams a
learned and more documents are classified through an iterative process withefmgstive
ratio control.

For each sub-sentense the polarity p; is assigned with +1 if the sub-sentence is positive, ai
—1if the sub-sentence is negative, and 0 if the sub-sentence is neutral.

Our method is a little different from the work of Taboada et al. (2@0P8) Heerschop et al.
(2011), where discourse weights are multiplied with individual sentifpeating words (word-
based method for short). However in our method, relation weigatsattiplied directly with
sub-sentences (sub-sentence-based method for short).

We also conduca word-based method using HowNet, but it gives us a poor baselinenvih
score of 56.9% without using discourse relations. So we adopt theesténce-based method
that provides a relatively high baseline with an F-score of 83.55% (as shdwble 3) What's
more, the sub-sentence-based method is more consistent with’péofliéion on discourse
structure.

3.4 Discourse ldentifier

Discourse identifiertags each sub-sentengewith a discourse typel, . Discourse relation
defines the relationship between two adjacent sub-sentences, whilersistyge represents the
relationship from the view oéachcomponent sub-sentence. For example, thereGsrarast
relation between the two sub-sentences in sentence (2).

(2) EPLE KM although it isafamous brand(FL P25 H1 KR MSE| (but) | didn't feel anything extraordinary.

In sentence (2), the second sub-sentence is the Head (nucléhessehtence while the first sub-
sentence is the Modifier (satellite). Thus, we will assign discourseQgpeastHto the second
sub-sentence ardontrastMto the first one. For those relations with multi-nusleve assign all
the component sub-sentences with the same relation type.

The research on Chinese discourse parsing has just begutheamdsrit a gold standard for
Chinese discourse relation annotation in previous work. So we develepificsgion of Chinese
discourse relation hierarchy, as shown in Table 1. In this task, weveesrf@w connectives that
may cause relation ambiguities, and we only list the discourse tymeshave explicit
connectives. In the absence of Chinese discourse parser, we exploit exphetto@s to
predict the discourse typesut®sentences introduced with specific connectives (Table 1) will |
assigned with the corresponding discourse types, and sub-sentences euiblicit connectives
will be tagged witiNone

For single-nucleus relations (excepst), a head sub-sentence can appear by itself, while
modifier sub-sentence must co-occur with its corresponding headif 8oe modifier sub-
sentence appears alone, we will guess the subsequent sub-senteniceaas For example:

(3) A1 if you want to read e-books on this mplE[if £ JE 7 % lyour eyes would be very tired.

The first sub-sentences is taggedHgpotheticalMbecause of connectiveil t|if”. Though the
second sub-sentence contains no connective, it would still be guessedeadtof the first sub-
sentence and thus labelled HypotheticalH As a result, for a specific relation, there are mor
head instances than modifier ones, as shown in Table 2.

L http://www.keenage.com/download/sentiment.rar
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Discourse relation | Discourse type | Connectives
o 4 37.Coordinate Coordinate (] | st [ | 5 &0 ok 70 D0 | 57— 5 T | 32
3% | /¥ Temporal Temporal IR e [ T SR A i [l D [ i |4k i
Mult | 3%E$% Alternative Alternative 0 [ 8 B RO | T | A 33 A
n:cl i3 Progression | Progression AP AN 1L | B AS B LA 0 ot L[ L [ 38 3 | | 4
eus | ik Equivalence | Equivalence e 5 2 R [ S BB
JIfi7& Succession Succession N/A
#:4fiContrast ContrastH AN L [ 2 |5 2 [P e R TGV e e R e A5 i |0 1473 13
ContrastM B AR A B AR R
ik Concession ConcessionH th
ConcessionM P | 2 5 |2 A SR DAt i B
0 [KI % Cause CauseH Z T CA R WP DA O 2 DS AR 9 AL 2 e i 0 7% 5% | R X 9% 5 i
A CauseM DR\ A | o T [ OA [ DR (B U ¥ BV D%
Singl | 4i Result ResultH | PA A5 A A A5 (B fs
ni-cl H i Purpose PurposeH UL LA
eus | 1B Hypothetical | HypotheticalM AP a5 S A 85 L S L 5 [ [ S 33 5 — | — L
4f4:Condition ConditionH T M AR IR
ConditionM AR E AR PE R VU YRR |2 5 |1 [ 45
fi#3iE. Explanation ExplanationM LA b | B AR SR LA R k| 5 T
Srif List ListM HORPLREYE
fdfGeneralization | GeneralizationH | & 2 [ (R UE L B F 45 E IR HIR B ST &5 2

TABLE 1 - Discourse relation, discourse types and explicit connectives

35 Linear Optimizer

Linear optimizergenerates the polarity afdocument by calculating the weighted sum of its sut
sentences in accordance with their discourse types.

score= (Z@’H’d )Weight(di)x p)+b 1)

where weight(di) is the weight of discourse type, p; is the polarity score of sub-senteisce
and b is an offset adjustment factofhe offset corrects a possible bias in sentiment scor
caused by people tendency to write negative reviews with positive words. Both Tabegél.
(2008) and Heerschop et al. (2011) validated that an offset can inprperiment results. We
use a linear kernel SVM to traimeight(d; ) and b. The document would be classified as
positive/negative/neutral iscoreis larger than/less than/equals zero.

4  Influential Discourse Relation Detecting

Intuitively, some discourse relations are more influential on the overaihsent of a document.
We apply a greedy search method to detect the most influential dscalasions, and the
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corresponding discourse types are considered as influential discourse/yaspredicting the
sentiment of a documenyissentences of influential discourse types are identified and weigh
differently; the weight of remained sub-sentences are constrainecetjuke Figure 2 shows the
procedure of detecting influential discourse relations.

Definitions: Define DR as the set of discourse relatidbR =[dis,, dis, .. dis,]
Define IDR as the set of influahdiscourse relations, initialized dDR = &
Algorithm: while true:
dis=argma;s.pr(Performane(IDR U[dis ]) — Performane(IDR)) which meets
Performane(IDR U[dis]) — Performane(IDR) >0
Jifind dis which could get the highest performance gain
if 3dis: IDR =IDRU[dis]; DR =DR-[dis]
else: break
return IDR

FIGURE 2 — Greedy search for influential discourse relasio
5 Experiment

51 Data

Our data is collected from 360buy (http://www.360buy.com/). Review&60buy are structured,
elaborating the strong points and shortcomings of the products. Revidlestecb from the
strong point column are automatically tagged as positive, and reviews collestedtte
shortcoming column are automatically tagged as negative. In our tasle alkttcted reviews
should meet two requirements: (1) contain at least two sub-senteBresinfain at least one
connective There areb3,040 reviews in our collected corpus, including 24,532 positive reviey
and 28,508 negative reviews. Each review consists of 5.06estbrges on average. Table Z
illustrates the occurrences of each discourse type in our collected data.

Discourse type #times | discourse type #times | discourse type #times | discourse type | #times
None 46645 HypotheticalH 4060 ConditionM 2023 Alternative 365
ContrastH 22303 HypotheticalM 4060 Coordinate 1840 ConcessionM 231
Progression 8339 CauseM 3257 Equivalence 1460 ResultH 60
ConcessionH 5541 ContrastM 2727 ListM 789 PurposeH 47
CauseH 5062 ConditionH 2147 GeneralizationH 595 Temporal 35

TABLE 2-Distribution of Discourse Types

Discourse types whose occurrence is less than 100 are mergetNonts type. 3/4 of the
collected data is used to train the linear optimizer, and the rest is used as testttataase of
detecting influential discourse relations, we further divide 1/4 from theirtgpidata as the
development data (development data is used to tune the most influential shsedations), and
the test data remains the same.

5.2 Experiment Set

We conduct 6 types of experimendescribed as follows.
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Baselinel. We implemented Qiu et al. (2009) as our baseline.

Baseline2. All the sub-sentences are equally weighted in Formula (1). No disckuosviedge is
applied.

SNSS. (Single Nucleus Single Satellite Method.) Following the idea of Taboada et al. (2008)
al discourse types denoting theats of relations are growga as“nucleus, and other discourse
types are grouped dsatellite’. In this method, we have only two distinguishing categorie
nucleus and satellite.

SNMS. (Single Nucleus Multiple Satellites Method.) Following the idea of Heerschop et al.
(2011), all discourse types denoting thea of relations are uped as‘nucleus’, while all
discourse types denoting the Modifiers of discourse relations are reskrwdis method, we
hypothesize that nucleus types contribute equally while different satellite tgresbute
differently to the overall polarity of documents.

MNMS. (Multiple Nuclel Multiple Satellites Method.) All the discourse types specified in
Table 1 are reserved and weighted differently in calculating a doctemesnitiment. In this

method we hypothesize that both different nucleus types and different satgfige contribute

differently to the overall polarity of the documents.

GDR. (Greedy Discour se Relation M ethod.) Following Figure 2, influential discourse relations
are identified. The corresponding discourse types are reserved arutededifferently, and
others are grouped &slone’.

GCW. (Greedy Connective Word Method.) Explicit connectives are objective language usag
while relation types are subjective induction. Following the same procedure was Rigwe
hypothesize that the weight of each sub-sentence depends directlgonniéstve. That means
only influential connectives are identified and weighted differently in calcglatidocumens
sentiment, while others are grouped‘dene’.

5.3 Experiment Results

Performance is evaluated in terms of Precision (Pre), Recall (R&€) score.

Positive Negative Overdl Comments &

Method Pre | Rec F Pre | Rec E B Influential discourse relations or connectives

Baselinel| 85.0 | 84.8 | 84.9 | 81.9 | 82.0 | 81.9 | 8355 | The performance gain of baseline2 than baskli

X indicates the effectiveness of offdetin Formula
Baseline2| 915 | 77.6 | 84.0 | 77.2 | 914 | 83.7 | 83.86 ().

SNSS 89.1| 82.0| 854 | 80.4 | 88.0 | 84.0 | 84.76

The performance gain of SNSS, SNMS, MNM

SNMS | 89.4| 82.7 | 859 | 809 | 88.2 | 84.4 | 8520 | GDR and GCW than baseline2 indicates |
effectiveness of our weighting scheme whi

MNMS | 89.2| 822 | 855 | 80.5 | 88.1 | 84.1 | 84.86 | exploits discourse knowledge.

GDR 89.9| 82.2| 859 | 80.7 | 89.0 | 846 | 85.28 Contrast, Cause, Condition, Generalization

GCW 90.4 | 81.4| 856 | 801 | 89.6 | 846 | 8513 | ‘fid|however, T 4% [althoughfH [but, [ [at the
same time& (192K it in generalf /& but

TABLE 3- Experiment results

1317



As shown in Table 3all our methods integrating discourse knowledge perform better than b
baselines in overall F score. To test for significance, we conduct t-tett meets p<0.01GDR
achieves the best result, 1.42% higher than baseline2. This validates the effectifarssg
discourse relations in Chinese sentiment analysis. In English dataschieeret al. (2011) yield
an improvement of 4.7% in F score when using discourse strubturieir baseline is quite low
with an F score of 68.7%.

The overall F value of SNSS is 0.9% higher than baseline2, validating theveifiests of the
simple distinction between nuclei and satelliBeth SNMS and MNMS perform better than
SNSS, indicating that more discourse knowledgeelpful in calculating the overall polarity.
Note that MNMS performs slightly worse than SNMS, perhaps this is becaussaty weights
have to be trained in MNMS.

GDR, which differentiatesContrast Cause Condition andGeneralizatiorfrom other discourse
relations, harvests the best result. It is consistent with our intuition thatrédatons have great
impact on the meaning of the texts. The influential discourse netatiat we find out are partly
consistent with previous work: Narayanan et al. (2009) exmaihditioral sentences for
sentiment analysis; Zhou et al. (2011) focus their attentiorComtrast Condition Cause
ContinuationandPurposen polarity classification.

To our surprise, GCW, which utilizes only 6 explicit connectives, obtaimather promising
result, with a performance of 1.2¢ higher than baselineZ2mong these 6 connectives/f itk
|howevet, “E A [although,“{H[but’, “{HZ|but’ denote aContrastrelation; “[F]H}|at the same
time” denotesa Coordinaterelation; and“ /2 )3k it |in generdl denotes arGeneralization
relation.

Conclusion and Future Work

In this paper, we utilize explicit connectives to predict discourse relations, andctimduct
several methods to incorporadescourse structure knowledge to the task of sentiment analy:
We define discourse relations in different granularities: nucleus-satellite, ndéffewent
satellites and different nuclei-different satellites. The experimental resultsatealithe
effectiveness of using discourse relations in Chinese sentiment andfystsermore, we
automatically detect the most influential discourse relations and connectivesririantal
results show thatontrast Cause ConditionandGeneralizatiorare the most influential relations,
and“Aid [howevet, “ &R although, “/H|but’, “[FH|at the same timie“ & K it |in generdl,
“{HZ|but’ are the most influential connectives.

This is only a preliminary study on discourse relation and Chisestiment analysis. The future
work includes the following aspects. (1) We would like to devel@hiaese discourse parser to
automatically parse the discourse structure, to get both explicit and implatiomsl and their
argument spans. (2) We will apply more sophisticated methods to get rel@ble polarity
scores for sub-sentences. (3) We will incorporate discourse strikctovdedge to other tasks
such as summarization
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