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ABSTRACT

In this paper we describe and evaluate a Finite State Machine (FSM) based Morpholc
Analyzer (MA) for Marathi, a highly inflectional language with agglutinativdfiges. Marathi
belongs to the Indo-European family aisdconsiderably influencetty Dravidian languages
Adroit handling of participial constructions and other derived forkiadantas andTaddhites)

in addition to inflected forms is crucial to NLP and MT of Marathi. Wet filsscribe Marathi
morphological phenomenadetailing the complexities of inflectional and derivationa
morphology, and then go into the construction and workinthefMA. The MA produces the
root word and the featureé\ thorough evaluation against gold standard data establtble
efficacy of this MA. To the best of our knowledge, this work tie first ofits kind on a
systematic and exhaustive study of the Morphotactics of a suffikistatanguage, leading to
high quality morph analyzer. The system forms part of a MakHitidi transfer based machine
translation system. The methodology delineated in the paper can be replicatiheifdanguages
showing similar suffix stacking behaviour as Marathi.
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1. Introduction

The number of Marathi speakers all over the world is clos&2tanillion®. Marathi uses
agglutinative, inflectional and analytic forms. It displays abundamuatmof both derivational
(wherein attachment of suffixes to a word form changes its grammatitaebory and
inflectional morphology. Aboutl5% of the word forms are participial forms known as
Krudantes, which result from the influence of Dravidian languages. Traditionaigrars of
Marathi classify the derived forms in Marathi into two categorksidantss andTaddhites.
Krudantes are the adjectives, adverbs and nouns derived from verbs, Tahidites are nouns,
adjectives and adverbs derived from words of any category other @rén This is also
accompanied by inflectional processes which help lend the words featugesdsr, number,
person, case, tense, aspect and modality (the latter 3 for verbs only).

1.1.Related work

The first MA for Marathi used a very naive suffix stripping apphopmpounded b¥ryigit and
Adali, (2004). This neither had the ability to handle the stacking of suffixes whight involve
orthographic changes at morpheme boundaries, nor could it indicate spaliagies and thus
was discarded. The need for a mechanism to handle both inflectionabexndtional
morphology was felt, aneve adopted the Finite State Transducer (FST) based approach
allows specification of legal morpheme sequences of both inflectional andtderal kind We
thus used two level morphological analysis model (Oflazer, 1993; Kinal, 1994), including
Morphological Parser (Antworth, 1991). Dixt al (2006) implemented a Marathi spell-checker
which is an inherent part of our MA. Bapettal. (2010) had developed a FST based MA whic
handled the derivational morphology of verbs, and Bhosalal (2011) showed that the
inclusion of this MA helps improve the translation quality. We extendedtinke of Bapatet al.
to other grammatical categories, thereby increasing the coverage of Marabtoiogical
phenomena.

2. Morphological phenomenain Mar athi

We first describe inflectional morphology. Nouns in Marathi are inflected doder, number
and case; adjectives are inflected for gender and nymtmerouns for gender, number, case an
person. The nouBiTaT {aambak {mangd is masculine. Its direct singular and plural forms are
37ET and 319 {aamte} {mangoe} respectively. Its oblique singular and plural forms are
37saT {aamlyaa} and 37ea {aamlyaan} respectively Verbs in Marathi are inflected for
person, number and gender of the subject alone or that of bothbjbetgtie object of the verb
and also for tense, aspect and mood. Marathi has three gemdstailine feminine andneutel),
two numbers gingular and plural), eight casesnpminative, accusative, instrumental, dative
ablative, genitive, locativeand vocative and three persondirét, secondand third). Different
linguists give different typologies for the tenses, aspects and mood4aiathi. We have
followed the typology given by Damle, M.K1970. We have also followed the linguistic
analyses in the book of Dhongde and Wali (2009).

http://en.wikipedia.org/wiki/List of Indian languages by total speakers
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2.1.Derivational Morphology:

In the derivational process, a derivational morpheme is affixed to theestem (the form a root
takes when a derivational morpheme is attached to it), in order to add meaitingddhereby
derive a new word. The resulting word may or may not be ofaime grammatical category. For

example, Marathi has a derivational morphefff&1” { panag, which is attached to adjectives

like “HE™ {moork} {foolish}, in order to derive nouns like FEIUT” {moorkhapanah
{foolishnes}. Marathi has many such derivational morphemes.

Another important feature of Marathi is its set of participles, which areetkly attaching
derivational morphemes t@rbs. These participles indicate tense, aspect, voice, mood in addi
to gender and number features. For &XPTRT {yenaarah{ coming is a masculine, singular
present participle form, whileédeie™ {gelelag {has gong is a masculine, singular past
participle. Most of these participles, in addititminfinitive forms are currently handled by our
MA. It also handles the extractiaf most of the derivational morphemes that attackerbs and
a few that attach to nouns, adjectives and adverbs. Handling Derivational Magpphe
important as it requires only base forms to be stored thereby redheimgxicon size. We now
describe some of the morphological complexities and methods of hart#img t

2.2.Complexitiesin handling I nflectional M or phology

1. When a genitive case marker is attached to a noun or a pronoun, ttiagdéstm holds the
gender and number information of both the base noun and tlittvgqerase marker. For

example,in the word “Felar {muleenchah{ of the girlg, the stem “Fell” {muleer} has

the features feminine, plural, while the suffix “dr” {chag has the features masculine,
singular. Thus, the morphological analysis of this form shaddsist of two feature
structures- one for the stem and the other for the genitive sdftirently, we obtain a
selective combination of both.

2. Pronouns take all cases except the vocative. However in case of praboasgs are not
overtly marked. For example, the instrumental case is not overtlyetharlcase of first and
second person pronounsH” {meg {I/me} and “q” {tu} {you}). Marathi also has
demonstrative pronouns which are same as third person prortdowever, when these
pronouns occur as demonstrative pronouns, they do not take pastpositions.
Distinguishing between pronouns and demonstratives becomesiltiiffigoroperty of almost
all Indo-Aryan languages). For instance&adr :g?ﬂﬁ" {tyaa mulaang {that boy (did):
ergative form}. We handle these by special entries in the repository of inflémted
(REPO) (see next section).

3. Spatial and temporal adverhige “31TdT” {aatg { now}, which actasnouns, can take some

case markersike “dr”{chag { of} to give “HTdAT" {aataa-chag{ now-of} for which the
Marathi MA uses the type NST (Noun of Space and Tirndég create special paradigms
(Bapatet al, 2010) for NSTs.

4. There are morphemes that indicate a few features of the agent of ttendeatfew features
of the object of the verb. For exampiks morpheme “eli&™ {lees} in “@reel @™ {khalleed
{eater} in addition to indicating the perfective aspect, indicates that the agere @eth is
in singular and second person, while the object of the verb isifemisingular and third
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person. In such cases, the morphological output should ideallytivaveeparate feature
structures- one for the agent and the other for the object.

Stacking of two or more suffixes is very common. Consideretaenple, “STOT-ATHAIET

S

{jaanaaryanesuddhhéthe one going als€instrumenta)} { ST + UIRT + o + geT}. The
root is the verb “SI” {jaa} { go} attached with three suffixes “OT=aT” {naaryd, = {ne} and
“ger” {suddhg { alsg respectively. Hre “OT-aT” has“s as suffix which in turn has

“Hger” as suffix. The finite state approach (next section) for morphological analysis irelp
solving this.

There are a few pairs of morphemes that have similar orthographégs,sand the stems to
which these morphemes are attached are orthographically similar too. Thussutimg
inflected/derived forms are orthographically similar, but have two diffemeanings. For
example, there are two morphentesresented by the letter “d” {ta}, one of which denotes
habitual past and the other, imperfectigpect. Thus, attached to a verbal root like “fRy
{fir} {to wande}, these two suffixes produce two similar form$¥ {phira$ {( they)
used to wander and “fR¥a™ {phirag {wandering. In such cases, the Morphological
Analyzer should be able to produce both the analyses. Once again, thetdigitepproach
helps.

2.3.Complexitiesin handling Derivational M orphology

1.

3.

Base roots may have multiple forms (called stems) depending on wleighational
morphemes attacled to them.For example, the cardinal “Je=ITd" {pannaa}{ fitty}, when
attached with thederivational morpheme “aT”, takesthe stem “YeolIAT” {pannaasaja
However, when attached with the derivational morpheme “@I” {da}, the same cardinal takes
the stem “Ye=id” {pannaal In such cases, we need separate Suffix Replacemens Rt
(SRRs) (Bapatt al, 2010) for each derivational morpheme.

Some of the derivational morphemes like “9uIT” {panag, “ar’ {daa are highly productive,
as they are attached to all members of a particular grammatical category like nc
However, some derivational morphemes are attached to only some parseniantic
classes within a grammatical category. For instance “#X” {bhat} is attached to only nouns
and to only those nouns which indicate places or contairfg®s? {desh { country-a
placg, “aer’ {vaat} {bowl - a containe}. The resultant form for'¢er is “GeraR”
{deshbha} { throughout the countdy For such nouns, we need to create special paradigm

Architecture and Working of the M orphological Analyzer

The Marathi Morphological Analyzer is fully rule-based and thus relies orgstnanipulation
and file lookup. It requires two main resources, namely, a FST (RBtéte Transducer) and a
REPO (Repository of Inflected Forms), generated using an InflectoBBS® (Stuttgart Finite
State Transducer) compiler, which are explained below. These are in turn gebgrétedasic
resources; namely, the monolingual lexicon, the suffix replacement 1BRRs], the special
word forms repository, the verb suffix (f&rudantss) list (Bapatet al, 2010) and morphology
rules (Morphotactics).

2http://www.ims.uni-stuttgart.de/projekte/gramotron/SOFTWARE /SFST.html
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3.1. Tools and Resour ces

3.1.1. FST (Finite State Transducer)

STEM_WA DACL

\Q— STEM_WA_DA O

Figure 1 - FST for deriving Adverbs from Cardinal

The rules which specify the legal sequences of word-formiogphemes in Marathi are called
Morphotactics. These rules constitute a Finite State TransdTigisr helps identify incorrectly
written words efficiently and allow for easy word segmentationeRample of a rule would be:
“$ADJI$ = $ADJI_OF$ $SSY$?This means that an adjective (ADJ) can be formed by a sequence
of oblique form adjective (ADJ_OF) and an optional suffix (SSY). The qrestiark indicates
optionality. This is a FSM rule. We thus work with parts instead aflegh Here ADJ_OF and
SSY are inflectional typeJ o understand this better consider B&T in figure 1 above.

The FST describes the derivation of adverbs from cardinals. The adiierl ™{veesdah
{twenty time$ is derived by suffixing &T "{da} { time(s)} (which comes under DA_CL) to the
cardinal ‘81T "{veeg { twenty} (which comes under STEM_DA), while the advef@@rezier "
{visaavyaandal { twentieth timé is derived by suffixing &T "{da} {time(s)}to the stem
“faaredr {visaavyaah of the ordinal fa@mar {visaavaa {twentiet} where “ar™ {vaa}
becomes “EAT” {wyaar} (which comes under STEM_WA_DA). Here the ordin&&amar"
{visaavad { twentietl} is derived by suffixing &T "to the cardinal & "{veeg { twenty} (which
comes under STEM_WA)DA CL represents the derivational suffix “GI” which cannot be
followed by any other suffix. STEM_DA is the cardinal stem and STEM_D/Ais the ordinal
stem deriving suffix@ar’ to which the suffix “g” is attached. STEM_WA is the cardinal sterr
to which the suffix “@l” is attached. There are close to a 100 rules. We add more rules to he
more complex forms.

We use Stuttgart University’s SFST (Stuttgart Finite State Transducer) compiler which takes th
categorised inflected forms (in files) and the Morphotactics to give thedueer file an
augmented Finite Automaton (FA) transition table, called the Morphotact file. We $R&3&as

it enjoys the ease of specifying Morphotactics. Alternatives like HFST (Helsinke Fatate
Transducer) and FOMA also exist.

3.1.2. Repository of Inflected Forms (REPO)

After undergoing inflection, using an Inflector, which appB&R’s to the words in the lexicon,
all inflectional forms with their root words and features (gender, euandic.) are stored in a
single flat file called as the REPO file. Separate files for each inflectional type contaieing
inflected morphemes of that type are also created which are used for ¢natigenof the FST.
The format of this file is: <inflectional type <inflected word>; <root word-1, feature lit
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root word-2, feature list-2#...# root word-n, feature list-sn example for"mﬁﬂ'”
{mahabaleshwgr {the god of great strendgth is <DF>; WQET>;
<HAFEDAAT,N,N,S7,,,,, 0FFEIBAAT, N, m,Sg,,,, IFETTSAGT,n,m,pl,,,,, 0>

3.2.Morphological Processing

. Repository of
Finite State Inflected forms

T
Morphotacti

(Morphotactics) =
Interpreter/
Stemmer

Stemmed
Results

Lookup Engine

t_;r\}:& Post ing ———

Figure 2 - Morphological Processing Flow

orphological
Analysis of
word

The flow of processing is in figure 2 above. There are 3 maimpooents: the FST
interpreter/Stemmer (levdl), a lookup engine and a post processing unit (level 2). An ayxilie
support list of suffixes is also used.

3.2.1. FST interpreter / Stemmer / Segmenter

The interpreter (our Java equivalent of SFST interpreter) takes the inputawdrdives the
morphemes it contains. As such this is a Stenon&egmenterit uses the transition table of the
FST and gives the output in the form: <input word>: morpheme-1 <catdgomorpheme2
<category2> ..... morpheme-n<category-n>. The first morpheme is the Stem. There is
possibility that a word may be stemmed in more than one way beitaased be a direct form
of a word or a morphologically complex word with a root andixi€s. An example fof‘geldr”
{halawag:

1. @dodr: An inflected form withthe imperative suffix “&T” is attached to the verbal root “geld”
{halaw} { to shaké .
2. geldr: A direct form of a noun referring to a dessert.

3.2.2. Lookup engine/ Parsing

This unit accepts stemmed results to give intermediate morphological analyiseand the next
stage constitute Morphological Parsing (MP)e\&urrently perform MP for all inflectional
morphemes and for the derivational morphemes that attach to verbsa FRiash table of the
REPO file, by using the inflected form and the word form categm the joint index, is
constructed. The first morpheme and its category are then ugbi$ dlash structure to obtain its
root form and its features. This is followed by the most cruéfalrdanta processing. If the
stemmer detects Krudanta suffix, the lookup gets it from the hash table and modifies tl
featuresof the feature list using those of teudantasuffix. Otherwise the following suffixes (if
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any) are either case markers or postpositions oKnodantaderivational morphemes which we
append to the feature list.

Verbs have additional features namely “Krudanta Type” and “Krudanta Case Marker/Suffix”.
An examplefor “€TaOTRT” {dhaavnar¥ runrer}, an adjective, would be&ITqoTRI<fs af (feature
structure abbreviated fonm'8ITd,v,m,sg,,d9TIRT,OTRT' tense="' aspect="" mood=""
kridanta_type="nara' kridanta_cn¥RT>.

3.2.3. Post Processing

A word can be stemmed in multiple ways and hence the resultplcation of features that
happens is eliminated in this urfome Marathi specific cases which cannot be handled by ru
are also handled here. The final part of this is handling unrecognised.woword will not be
stemmed if either it was not entered in the lexicon or there is a spelling enestalkere are no
rules to handle it. It is important to identify the suffix as it shows relatetseen words and
must be translated even if the word it is attached to is unknownidentifiable. This is mostly
for foreign words. The word is matched against the list of sfiand the one identified is
extracted. There will be no linguistic features associated with it.

Builders of Morphological Analyzers, especially, for Indian (and otimeitar) languages can use
our framework effectivelyOur Java based stemmean completely stem/segment and pars:
around 50000 tokens in 8-10 seconds. The end result of all ibéggsing is the minimally

sufficient morphological analysis of the input word. In the next seatie present the methods
for evaluation of our MA and the results.

4, Evaluation

We have two measures of quality, namely, accuracy and usability.r&arpd Gold Standard
Data of 101 sentences with a total of 1341 tokens/words. We comip@reditputs of our MA
with the gold standard data. For analysis, each word is put mgoob6 different categories.
Tablel below describes these categories and also gives the results of our evaluation.

ﬁﬂizis Analysis category N%?gsof Per centage

1 Same analysis: Identical to gold 968 72.18
2 Spurious analysis: Extra analyses along with gqg 161 12.00
3 Missing analysis: Missing analyses from gold 66 4.92
4 Missing and sggg@gz:;}il%s?&sdsmg and extra 20 521

Completely spurious analysis: Totally incorrect 2 0.14
6 No output: No analysis given 74 5.51

Total 1341

Table 1- Distribution of Analysis types
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Our formula for accuracy is:
Accuracy = (Number of type 1 analyses)/(Total number of words)

This gives us an accuracy of 72.18%. This proportion of svisrgperfectly analyzed and their
analyses were correct, complete and useful in terms ofottteand featuresnformation. The
analyses of words under type 2, 3 and 4 give at least one usabldésatiaftsire list including
root and suffix), whichis mostly sufficient for NLP applications. Analysis belonging tc
categories 5 and 6 are totally useless.

The formula for usability is:
Usability = Number of type 1,2,3 and 4 analyses/Total number of words

This brings our usability score to 94.33%. Out of 273 derivationaphemes, 265 (97.06%)
were correctly segmented and 237 (86.81%) of them were correctigdpa@air parsing of
derivational morphemes needs more work, as only 237 (89.43%)fd285 recognised are
correctly parsed.

4.1.Error Analysis

Errors found in the MA output are of two types- errorsahmission (false positives) and errors
of omission (false negatives). Errors of commission whicluockie to wrong entries and
overgenerating rules in the lexicon grammatical rules list, respectively, aesl spivmodifying
the entries and rules. Errors of omission which occur whenssageentries and rules are not
made in the lexicon and grammatical rules list, respectively, are solved by abdimissing
entries and rules.

Conclusions and Futurework

We described the construction @morphology analyzer for Marathi, which can be adapted f
other languages that do suffix stackifidhe Morphotactics have to be carefully captured- a
generalities and exceptions included, after which standard FSM typectooige harnessed to
perform the analysis. The lexicon needs to be exhaustive and richoiphosyntactic
information. Our MA for Marathi has the ability to handle inflectional and derinatio
morphology for almost all of the grammatical categories. In futurek,wtire parsing of
derivational morphemes for categories other than verbs needs to be havdladso need to
adopt the suffix stripping approach where the FST approach fails, yhiersdting to a hybrid
MA. In the context of translation, the influence of derivational morphologgds to be
investigated. Multiword and compounds form another area oftigegisn.
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