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Abstract 2 Semantic Calendar Expressions (SCEs)
. and the Bracketing FST Model
This paper elaborates a model for rep-

resenting semantic calendar expressions We use the semi-formal SCEs as the basic repre-
(SCEs), which correspond to the inten-  sentation. An SCE typically corresponds to the
sional meanings of natural-language calen- disambiguated intensional meaning of a natural-
dar phrases. The model uses finite-state language calendar phrase. An SCE may denote ei-
transducers (FSTs) to mark denoted peri- ther a specific period of time or a set of periods.
ods of time on a set of timelines repre-  An SCE is compiled to a sequence lmfacketing
sented as a finite-state automaton (FSA). FSTsthrough regular (relation) expressions.

We present a treatment of SCEs corre- Table 1 lists some implemented SCE constructs
sponding to quantified phrasesnfy Mon- and the corresponding calendar phrases. Most con-
day, every May and an implication oper- structs can be combined with each other.
ation for requiring the denotation of one
SCE to contain completely that of another. Construct i SCE gxample; calendar phrase
calendar period may; fri; calday
1 Introduction May; Friday; (calendar) day

This paper elaborates the temporal representatidiet (UMON) ”n:\(jln (rgon' Lri’_;un) 4 sund

model proposed in Niemi and Koskenniemi (2007) ) onday, Friday and sunday

and developed in Niemi and Koskenniemi (2008)SCMmMon part intersect (aug, y2008)
(intersection)  August 2008

This bracketing FST modelovers temporal infor-

mation ranging from simple dates to such mean!"e"val 'nt‘;/lrval t(m?y’ jun)
ings as6—8 pm on every Monday in April, except ay 0_ une
anchored nth_following (3, mon, easter)

on Easter Monday The model represengeman-
tic calendar expressioné&SCES) using finite-state o
transducers (FSTs) that bracket periods of time oﬂuam'f'Ed
timelines represented as a finite-state automaton
(FSA). Motivations for a finite-state representatiofrgpje 1- Examples of SCE constructs and the cor-
include an efficient treatment of periodicity andresponding calendar phrases

certain kinds of sparse sets of sets common in cal-

endar information, as well as a well-known theory. The bracketing FST model represents the deno-
In this paper, we treat SCEs corresponding teations of an SCE as an acyctimeline FSAdefin-
quantified calendar phrases, suchaay Monday ing a finitetimeline stringfor each alternative de-
andevery May We also present implication for notation! A basic timeline FSAlefines a single
representing such cases as a course with compyneline consisting of brackets and labels for cal-
sory attendance, whose all class times should cgndar periods, with no denotations marked. The
incide with the free slots of time of a student. following is a (simplified) timeline for the year

©2008. Licensed under th€reative Commons 2008 at month level (spaces separate symbols):
Attribution-Noncommercial-Share Alike 3.0 Unportdld
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/). 1Timeline FSAs are equivalent to the timeline FSTs of
Some rights reserved. Niemi and Koskenniemi (2008).

the third Monday after Easter
any_n (1, mon)
any (single) Monday
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[y y2008 [m Jan Jm [m Feb Jm ... [m Dec ]m ]y each Monday marked on a separate, alternative
To represent the denotation of an S§ & basic timeline of its own, as illustrated in Fig. 2. We call
timeline FSA is composed with a bracketing FSThis thedistributive representationf an SCE*
(sequence) representirsgy The result is a time-
Su_Mo_ Tu Su_Mo_ Tu Su

line FSA with the denotation marked witharker - :
brackets{in ... }in. The following timeline corre- i{MO} E{MO} E{MO}
sponds tainion (jan, mar) (January and March Tu  Su Moy Tu  Su Moy Tu

[y y2008 {i3 {i1 [m Jan Jm }i1 }i3 [m Feb Jm {i3 {i2

[m Mar Im }i2 }i3 [m AprIm ... [m Dec Im Jy
First, January is marked wiith and March with2.
Then the bracketing FST famion marks each pe-
riod il andi2 with i3, the denotation of the whole.

Figure 2: A timeline FSA representing the SCE
any_n (1, mon) denoting any single Monday

For numerical quantification, we combine col-
lective and distributive representation. For exam-
ple,any_n (3, mon) (three Mondaykis represented
as atimeline FSA defining a set of timelines, each
A natural-language calendar phrase may be umith three Mondays marked, so that the set covers
quantified, such aklonday or it may contain dif- all possible combinations. A collective representa-
ferent kinds of quantification, such abMondays  tion alone would not suffice: a single timeline with
any Monday three Mondaysand all Mondays in  all periods of three Mondays marked would in ef-
some May We treatany Monday some Monday fect represent all Mondays.
andone Mondayas meaning any single Monday,
and we equatall Mondays each Mondayandev- 3.3 Collective Representation as Primary
ery Monday Numerical quantification can be gen-|n natural language, an unquantified calendar
eralized to intervals, possibly open-ended, such ghrase, such aslonday is typically underspeci-
two to five Mondayandat most four Mondays  fied and refers to the closest preceding or follow-
ing Monday relevant in the context. In the brack-

eting FST model, however, we represent unquanti-

The meaningll Mondaysis represented simply as fieq expressions collectively: the SGfon repre-

FSA with each Monday marked on the same time- A major practical reason for preferring the col-
line, as illustrated in Fig. 1 (simplified) We call  gctive representation is that it is easy to construct

3 Representing Quantified SCEs

3.1 Collective RepresentationAll)

this thecollective representatioaf an SCE. a bracketing FST that splits a single timeline with
Su_{Mol Tu Su (Mo} Tu Su (Mo} Tu each Monday marked to a set of alternative time-
OO0 00— —0—0—"ines, each with only one of the Mondays marked,

Figure 1: A timeline FSA for the SCimon (all whereas the converse operation is not possible. In
Mondays$; “{Mo}” denotes a marked Monday effect, a bracketing FST can only refer to symbols
on a single timeline at a time.

The denotation can be interpreted in several A single timeline with all Mondays marked
ways: as the union of all Mondays, as all the partgan also be used as a basis for such an SCE as
of a timeline that are part of a Monday, as the renth_following (3, mon, easter) (the third Monday
curring “event” of Monday, or as a disconnectedhfter Easte}. The bracketing FST correspond-
(non-convex) interval of all Mondays. ing to nth_following gets as its input a timeline
with each Monday and each Easter marked. It
then counts the third Monday after each Easter and
The meaningany Mondayis represented as the marks it. This would be much more difficult with
SCEany_n (1, mon) and as a timeline FSA with gach Monday marked on a timeline of its own.

2All could be regarded as universal quantification, amg L. .
resembles existential quantification, but because of some die-4 Combining Quantified SCEs
ferences, we avoid using these logical terms. . . e -

3Each transition in the figures corresponds to a numbéy!u'tlple SCES_ with quantification can be CPm'
of states and transitions between them in the actual timelidfeined appropriately. For examplall Mondays in
FSA, as the representation of each day consists ofthecalendar
day brackets, symbols for the day of the week and the day of “We deviate from the common terminology that usek
the month, and possibly finer granularities inside. lectivefor all Mondaysanddistributivefor each Monday

3.2 Distributive Representation @ny)
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any (single) Mays represented by a timeline FSA(Monday and Friday or Tuesday and Sunylay
defining a set of timelines, each with all Mondaysepresented as a timeline FSA defining two time-
of a single May marked, anahy (single) Monday lines, one with every Monday and Friday marked
in every Mayby one with a single Monday marked and the other with every Tuesday and Sunday.
in each May, covering all possible combinations.
Combinations of quantified SCEs can often b
represented compositionally with intersection. FoDistributive representation requires special consid-
exampleall Mondays in every Mais represented erations in conjunction with some SCE operations,
asintersect (mon, may), all Mondays in any May most notablynth_within (n, period, framé, which
asintersect (mon, any_n (1, may)) andany Mon- marks thenth period within each longer period
day in any Mayasintersect (any_n (1, mon), any_n  frame Although aperiod might be thenth marked
(1, may)). one within aframe on one timeline, alternative
However,any Monday in every Magannot be timelines might contain earlier occurrences.
represented simply with intersection, since inter- As an example, we consideatth_within (1,
secting a set of timelines, each with only onen_consecutive (3, workday), jun) (the first period
Monday marked, and a timeline with every Mayof three consecutive working days in JufeFor
marked would result in timelines with one Mon-a June beginning on a Sunday, we have alterna-
day marked in (at most) one May. For this casedijve timelines with the first period of three working
we have defined the SCE operatiorwithin_each  days beginning on Monday, Tuesday and Wednes-
(n, period, frame, which marksn periods within  day, but we would like to mark only the one be-
eachframe Any Monday in every Maig then rep- ginning on Monday. However, a bracketing FST
resented as_within_each (1, mon, may). cannot refer to the alternative timelines to test if
any of them contains an earlier applicable period.
As a solution, we have such operations as
A distributive representation is obligatory for ann_consecutive insert amalternative marker bracket
SCE denoting possibly overlapping periods ofdenoted by...] below) on each timeline into each
time, although each alternative timeline may conposition in which it adds a marker brackét.(})

3.6 Distributive Representation andFirst

3.5 Other Uses of Distributive Representation

tain several non-overlapping periods. on another timeline. The following simplified al-
For example, we represent consecutive (3, ternative timelines illustrate the example above:
calday) (three consecutive dayas a set of time- Su{Mo[Tu[We}Th]Fr]Sa

lines, each with one possible combination of non-  Su[Mo{Tu[We]Th}Fr]Sa

overlapping periods of three consecutive days Su[Mo[Tu{We]Th]Fr}Sa

marked® If each timeline had only a single periodThe operatiomth_within seeks the first marked pe-
marked, it would complicate representing such ariod in June with no opening alternative marker
SCE asunion (intersect (n_consecutive (3, cal- bracket between it and the beginning of June.
day), may), intersect (n_consecutive (3, calday),

jun)) (three consecutive days in May and in June4 Implication: All or Nothing

so that the periods of consecutive days in May anﬁj1 some applications, an SCE may denote a set of

June are_mar_ked on the same timeline. In cont_ra teriods of times all of which should be contained
a single timeline with all possible non-overlappin

iod ked Id not ih iod n those denoted by another SCE, or if impossi-
PEriods marked woulld not cover the periods ovely e ' hone of them should be. For example, all the
lapping with the marked ones.

class times of a course with compulsory attendance

A distributive representation is also used forshould coincide with the free slots of time in the

SCEs CO”‘a‘”‘_”Q a d_istributive.union operation t%alendar of a student wishing to attend the course.
(rfpresgnt a d!SJuncnve :cn.eanlr?g. For exampleAn intersection of the class times and the student’s
istr_union (union (mon, fri), union (tue, sun))  faq gjots of time would also contain partial results

5Since consecutive days are adjacent, they can be enclodgédie or she could attend only some of the classes.
in marker brackets and treated as a single connected period,
with several periods on a single timeline. In contrast, the mul- 8The SCEnth_within (1, n_consecutive (3, calday), jun)
tiple disconnected periods tifree consecutive Mondagan-  (the first period of three consecutive (calendar) days in June
not be represented in a general way on the same timeline in tdenotes the same éisst_n_within (3, calday, jun) (the first
bracketing FST model, but only by having a different markethree days in Jurje A similar rephrasing would not be correct
bracket index for each period of three Mondays. for working days, however.
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To obtain the desired result, we use the oper@ommon types. However, to be usable in practice,
tionimpl (a, b) to mark all the periodaif and only the model needs further work in both coverage and
if they all are fully contained in the periodis If a  efficiency. Moreover, applications would benefit
point of time is ina, it must also be irb forato from a component to parse a (restricted) natural-
be marked, so the operation can be regarded of Esmguage calendar phrase to an SCE and another
a kind of an implicatiora — b. Above, we would one to generate the former from the latter.
computeimpl (course, student_free).

A course with alternative instances would b
represented with a timeline FSA defining an alterThis paper represents independent work by the first
native timeline for each instance. The bracketinguthor based on the suggestions of the second au-
FST corresponding to the above implication wouldhor and funded by the Graduate School of Lan-
then mark the class times of each instance that gfuage Technology in Finland. We thank the anony-
completely within the student’s free slots of time. mous reviewers for their valuable comments.
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