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Abstract

Recent papers have described machine
translation (MT) based on an aufo-
matic post-editing or serial combina-
tion strategy whereby the input lan-
guage is first translated into the target
language by a rule-based MT (RBMT)
system, then the target language output
is automatically post-edited by a
phrase-based statistical machine trans-
lation (SMT) system. This approach
has been shown to improve MT quality
over RBMT or SMT alone. In this pre-
vious work, there was a very loose
coupling between the two systems: the
SMT system only had access to the fi-
nal 1-best translations from RBMT.
Furthermore, the previous work in-
volved European language pairs and
relatively small training corpora. In
this paper, we describe a more tightly
integrated serial combination for the
Chinese-to-English MT task. We will
present experimental evaluation results
on the 2008 NIST constrained data
track where a significant gain in terms
of both automatic and subjective met-
rics is achieved through the tighter
coupling of the two systems.
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1 Introduction

MT systems tend to make the same errors over
and over again. A recent paper (Simard ef al.,
2007a) proposed that a phrase-based SMT sys
tem be trained on the manually post-edited
output of an RBMT system to become an
automatic post-editor for the output of that
system. Thus, the SMT system learns how to
“translate” the output of the RBMT system to
another version of these same translations that
will more closely resemble translations pro-
duced by qualified humans. In the above-cited
paper, this serial combination approach was
shown to produce large improvements in
translation performance for the English-French
language pair (both directions) compared not
only to the RBMT system but also compared
to the SMT system trained to translate directly
from the source language. However, these ex-
periments were carried out in an unusual con-
text, where a large corpus of manually cor-
rected RBMT output was available.

Simard et al. (2007b) examines the impact
of an automatic post-editor trained on more
commonly available data. The source-
language part of a bilingual parallel corpus is
input to an RBMT system, thus creating a cor-
pus where each manually produced target-
language sentence is aligned with an inde-
pendently generated automatic translation of
the same source sentence. Training an auto-
matic post-editor on this kind of corpus is
quite different from training one on a corpus
containing corrected MT output: a manually
post-edited translation will have similar word
choices and word order to the original transla-
tion, while two independently generated trans-
lations of the same text may differ radically.

The experiments in (Simard et al. 2007b)
are carried out on English-French data (both
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directions) from the 2007 Workshop on Statis-
tical Machine Translation'. SMT post-editing
significantly improves the BLEU scores of the
RBMT system for both translation directions
and for both domains tested, the News Com-
mentary domain (50K training sentence pairs)
and the Europarl domain (1.3M training sen-
tence pairs). In terms of BLEU score, the hy-
brid system and the pure SMT system are es-
sentially tied in the Europarl domain (for both
language directions), while in the News Com-
mentary domain, the hybrid system outper-
forms the pure SMT system by about 3 BLEU
points for English-to-French and by about 1.5
points for French-to-English.

These results suggest that if one has little
training data, serial RBMT-SMT combination
is the best strategy, while with more training
data, serial combination or the use of a pure
SMT system yields equivalent results. How-
ever, the BLEU score may underestimate the
advantages of serial system combination. Ta-
ble 1 shows some data from the 2007 Work-
shop on SMT (Callison-Burch et al. 2007) in-
volving an RBMT system from the company
Systran (Yang et al. 2003), and the SMT sys-
tem PORTAGE from National Research
Council Canada (Ueffing e al. 2007). The
BLEU score is shown in italics along with
human rankings of system output (for Eu-
roparl). Although the BLEU scores of the pure
SMT system and the hybrid system are nearly
identical, human evaluators ranked the hybrid
system first of eight English-to-French sys-
tems and second of seven French-to-English
systems, as compared to inferior rankings for
SMT or RBMT alone: the serial combination
makes a more favorable impression on human
evaluators than BLEU would predict.

System En—Fr; Fr—En:
(BLEU) (BLEU)
Rank/8 Rank/7
RBMT (Systran) (23.3) 6 (21.1) 6
SMT (PORTAGE) | (29.4)5 (31.2) 5
RBMT—SMT (30.1)1 (31.3)2

Table 1: BLEU score and human rankings
for En—Fr and Fr—En (SMT 2007 Europarl
data)

Dugast et al. (2007) describes similar ex-
periments for the other four language pairs in

! http://www.statmt.org/wmt07/
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the WMT 2007 evaluation: the Systran RBMT
system is serially combined with the Moses
SMT system. This paper also presents a quali-
tative analysis of the changes made by the
SMT post-editor on the RBMT output.

The experiments described above involve
European language pairs and relatively small
amounts of training data. We decided to carry
out serial combination experiments on the
Chinese-to-English translation task, for which
large amounts of training data are available.
As explained above, the serial combination is
built by first having the RBMT system trans-
late all Chinese training data into English. The
SMT component is then trained on sentence
pairs where each RBMT English output is
aligned with the English reference sentence for
the original Chinese sentence. Thus, the SMT
system is capable of “translating” RBMT out-
put into even better English.

The Chinese-English experiments were car-
ried out in the context of both the GALE pro-
ject and the 2008 NIST Chinese-to-English
MT evaluation. The integration of the two
components of the serial combination was
deepened by having the RBMT component
break its output into chunks, with some of
these chunks being annotated with a confi-
dence level; chunks with low confidence are
more likely to be changed by the SMT com-
ponent.

2 Description of RBMT System

The RBMT system in these experiments is the
Systran Chinese-English system. This system
is described extensively in (Yang et al. 2003).
In particular, it uses a rule-based word-
boundary module and a bilingual lexicon with
about 1.2M entries, containing words, expres-
sions and rules. This system is specifically
geared to translation in the domain of science
and technology. Recent evolution of this sys-
tem has focused on developing structured
markup making it possible to monitor rule ap-
plication and to interact with the rule engine
(Attnas et al 2005).

3 Description of SMT System

The SMT system in these experiments is the
PORTAGE system from the National Re-
search Council of Canada (Ueffing er al.
2007). PORTAGE is a standard phrase-based
system that carries out beam search decoding
using a loglinear model. Major features in this



loglinear model include phrase tables derived
from symmetrized IBM2 and HMM word
alignments (with a phrase length limit of seven
words), and a static 4-gram language model
(LM) trained on the Gigaword corpus using
the SRILM toolkit (Stolcke 2002). An impor-
tant feature is an adapted 4-gram LM derived
from the parallel corpus using the technique of
(Foster and Kuhn 2007); it is a linear mixture
of N-gram models trained on parallel sub-

corpora (Hong Kong Hansard, FBIS, UN, etc.).

Other features are word count and phrase-
displacement distortion. Parameter tuning of
this loglinear combination is performed using
Och's max-BLEU algorithm (Och 2003) with a
closest-match brevity penalty. Decoding uses
the cube-pruning algorithm of (Huang and
Chiang 2007) with a seven-word distortion
limit.

4 Annotating RBMT Qutput

The output of the RBMT system is broken
into annotated “chunks”; some of these chunks
have confidence values assigned to them. The
annotations come from several steps of the
RBMT translation process. Currently, the fol-
lowing five types of chunk are annotated:

« Named entities, dates, numbers, efc.
(one chunk type) — a confidence value
is assigned based partly on how well
the hypothesized entity matches
source-language entity patterns and
partly on the extent to which the entity
matches entries in the bilingual lexi-
con (e.g., a hypothesized compound
proper name is assigned a higher con-
fidence if it is made up of individual

proper names).

*  Unknown words or unlikely sequence
of short words (two different chunk
types) — unknown words identify
words that are not in the lexicon or
that have no meaning. For Chinese,
unknown words are rare since any ex-
pression can be decomposed into sin-
gle characters, each of which is almost
always a possible word. However, a
sequence of single-character words is
unlikely in Chinese and such a se-
quence is also detected and annotated.

*  ‘Strong’ rules output — two different
chunk types identifying e.g., rules
based on a long distance syntactic re-
lationship, or a long multiword ex-
pression. These chunks are very reli-
able.

This information is passed on to the SMT
system in two different ways. In both methods,
each chunk output by the RBMT consists of a
translation into the target language and a prob-
ability for this translation. The SMT decoder
hypothesizes both the translation provided in
the RBMT output and translations provided by
the phrase tables. The translation yielding the
highest overall sentence score will be the one
chosen. The two different ways of using the
markup are:

1. The information in the chunk is in-
serted into the phrase table with the
given probability, which replaces any
other probability for that phrase pair.

2. As in 1, but in addition, each chunk
type is defined as a decoder feature
outputting a confidence value. The
weight assigned to this feature is

RBMT output

<rule><entity type="HUMANS" confidence="1"><expression type="1">US Sec-
retary of State Powell</expression></entity></rule> the other day the visit which
carried on to <entity type="GPE" confidence="1">Russia</entity> is still a public
opinion widely attention focal point.

Input to baseline SMT:

us secretary of state powell the other day the visit which carried on to russia is
still a public opinion widely attention focal point .

Output of baseline:

us secretary of state colin powell said the other day visit to russia is still a wide
public opinion focus .

Input to SMT (markup

<rule target="us secretary of state powell" prob="1">us secretary of state pow-

strategy 1B): eli</rule> the other day the visit which carried on to <rule target="russia"
prob="1">russia</rule> is still a public opinion widely attention focal point .

Output from SMT | us secretary of state powell 's visit to russia is still a public opinion generally fo-

( markup strategy 1B): | cus of attention .

Reference: u.s. secretary of state powell 's recent visit to russia remains a focus of wide-

spread public opinion .

Table 2: Example sentence from the test set showing annotated RBMT output and its use in SMT.
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found by the optimization algorithm
(see Sec.3).
Orthogonal to these two approaches, we must
decide whether to use
A. all five types of chunks
B. or only those chunks that have confi-
dence values associated with them.
In strategy B, each chunk’s confidence value
is used directly; in strategy A, missing confi-
dence values are assigned manually.

5 Experiments

5.1

Recent work has focused on computation of a
consensus translation from the outputs of mul-
tiple MT systems (Matusov et al. 2006, Rosti
et al. 2007). This approach to system combina-
tion was applied to Chinese-English data
available within the DARPA-sponsored GALE
project by researchers at RWTH. One of the
systems in the RWTH system combination is
itself a combination: our hybrid RBMT—SMT
(Systran—PORTAGE) system. This version of
the hybrid system had loosely coupled compo-
nents (confidence information isn’t output by
the RBMT). The other systems in this “paral-
lel” combination were all pure SMT systems.
In earlier experiments, an attempt had been
made to include the RBMT system (Systran)
by itself, but it always received a negligible
weight in the parallel system combination.
Although the RBMT—SMT hybrid system
is not the best among the systems combined,
as measured either by BLEU score or TER
score, it is always assigned a heavy weight by
the system combination algorithm (usually the
heaviest weight). Since the heavy weights as-
signed to the RBMT—SMT system could be
dismissed as an artifact, experiments were also
done (using 554 newswire sentences as test
data) in which one system at a time was
dropped from the five-way system combina-
tion. The results are shown in Table 3 for
case-sensitive BLEU and TER (high BLEU
and low TER are desirable). Note that in addi-
tion to RBMT—SMT we also trained a “di-
rect” Chinese-English system using the same
SMT  software (PORTAGE). When
RBMT—SMT is dropped, the system combi-
nation performs worse by 0.9 BLEU and 2.6
TER. This performance drop is worse than that
caused by dropping any other single system.
One may infer that despite its unremarkable
BLEU and TER scores taken in isolation, the

GALE system combination
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RBMT—SMT serial combination provides
information that complements that of the other
systems (which were all SMT systems).

Description BLEU TER
All (system comb). 17.0 65.4
drop PORTAGE 17.0 64.9
drop system 1 17.2 65.0
drop system 2 17.2 65.6
drop system 3 16.6 65.4
drop 16.1 68.0
Systran—PORTAGE

Table 3: “drop-one” in GALE system combi-
nation.

5.2

We experimentally evaluated the methods for
using markup proposed in Section 4 above on
the so-called constrained data track for Chi-
nese-English of the 2008 NIST MT evaluation.
The evaluation was carried out on the test sets
from 2004 and 2008. Table 2 shows an exam-
ple sentence from the test set. The first row
presents the RBMT output in which different
chunks are annotated as described in Section 4.
This annotation can be nested as the first
chunk shows. In this example, both chunks are
assigned confidence 1. Note that other chunks
in the RBMT output have lower confidence,
and many of them are not annotated with con-
fidence at all.

The RBMT system has recognized that “US
Secretary of State Powell” is a human with
confidence 1, and also a multiword expression.
This markup in the RBMT output is stripped
off before being input to the baseline SMT
system. The example also shows the input to
the SMT system under markup strategy 1B
described in Section 4, and the output from
that strategy. Finally, a reference translation is
shown. Note that the baseline system inserted
two spurious words, “colin” and “said” into
the translation. By contrast, when markup
strategy 1B was applied, the SMT system de-
cided to retain the expression “us secretary of
state powell” passed to it in the RBMT output
(and this had the side-effect of removing the
spurious word “said” and generating a better
translation for the rest of the sentence).

Table 4 presents the results of the four dif-
ferent ways of using the markup of the RBMT
output described in Section 4, along with base-
line results without markup. The results show
that the hybrid system is improved through the

Markup experiments




use of markup. There is no clear preference for
one of the two approaches to using the markup
(phrase table insertion only vs. decoder fea-
ture). However, it is clear that using only the
chunks with assigned confidence performs
better than the use of all chunk types. This
might be due to the fact that the chunks with
assigned confidence include many named enti-
ties which are particularly hard to translate for
MT systems. Thus, having confidence values
expressing the reliability of the translations
improves the hybrid system significantly.

Description NIST04 NISTO08

Baseline (no markup) | 34.0 25.0

Phrase table insertion of markup (approach
1,p.3)

All markup (A) 34.6 24.7
Only markup with 35.0 25.8
confidence (B)

Markup as decoder feature (approach 2, p.3)

All markup (A) 34.4 253
Only markup with 34.6 26.0
confidence (B)

Table 4 Translation quality in terms of
BLEU score on NIST data

In addition to the automatic evaluation, we
had an English native speaker manually assess
the translations of the first 100 sentences of
the 2004 test set for the baseline and “strategy
1B” output. Outputs were shuffled for each
sentence to get reliable blind evaluation of the
two systems. Fluency and adequacy were
judged on a scale of 0-5 (O=worst, 5=best).
The results are shown in Table 5, and they
support the outcome of the automatic evalua-
tion: the hybrid system which uses the markup
is significantly preferred to the one which does
not use the markup. The evaluation scores for
fluency and adequacy increase by 10% and
13% relative, respectively. The table also
shows which of the two translations receives a
higher evaluation score, and this clearly indi-
cates the superiority of the system with
markup: in a third of all cases, this system was
judged better than the baseline serial combina-
tion system.

Fluency Adequacy
Baseline (no markup) 1.9 22
Strategy 1B 2.1 2.5 (+13%)
(+10%)
Comparison no markup | 10/58/32 6/64/30
vs. strategy 1B:
1B worse/equal/better
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Table 5 NIST04 — Qualitative human
evaluation

5.3 Participation in NIST MT 2008

Both the pure statistical system PORTAGE
and the serial combination
Systran—PORTAGE (with markup strategy
1B) participated in the 2008 NIST Chinese-
English MT evaluation. Both systems were
trained on data from the constrained data track
(thus, to create the Systran—PORTAGE sys-
tem all the Chinese constrained-track training
data was translated by Systran, and the English
output aligned with the English references was
then used to train PORTAGE). Both systems
placed roughly in the middle of competing
systems according to BLEU score, with
PORTAGE obtaining a score of 24.58 and
Systran—PORTAGE obtaining a score of
25.23. (Internal tests of Systran alone on the
same data give 18.21). However,
Systran—PORTAGE excelled according to an
important human evaluation metric. In cases
where human evaluators had ranked a trans-
lated sentence sufficiently highly, they were
asked an additional question as to whether the
translation captured all the needed information.
Systran—PORTAGE obtained the highest
number of “yes” answers (35.82% of all sen-
tences) among all 14 Chinese-English systems
evaluated.

6 Discussion and Future Work

In this paper, we built on earlier work showing
the advantages of coupling RBMT and SMT in
a serial combination RBMT—SMT where the
SMT system “translates” output from the
RBMT system into the target language. The
conclusions to be drawn about the perform-
ance of our serial system combination
Systran—PORTAGE depend on whether one
consults automatic metrics like BLEU or
scores assigned by human evaluators. Accord-
ing to BLEU, Systran—PORTAGE is typi-
cally superior to Systran alone and roughly




tied with PORTAGE (if enough data are avail-
able to train the latter). According to human
evaluators, however, Systran—PORTAGE is
clearly superior to either of its “parents”. This
can be seen from the results in (Callison-Burch
et al. 2007) and from the fact that
Systran—PORTAGE placed first among all
systems according to the “additional qualita-
tive question” metric in the NIST 2008 Chi-
nese-English MT evaluation (PORTAGE
alone did not do well according to this metric;
Systran alone was not evaluated, but has a
BLEU score low enough to ensure it would
have done poorly). Another result of this paper
(in Section 5.1) is that the hybrid system ap-
pears to contribute information complemen-
tary to that provided by pure SMT systems, as
judged by its important contribution to a “par-
allel combination” system.

Why does Systran—PORTAGE yield supe-
rior translations to those produced by either
Systran or PORTAGE on its own? We have
not yet conducted a thorough study to answer
this question. However, our perception is that
Systran’s syntactic rules preserve structure and
allow long-distance movement of constituents.
On the other hand, this system has a weak
model of the target language (English), yield-
ing disfluencies. Post-editing by PORTAGE
preserves syntactically motivated rearrange-
ments while correcting disfluencies in the out-
put and making more appropriate lexical
choices. Although we have not systematiccally
studied this behaviour, we have observed it in
several examples, such as the one shown in
Table 6.

Descrip- Sentence

tion

Chinese | e BER HE & B8O KW R
BORE M 3B kB B9 RS,

Systran What the EU officials most were
worried now is soon the migra-
tory bird which flies back from
Affica.

PORT- EU officials are most concerned

AGE about is coming from Africa flew
back to the migratory birds.

Systran— | The EU officials are most wor-

PORT- ried about the migratory birds

AGE that fly back from Africa.

Table 6: three translations of a Chinese sen-
tence
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The main purpose of the current paper is to
show that tighter integration of the two sys-
tems further improves the hybrid system, both
in terms of automatic and human evaluation.
This was achieved by having the RBMT sys-
tem (Systran) mark up its output in such a way
that the SMT system (PORTAGE) could dis-
tinguish between more and less reliable
chunks in the output.

The integration of the two systems could be
further deepened, e.g., by passing on more
complex annotation between the two systems,
or by exploring the fact that source and target
language for the SMT system are the same.
This provides an interesting alternative to
training data gigantism: rather than using ever
more data, we make better use of existing data.

Moreover, the two combined MT paradigms
can benefit from each other. For instance, the
RBMT confidence estimation could be data-
driven, and the SMT post-editing could be
constrained by basic linguistic rules.
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