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Abstract of opinions and their properties is important, dis-
, o course interpretation is needed as well. It is by un-
This work proposespinion framesas a derstanding the passage as a discourse that we see

representation of discourse-level associa- edgy like a box computery andmany buttonss
tions which arise from related opinion top-  gescriptions of the type of desigh does not pre-
ics. We illustrate hovopinion frameshelp  fo; andhand-held organic shapeandsimple de-
gather more information and also assist  gjgnsas descriptions of the type he does. These de-
disambiguation. Finally we presentthe re-  gerintions are not in general synonyms/antonyms
sults of our experiments to detect these as-  of gne another; for example, there are hand-held
sociations. “computery” devices and simple designs that are
edgy. The unison/opposition among the descrip-
tions is due to how they are used in the discourse.
Opinions have been investigated at the phrase, sen-This paper focuses on such relations between
tence, and document levels. However, little workhe targets of opinions in discourse. Specifically, in
has been carried out regarding interpreting opirthis work, we propose a schemeagfinion frames
ions at the level of the discourse. which consist of two opinions that are related by
Consider the following excerpt from a dialogvirtue of having united or opposed targets. We
about designing a remote control for a televisiorargue that recognizing opinion frames will pro-
(the opiniontargets— what the opinions are aboutvide more opinion information for NLP applica-
— are shown iritalics). tions than recognizing individual opinions alone.
1) D+ And | thoughtnot too edgyandiike a box more Further, if there is un_certaint_y _about any one of the
kind of hand-heldnot ascomputeryyeah,more or- ~ COmponents, we believe opinion frames are an ef-
ganic shapd think. Simple designs, like the last one fective representation incorporating discourse in-
we just sawnot too many buttons formation to make an overall coherent interpreta-
SpeakerD expresses an opinion in favor of ation (Hobbs et al., 1993). Final!y, we als_o_report
design that is simple and organic in shape, antpe first results of expe_rlments in recognizing the
against an alternative design which is not. SeverQésence of these opinion frames.
individual opinions are expressed in this passage. e introduce our data in Section 2, present
The firstis a negative opinion about the design be2Pinion framesn Section 3 and illustrate their util-
ing too edgy and box-like, the next is a positive'ty in Section 4. Our experiments are in Section 5,

opinion toward a hand-held design, followed by 6{elated work is discussed in Section 6, and conclu-

negative opinion toward a computery shape, arg{ons are in Section 7.
so on. While recognizing individual expressions2 Data

1 Introduction

This research was supported in part by the Department of . . .
Homeland Security under grant NO00140710152. The data used in this work is the AMI meet-

{© 2008. Licensed under theCreative Commons ing corpus (Carletta et al., 2005) which con-
Attribution-Noncommercial-Share Alike 3.0 Unporteld . It dal di f .
cense  (http://creativecommons.org/licenses/by-ng-88/ tains muiti-modal recordings of group meetings.
Some rights reserved. Each meeting has rich transcription and seg-
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ment (turn/utterance) information for each speaker. | SPSPsame, SNSNsame, APAPsame, ANANsame,
( ). P SPAPsame, APSPsame, SNANsame, ANSNsame,
Each utterance consists of one or more sentences. SPSNalt, SNSPalt, APANalt, ANAPalt,

We also use some of the accompanying manual an-| SPANalt, SNAPalt, APSNalt, ANSPalt

n ions (lik ; n ir f r in r SPSNsame, SNSPsame, APANsame, ANAPsame,
otatp S ( e.adjace c_y pa S) as features ou SPANsame, APSNsame, SNAPsame, ANSPsame,
machine learning experiments. SPSPalt, SNSNalt, APAPalt, ANANalt,

SPAPalt, SNANalt, APSPalt, ANSNalt

3 Opinion Frames .
Table 1: Opinion Frames

In this section, we lay out definitions relating to

opinion frames, illustrate with examples how thes_e The alternative relation holds between targets

are manlfested'm our data, gnd consider them Wat are related by virtue of being opposing (mu-
the context of discourse relations. tually exclusive) options in the context of the dis-
course. For example, in the domain of TV remote
controls, the set of all shapes are alternatives to
The components of opinion frames are individuahne another, since a remote control may have only
opinions and the relationships between their tagne shape at a time. In such scenarios, a positive
gets. Following (Wilson and Wiebe, 2005; So-gpinion regarding one choice may imply a nega-
masundaran et al., 2007), we address two types §fe opinion toward competing choices, and vice
opinions,sentimenendarguing versa. Objects appear as alternatives via world and
Sentimentincludes pOSitive and negative eval'domain know|edge (for examp|e’ Shapes of a re-
uations, emotions, and judgment#rguing in-  mote): the context of the discourse (for example,
cludes arguingor or againstsomething, and argu- Hillary Clinton and Barak Obama are alternatives
ing that something should or should not be done. iy discussions of the primaries, but not in discus-
Opinions have olarity that can bgoositiveor  sjons of the general election); and the way the ob-
negative ! Thetarget of an opinion is the entity or jects are juxtaposed while expressing opinions (for
proposition that the opinion is about. We establiskhstancehand-heldandcomputeryin Example 1).
relations between targets, in the process relating while sameandalternativeare not the only pos-
their respective opinions. We address two types @fiple relations between targets, they commonly oc-
relations,sameandalternative cur in task-oriented dialogs such as those in the
The same relation holds between targets thaidata we use.
refer to the same entity, property, or proposi- Now that we have all the ingredients, we can
tion. Observing the relations marked by andefine opinion frames. Amopinion frame is de-
notators, we found thasame covers not only fined as a structure composed of two opinions and
identity, but also part-whole, synonymy, genertheir respective targets connected via their target
alization, specialization, entity-attribute, instantelations. With four opinion type/polarity pairs
tiation, cause-effect, epithets and implicit back{SNSP,AN,AP), for each of two opinion slots, and
ground topic, i.e., relations that have been studiegvo possible target relations, we have 4 * 4 * 2 =
by many researchers in the context of anaphora agg types of frame, listed in Table 1.
co-reference (e.g. (Clark, 1975; Vieira and Poe-
sio, 2000; Mueller and Strube, 2001)). Actually,3-2 Examples
samerelations holding between entities often in-\We will now illustrate how the frames are applied
volve co-reference (where co-reference is broadlyith the following meeting snippets from the AMI
conceived to include relations such as part-wholmeeting corpus. In our examples, the lexical an-
listed above). However, there are no morphoehors revealing the opinion type (as the words are
syntactic constraints on what targets may be. Thumiterpreted in context) are indicated lold face
samerelations may also hold between adjectiveThe text span capturing the target of the opinion
phrases, verb phrases, and clauses. An instance(a$ interpreted in context) is indicateditalics. To
this is Example 1, where theametarget relation make it easier to understand the opinion frames,
holds between the adjectiveslgyandcomputery  we separately list each opinion, followed by the
—Y _ _ major relation between the targets and, in paren-
Polarity can also beeutral or both (Wilson and Wiebe, . .
2005), but these values are not significant for our opiniorliheses’ the relevant subtype of the major relation.
frames. In the passage below, the speakeexpresses

3.1 Definitions
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his preferences about the material for the TV res3 - t4 same (t4 partof t3)
mote. t5-11 same (identity)

(2)  Di ... this kind of rubbery materialts a bitmore — Target [t2] is the set of two leading remotes; [t3],
bouncy, like you said they get chucked around alot. .~ < . . .
A bitmore durable andthat? can also bergonomic - Which is in asamerelation with [t2], is one of those
andit kind of feelsa bit different from all the other  remotes. Target [t4], which is also insamerela-

remote controls tion with [t3], is a part of that remote, namely its

Opinion Span - target Span Type buttons. Thus, opinion O3 is directly about one of
O1bit more bouncy - it's [t1] SP the remotes, and indirectly about the set of both re-
O2bit more durable - ellipsis [t2] SP

03 ergonomic- that [t3] motes. Similarly, O4 is dlrgctly about the buttons
O4 a bit different from all the other remote - it [t4] SP of one of the remotes, and indirectly about that re-

Target - target  Rel mote itself. The assessments at different levels ac-

t1-t2 same (ellipsis) crue toward the analysis of the main topic under
t3-t4 same (identity) . .
t1-1t3 same (identity) consideration.

N _ . Moving on to alternative (alt) relations, con-
The speaker’s positive sentiment regarding thgider the passage below, where the speaker is ar-
rubbery material is apparent from the text spanguing for the curved shape.

bit more bouncy (SentimentPositive or SP) bit
more durable (SP),ergonomic(SP) anda bit dif-
ferent from all the other remote controls (SP).
As shown, the targets of these opiniotitss ([t1],

4) C:: ... shapesshould be curved so round shapes.
Nothing square-like

C:: ... Soweshouldn’t have toosquare cornersnd

that [t3], andit [t4]) are related by theamerela- that kind of thing.
tion. The ellipsis occurs witit more durable. B:: Yeah okay.Not the old box look.
Ta_rg_et [t2] represents the (implif:it) target of thatopinion Span - target Span Rel
opinion, and [t2] has @amerelation to [t1], the 0O1should be- curved]tl] AP

i ini in. O2Nothing - square-like[t2] AN
ftarget of thebit more bouncy opinion. The opin O3 shouldn't have - square cormerd3] AN
ion frames occurring throughout this passage ag4too - square cormerst3)] SN
all SPSPsamdenoting that both the opinion com- O5Not - the old box looKt4] AN
ponents are sentiments with positive polarity witt6 the old boxlook- the old box looKt4] SN

a samerelation between their targets. One framdarget - target  Rel

- lternati
occurs between O1 and O2, another between Q3.3 §aﬁ{2"§s'§,2§iﬂcaﬂon)
and O4, and so on. t3 - t4 same (epithet)
Example 2 illustrates relatively simptamere- Opinion O1 argues for a curved shape, O2 ar-

lations between targets. Now let us consider thg es against a square shape, and O3 argues against
more involved passage below, in which a meetingy are corers. Note thauare comerss also

participant analyzes two leading remotes on thge target of a negative sentiment, O4, expressed

market. here bytoo. Opinion O5 argues against the old

(©)] D:: These are twéeading remote controlsat the mo- _bOX _IOOk- In addition, t_he wordingld bO_X look
ment. You knowtheyre grey, this ones gotloads of  implies a negative sentiment — O6 (we list the tar-

buttons, it's hard to tell from here whatheyactually get span as “old box look,” which refers to the look
do, andtheydon't look very exciting at all. ) !
of having square corners).

Opinion Span - target Span Rel There is analt relation between [t1] and [t2].
8; ;23'?%';[3?‘9 controlgtl] gE Thus, we have an opinion frame of typd>ANalt
O3loads of buttons- this oneft3] SN between O1 and O2. From this frame, we are able
O4hard to tell - they[t4] SN to understand that a positive opinion is expressed
O5don’tlook very exciting at all - they[t5] SN toward something and a negative opinion is ex-
Target-target  Rel pressed toward its alternative.

t1-t2 same (identity)

t2-t3 same (t3 subset of t2)

3.3 Link Transitivity

“Note that the “that” refers to the property of being\when individual targets are linked, they form a
durable; however, as our annotation scheme is not hierarchi, _. . . .
cal, we connect it to the entity the opinion is about — in this,Cham'IIke structure. Due to this, a connecting path
case the rubbery material. may exist between targets that were not directly
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linked by the human annotators. This path can belation between the clauses containing opinions
traversed to create links between new pairs of tabit more durable (O2) andergonomic (O3), as
gets, which in turn results in new opinion framewell as between the clauses containing opinions
relations. ergonomic (O3) anda bit different from all the

Let us illustrate this idea with Example 4. Theother remote controls (O4). All of our opinion
frames with direct relations ar®102 APANalt frames for this passage are of tyB®SPsamea
By following thealt link from [t1] to [t2] and the reinforcing frame type. This passage illustrates
samelink from [t2] to [t3], we have aralt link the case in which discourse relations nicely corre-
between [t1] and [t3], and the additional framespond to opinion frames. The opinion frames flesh
0103 APANaltand O104 APSNalt Repeating out the discourse relations: we have lists specifi-

this process would finally link speak€’s opinion cally of positive sentiments toward related objects.

O1 with B’s opinion 06 via aAPSNaltframe However, opinion-frame and discourse-relation
. i . ) schemes are not redundant. Consider the following
Simple recipes such as this can be used by agyree passages.

plications such as QA to gather more information
from the discourse (el) Non-reinforcing opinion frame (SNSPsame); Con-

trast discourse relation
D:: ... I draw for you thisschemahat can be maybe
3.4 Frame Types too technical for you but isvery important for me

In our corpus, we found that the 32 frames of Ta-
ble 1 can be categorized into two functional typese2) Reinforcing opinion frame (SNAPalt); Contrast
reinforcing framesandnon-reinforcing frames discourse relation _

. . D:: not too edgyand likea box more kind of hand-

The set of frames that occur in scenarios where held
the speaker intends to fortify eginforcehis opin- o . _
ion/stance are calleceinforcing frames. These (€3) Reinforcing opinion frame (SPSPsame); no dis-
. course relation

are the ones in the top row of the Table 1. Note that ... theywant something that'®asier to usestraight
these frames cover all opinion types, polarities and away,more intuitiveperhaps.
target relations. It is the particular combination of

these frame components that bring about the rein- In bort]h el a”?' _e2, _the d|sco“urse rerl\apor;” be-
forcement of the opinion in the discourse. tween the two opinions isontrast(‘too technica

On the other hand, the frames at the bottom ro contrast_ed with D/_ery Important ,_an:j not tpo
of the table arenon-reinforcing. In our corpus, edgy and like a box” is contrasted with “more kind
{hand—held”). However, the opinion frame in el

these frames occur when a speaker is ambivaleR SNSP hich i inforcing f
or weighing pros and cons. IS samewhich is a non-reinforcing frame,

Example 2 is characterized by opinion framegvhiIe the opinion frame in e2 i§NAP§I1_ which
5 a reinforcing frame. In e3, the opinion frame

in which the opinions reinforce one another — th . .
is, individual positive sentiments (SP) occurrin}OIds between targets within a subordinated clause

throughout the passage fortify the positive regar&e asier .to usean.d more mtwtwgare tW,O deS|_red
for the rubbery material via theametarget rela- ta_lrgets), most qhsc_ourse tr_\eorl_es don't predict any
tions and the resultingPSPsam&ames. d|sc(5:ourse"relat|onk|_n this sm;a'gor;]. h
Interestingly, interplays among different opin- >enerally speaking, we Tin t_ gtt ere are not
ion types may show the same type of reinfomet_jeflnltlve mappings between opinion frames and

ment. For instance, Example 4 is characterized e relations of popular discourse theories. For ex-

mixtures of opinion types, polarities, and target re- mple,l HOb?S: (H?bbs fet aI.,§l9g§9)ntAa::;)0\|/-
lations. However, the opinions are still unified in"s at least four of our frameSPSPalt alt

the intention to argue for a particular type of shapéé‘PA'\lSam'3SPSNS&W}e while, for instance, our
SPSPsam@rame can map to both tredaboration

3.5 Discourse Relations and Opinion Frames andexplanationrelations.

Opinion-frame recognition and discourse interprez1r
tation go hand in hand; together, they provide
richer overall interpretations. For example, conThis section argues for two motivations for opinion
sider the opinion frames and the Penn Discourdeames: they may unearth additional information
Treebank relations (Prasad et al., 2007) for Exaver and above the individual opinions stated in
ample 2. PDTB would see kst or conjunction the text, and they may contribute toward arriving

Benefits of Discourse Opinion Frames
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| Positive] _ Negaive the number of negative opinions is higher. The
Counting only individual opinions

Accepted ftems| 120 0 top section of Table 2 shows a contingency ta-
Rejected ltems 9 12 ble of counts of positive/negative opinions for ac-
individual + opinions via Reinforcing Opinion framds cepted/rejected items for 5 AMI meetings.

Accepted Items| 252 63 :
Rejected ltems | 22 26 Then we counted the number of reinforc-

ing opinions that were expressed regarding these
Table 2: Opinion Polarity Distribution for Ac- items. This meant also counting additional opin-
cepted/Rejected Items ions that were related via reinforcing frames. The
bottom section of Table 2 shows the counts when
pe reinforcing frames are considered. Compared
o the counts of only individual opinions, we see
that the numbers in each cell have increased, while
4.1 Gathering More Information maintaining the same pattern of distribution.
. . i Thus, in effect we have procured more instances
Frame relations provide a mechanism to relatgf opinions for the items. We believe this added

opinions expressed in non-local contexts - thf‘hformation would help applications like meeting

opinion may occur elsewhere in the discourse, b%‘hmmarizers and QA systems to make more in-
will become relevant to a given target due to a re;

) : . ormed decisions.
lation between its target and the given target. For
inst_ance, in Example 3, there is one direct evaljr_2 Interdependent Interpretation
uation of the leading remotes (O1) and two eval-
uations via identity (02, O5). Following framesWe believe that our opinion frames, anaphoric re-
constructed via t2-t3 and t3-t4, we get two mordations and discourse relations can symbiotically
opinions (O3 and O4) for the leading remotes.  help disambiguate each other in the discourse. In
Furthermore, opinions regarding something nd@articular, suppose that some aspect of an individ-
lexically or even anaphorically related can beual opinion, such as polarity, is unclear. If the dis-
come relevant, providing more opinion informa-course suggests certain opinion frames, this may in
tion. This is particularly interesting wheait re-  turn resolve the underlying ambiguity.
lations are involved, as opinions towards one alter- Revisiting Example 2 from above, we see that
native imply opinions of opposite polarity towardout of context, the polarities dfouncy and dif-
the competing options. For instance in Example 4gerent from other remotes are unclear (bounci-
if we consider only the explicitly stated opinions,ness and being different may be negative attributes
there is only one (positive) opinion, O1, about thdor another type of object). However, the polari-
curved shape. However, the speaker expresses stgs of two of the opinions are cleadyrable and
eral other opinions which reinforce his positivity ergonomic). There is evidence in this passage of
toward the curved shape. Thus, by using the fran@iscourse continuity ansamerelations such as the
information, it is possible to gather more opiniongpronouns, the lack of contrastive cue phrases, and
regarding curved shapes for TV remotes. so on. This evidence suggests that the speaker ex-
As a simple proof of concept, we counted thepresses similar opinions throughout the passage,
number of positive and negative opinions towardgnaking the opinion fram&PSPsamenore likely
the items that were accepted or rejected in théroughout. Recognizing the frames would resolve
meetings (information about accepted and rejectdbie polarity ambiguities dfouncy anddifferent.
items is obtained from the manual abstractive sum- In the following example (5), the positive senti-
maries provided by the AMI corpus). Counts arenent (SP) towards thiis and the positive arguing
obtained, over opinions manually annotated in théAP) for theit are clear. These two individual opin-
data, for two conditions: with and without frameions can be related bysaméalt target relation, be
information. The items in our meeting data areunrelated, or have some other relation not covered
mainly options for the new TV remote, which in- by our scheme (in which case we would not have
clude attributes and features like different shapes, relation between them). There is evidence in the
materials, designs, and functionalities. We obdiscourse that makes one interpretation more likely
served that for the accepted items, the number ¢fian others. The “so” indicates that the two clauses
positive opinions is higher and, for rejected itemsare highly likely to be related by @ausediscourse

at a coherent interpretation (Hobbs et al., 1993) c%
the opinions in the discourse.
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relation (PDTB). This information confirms a dis- | content Word overlap between the sentence pair
Focus space overlap between the sentence pair

course continuity, as well as makes a reinforcing| anaphoric indicator in the second sentence
scenario likely, which makes the reinforcing frame | Time difference between the sentence pair

SPAPsamaighly probable. This increase in like- | Numper of intervening sentences :
Existence of adjacency pair between the sentence |pair

lihood will in turn help a coreference system to in- | gag of words for each sentence

crease its confidence that the “that” and the “it’ o _
co-refer. Table 3: Features for Opinion Frame detection

(5) B :: ... andthiswill definitely enhance our market ] o
sales so we shouldakeit into consideration also.  Link transitivity is then used to connect targets that

are not explicitly linked by the annotators.

Opinion Span - target Span Rel .

O1definitely enhance our market sales this [t1] SP All annotat|on§ were performed by two of the
0250 we should it [t2] AP co-authors of this paper by consensus labeling.
Target - target  Rel The details of our annotation scheme and inter-
t1-t2 same (identity) annotator agreement studies are presented in (So-

masundaran et al., 2008).

Once the individual frame components are an-
There has been much work on recognizing indinotated, conceptually, a frame exists for a pair of
vidual aspects of opinions like extracting individ-CPinions if their polarities are eithggositive or
ual opinions from phrases or sentences and recoggdativeand their targets are insameor alt rela-
nizing opinion type and polarity. Accordingly, in tion. For our experlm_ents,. |fa path exists 'between
our machine learning experiments we assume orQ¥0 targets, then their opinions are considered to
cle opinion and polarity information. Our experi-P€ Participating in an opinion-frame relation.
ments thus focus on the new question: “Given two The experimental data consists of pairs of opin-
opinion sentences, determine if they participate ilPn sentences and the gold-standard information
anyframe relation.” Here, an opinion sentence is ¥/hether there exists a frame between them. We
sentence containing one or more sentiment or adPProximate continuous discourse by only pair-
guing expression. In this work, we consider framdg sentences that are not more than 10 sentences
detection only between sentence pairs belonging #Part. We also filter out sentences that are less than

5 Experiments

the same speaker. two words in length in order to handle data skew-
ness. This filters out very small sentences (e.g.,
5.1 Annotation of Gold Standard “Cool.”) which rarely participate in frames. The

Creating gold-standard opinion-frame data is ac@XPeriments were performed on a total of 2539

complished by annotating frame components arentence pairs, of which 551 are positive instances.

then building the frames from those underlying an-
notations. g ying 5.2 Features

We began with annotations created by SomaFhe factor that determines if two opinions are
sundaran et al. (2007), namely four meetingselated is primarily the target relations between
of the AMI meeting corpus annotated feenti- them. Instead of first finding the target span for
mentandarguing opinions (text anchor and type). each opinion sentence and then inferring if they
Following that annotation scheme, we annotateshould be related, we directly try to encode target
an additional meeting. This gave us a corpus dtlation information in our features. By this ap-
4436 sentences or 2942 segments (utterances). YWeach, even in the absence of explicit target-span
added attributes to the existing opinion annotanformation, we are able to determine if the opin-
tions, namelypolarity andtarget-id Thetarget- ion sentence pairs are related.
id attribute links the opinion to its local target We explored a number of features to incorpo-
span. Relations between targets were then ann@te this. The set that give the best performance
tated. When a newly annotated target is similar (care listed in Table 3. Theontent word overlap
opposed) to a set of targets already participating ifeature captures the degree of topic overlap be-
samerelations, then theame(or alt) link is made tween the sentence pair, and looks for target re-
only to one of them - the one that seems most natlations via identity. Thdocus space overlafea-
ral. This is often the one that is physically closestture is motivated by our observation that partici-
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Acc. | Prec. | Recall| F-measure| it tg the baseline which has comparable accuracy,
False 78.3% 0%

Distribution | 66% | 21.7% | 21.7% |  21.4% namely Distribution, we see that our system im-
Random 50.0% | 21.5% | 49.4% | 29.8% proves in f-measure by 24 percentage points.
True 21.7% | 21.6% | 100% | 35.5%

Our results are encouraging - even using simple
features to capture target relations achieves consid-
Table 4: Automatic Detection of Opinion Frameserable improvement over the baselines. However,
there is much room for improvement. Using more

pants refer to an established discourse topic wit detailed target and discourse information promises

out explicitly referring to it. Thus, we construct a 0 further improve system performance. These are

. gvenues for future work.
focus space for each sentence containing recently

used NP chunks. The feature is the percent OVEE  Related work
lap between the focus spaces of the two opinion

sentences. Thenaphoric indicator featurehecks Evidence from the surrounding context has been
for the presence of pronouns suchigndthat ysed previously to determine if the current sen-
in the second sentence to account for target relgence should be subjective/objective (Riloff et al.,
tions via anaphora. Theme differencebetween 2003; Pang and Lee, 2004) and adjacency pair in-
the sentences and timeimber of intervening sen- formation has been used to predict congressional
tencesare useful features to capture the idea thajptes (Thomas et al., 2006). However, these meth-
topics shift with time. Theexistence of an adja- ods do not explicitly model the relations between
cency pair® between the sentences can clue thgpinions. An application of the idea of alterna-
system that the opinions in the sentences are rgye targets can be seen in Kim and Hovy’s (2007)
lated too. Finally, standarbdag of wordsfeatures work on election prediction. They assume that if
are included for each sentence. a speaker expresses support for one party, all men-
tions of the competing parties have negative po-
53 Results larity, thus creating automatically labeled training
We performed 5-fold cross validation experimentsgata.
using the standard SVMperf package (Joachims, |n the field of product review mining, sentiments
2005), an implementation of SVMs designedand featuresaspects have been mined (Popescu
for optimizing multivariate performance measuresand Etzioni, 2005), where the aspects correspond
We found that, on our skewed data, optimizing ofio our definition of targets. However, the aspects
F-measure obtains the best results. themselves are not related to each other in any
Our system is compared to four baselines in Teashion.
ble 4. The majority class baseline which always polanyi and Zaenen (2006), in their discussion
guesses false-@lsg has good accuracy but zerogn contextual valence shifters, have also observed
recall. The baseline that always guesses ffoed]  the phenomena described in this work - namely
has 100% recall and the best f-measure among thgat a central topic may be divided into subtopics
baselines, but poor accuracy. We also constructed order to perform evaluations, and that discourse
a baseline that guesses true/false over the test s@{icture can influence the overall interpretation of
based on the distribution in the training daiy-  valence. Snyder and Barzilay (2007) combine an
tribution). This baseline is smarter than the Otheégreement model based on contrastive RST rela-
baselines, as it does not indiscriminately guess amyns with a local aspect model to make a more
one of the class. The last basellRandonguesses jnformed overall decision for sentiment classifi-
true 50% of the time. cation. In our scheme, their aspects would be
The bottom row of Table 4 shows the perforre|ated assameand their high contrast relations
mance of our systenSfsten  The skewness of \would correspond to the non-reinforcing frames
the data affects the baselines as well as our syspSNsameSNSPsame Additionally, our frame
tem. Our system beats the best baseline f-meastyegations would link the sentiments across non-

by over 10 percentage points, and the best basgdjacent clauses, and make connectionsltitar-
line precision by 14 percentage points. Comparinget relations.

System 67.6% | 36.8% | 64.9% 46%

3Adjacency Pairs are manual dialog annotations available With regqrd to meetlng.s, the most closely re-
in the AMI corpus. lated work includes the dialog-related annotation
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schemes for various available corpora of convelPolanyi, L. and A. Zaenen, 200&ontextual Valence
sation (e.g., Carletta et al. (2005) for AMI). As Shifters chapter 1. Computing Attitude and Affect
shown by Somasundaran et al. (2007), dialog in Text: Theory and Applications. Springer.
structure information and opinions are in fact compopescu, A.-M. and O. Etzioni. 2005. Extracting prod-
plementary. We believe that, like the discourse uct features and opinions from reviews. HLT-
relations, the dialog information will additionally ~EMNLP 2005

help in arriving at an overall coherent interpretaprasad, R., E. Miltsakaki, N. Dinesh, A. Lee, A. Joshi,

tion. L. Robaldo, and B. Webber, 200PDTB 2.0 Anno-
tation Manual

7 Conclusions Riloff, E., J. Wiebe, and T. Wilson. 2003. Learning

In this paper, we described the idea opin- subjective nouns using extraction pattern bootstrap-

. . . . ping. InCoNLL 2003

ion framesas a representation capturing discourse

level relations that arise from related opinion tarSnyder, B. and R. Barzilay. 2007. Multiple aspect
gets and which are common in task-oriented di- ranking using the good grief algorithm. IHLT
alogs. We introduced thalternativerelations that 2007: NAACL

hold between targets by virtue of being opposingomasundaran, S., J. Ruppenhofer, and J. Wiebe. 2007.
in the discourse context. We discussed how our Detecting arguing and sentiment in meetings. In
opinion-frame scheme and discourse relations go SlGdial Workshop on Discourse and Dialogue 2007

hand in hand to provide a richer overall interpretasomasundaran, S, J Ruppenhofer, and J Wiebe. 2008.
tion. We also illustrated that such discourse level Discourse level opinion relations: An annotation

opinion associations have useful benefits, namely Study. InSiGdial Workshop on Discourse and Di-

they help gather more opinion information and alogue ACL.

help interdependent interpretation. Finally, weérhomas, M., B. Pang, and L. Lee. 2006. Get out the
showed via our machine learning experiments that vote: Determining support or opposition from con-
the presence of opinion frames can be automati- gressional floor-debate transcripts.HNMNLP 2006

cally detected. Vieira, R. and M. Poesio. 2000. An empirically based
system for processing definite descriptio@amput.
Linguist, 26(4).
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