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Abstract

Statistical language modeling requires a large
corpus for the application domain. When a
large corpus is not available, the language model
adaptation technique has often been used in the
speech recognition research domain. This adap-
tation needs only a small corpus of the applica-
tion domain (the “target corpus”) and the cor-
pus should be written in the language of the
model. However, it is sometimes difficult to col-
lect even a small corpus, especially of spoken
language, due to its high cost. To address this
problem, this paper proposes a novel scheme
that generates a small target corpus in the lan-
guage of the model by machine translation of
the target corpus in another language. As in-
formation about adjacent words, which is neces-
sary for a statistical language model, is stored in
the translation knowledge, it can be extracted
by machine translation and used for adaptation.
Experiments showed that the language model
improvement was about half of that which was
obtained with a human collected corpus, and
this provided some initial proof of the concept
experiments.

1 Introduction

Statistical language modeling requires a large
corpus for the application domain. In case a
large corpus is not available, the language model
adaptation technique is often used. In this
adaptation, first, a model is estimated with a

¥ This research was carried out at ATR. This re-
search reported here was supported in part by a con-
tract with the Telecommunications Advancement Orga-
nization of Japan entitled, “A study of speech dialogue
translation technology based on a large corpus.”

large corpus or a corpora mixture which is not
specific to the application domain (i.e., a “gen-
eral” corpus). Then, the model is “adapted” to
work well in the application domain (i.e., the
“(adaptation) target task”) with a small cor-
pus of the domain. In multi-lingual speech-to-
speech translators, each language model needs
a small adaptation target task corpus in each
language. However, it is difficult to build even
a small corpus, much less multi-lingual corpora
due to high costs. This paper tries to ad-
dress this problem. That is, we propose a novel
scheme that generates a small corpus in one lan-
guage by using machine translation of a target
task corpus in another language for model adap-
tation. This paper also shows that the adapta-
tion with the generated corpus significantly im-
proves models, in terms of test set perplexities.

Lexica, N-grams, and examples are used as
the knowledge for machine translation. They
can be expected to contain information about
wordings in adjacent word contexts. If the
translation result contains unnatural expres-
sions or errors, the quality of the whole sen-
tence may be spoiled. However, many local con-
texts, such as adjacent words, can be expected
to maintain appropriate word orders. The pro-
posed scheme translates the corpus of an adap-
tation target task. Therefore, the translation
results can be expected to maintain the topic
and sentence style of the target task corpus, and
to be useful for adaptation.

Section 2 explains the situation and the pro-
posed scheme of language model adaptation,
and an overview of the machine translator used
in the evaluation is described in section 3. Sec-
tion 4 describes experimental conditions and
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Figure 1: Problem of language model adapta-
tion

results. The relation between this paper and
other, conventional research is described in sec-
tion 5.

2 Language Model Adaptation

First, this section reviews the problem of lan-
guage model adaptation. As shown in Figure
1, language model adaptation consists of col-
lecting a small corpus of the adaptation target
(“T'arget Task” in Figure 1), using it with a
large corpus of a general task (or task indepen-
dent corpus; “General Task” in Figure 1), and
making another new language model that works
well for the target task.

On the other hand, the language model adap-
tation treated by this research is as shown in
Figure 2. That is, in the language model adap-
tation of “Language 1”7 in Figure 2, when there
is no small corpus of the adaptation target task,
such as Tr,, a quasi-corpus of T, (TL/1 ) is gen-
erated by machine translation of a small cor-
pus 17, of the target task in another language
“Language 2.” Then, this quasi-corpus is used
with a large general corpus (corpus on the side
of Language 1 in General Task in Figure 2) to
make a task adapted language model.

Estimation methods include the Maximum a
posteriori (MAP) adaptation approach (Masa-
taki et al., 1997) and the linear combination of
models (Rudnicky, 1995). The experiments in
this paper use the linear combination.

The procedure of language model adaptation
in this research is summarized as follows.

Step 1 Prepare a machine translator.

Step 2 Prepare a language model with only a
general task (LMg in Figure 2).
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Figure 2: Language model adaptation with ad-
ditional text generated by machine translation

Step 3 Generate a quasi corpus of the target
task (77, in Figure 2) with the above ma-
chine translator.

Step 4 Make a language model (LMTL, in Fig-
- 1
ure 2) with only the corpus generated in
Step 3 above.

Step 5 Combine the language model (LMg)
prepared in Step 2 and the language model
(LMrz,, ) obtained in Step 4 linearly to cre-

1
ate a language model adapted to the new
target task.

3 Machine Translator

The proposed scheme can use several kinds of
machine translator. For the experiment in this
paper, we used a statistical machine translator
because of the clearness of its translation prin-
ciple.

The statistical model used in the machine
translator in the evaluation is based on the
IBM Model 4 (Brown et al., 1993). Be-
cause this model considers phrasal correspon-
dence in a bilingual corpus, we can expect
higher translation quality than that of the
IBM Model 3, which takes into account only
positional alignment. Also, because this model
uses fewer parameters than the IBM Model 5,
we can expect the parameter estimation to
converge more quickly and accurate than that
of the IBM Model 5, which is more compli-
cated. Hence, the IBM Model 4 is suitable
for experiments and was chosen for use here.
GIZA++(Och and Ney, 2000a; Och and Ney,
2000Db) is used for translation model parameter



estimation, and the similar beam searching to
that used by Tillmann et al. (Tillmann and
Ney, 2000) is used. All of the parameters are
estimated with a bilingual corpus ( e.g., “Bilin-
gual Corpus” for “General Task” in Figure 2).

Here, we describe the overview of the statisti-
cal translator that is necessary for the following
explanation.

In statistical translation, the problem of
translation is considered as a problem of de-
coding a signal conveyed through a noisy chan-
nel. For example, considering translation from
Japanese (J) to English (E), the most probable
English sentence (E£*) as a translation result can
be represented by

E* = argmaz P(E|J).

Usually, this equation is transformed, by Bayes
rule, to

E* = argmazx {P(J|E)P(E)/P(J)},
and because the denominator is constant when
a Japanese sentence is entered as an input, only
the numerator decides the most probable trans-
lation result F*. P(J|F) is called a “transla-
tion model” and P(F) is a “language model” for
which the adjacent word N-gram is often used.

In the following experiments, this language
model P(E) is used as LMy in Figure 2. It
is also to be adapted to some new task (“Tar-
get Task” in Figure 2), and the performance of
its adaptation is to be evaluated.

If models are estimated correctly, the sen-
tences even in a new task can be translated
relatively correctly under the constraints of the
language model (as P(E)). Then, many local
contexts can be expected to maintain compara-
tively correct word sequences. Therefore, these
translations can be expected to be useful for
language model adaptation.

4 Experiments

We evaluate our scheme with word perplexi-
ties, which indicate word predictability (here-
after denoted as PP), on an open test set.

4.1 General Task and Adaptation
Target Task Data

We used a bilingual corpus consisting of paired
sentences between Japanese and English. The
sentences are related to traveling.  About
160,000 sentences were used in the following ex-
periments.

Table 1: Categories of sentences

basic airport
airplane returning to home countries
exchange staying
restaurant transportation
drinks light meal
shopping sightseeing
troubles beauty treatment
information business
communication

Table 2: The size of the general, target and test
corpora (Numbers are counted on the English
side. Nb. of S denotes “number of sentences.”
Nb. of W denotes “number of words”)

Corpus Name | Nb. of S | Nb. of W
General 152,857 | 1,197,691
21000 1,000 7,269
22000 2,000 15,415
a4739 4,739 36,737
test 4,739 36,191
b1000 1,000 7,894
testp 3,720 28,974

Each expression was classified, by humans,
into categories mainly based on the place where
the expression was used, such as “airport”, “air-
plane”, and “restaurant.” These categories are
shown in Table 1. The categories of “airport”
and “business” in Table 1 were used as adapta-
tion target tasks, and the remaining tasks were
used as a general task. The number of sen-
tences in these tasks is shown in Table 2. The
“General” in Table 2 denotes “General Task.”
To investigate the relationship between the size
of data for the adaptation target task and the
adaptation effect, we prepared three sizes for
the adaptation target task corpus from the “air-
port” category. These are “al000”, “a20007,
and “a4739” in Table 2. Also to investigate
the difference in adaptation effect, we prepared
“b1000” from the “business” category as an-
other target task corpus. For example, for the
translation from Japanese to English, Japanese
word sequences on the Japanese side of each
“al000”, “a2000”, “ad739”, and “b1000” were
entered into the machine translator. Then, the
translation results were used as small corpora



for task adaptation. Sets “test,” and “testp”
were also prepared for evaluation. Both the
number of sentences and the number of words
were counted on the English side of the bilingual
corpus.

4.2 Procedure of Experiment

The following two cases are tested:

e English language model adaptation with
quasi English sentences obtained from
Japanese to English translation (JE-
translation),

e Japanese language model adaptation with
quasi Japanese sentences obtained from
English to Japanese translation (EJ-
translation).

In both cases, the perplexities before and after
adaptation are compared. Word trigrams* are
used as language models in experiments.

For comparison, we also evaluate test set per-
plexities using the language model adapted with
sentences described by humans in the above
mentioned parallel corpus.

The adapted language model is created ac-
cording to the procedure previously summarized
at the end of section 2. That is, first, a statis-
tical machine translator (hereafter denoted as
SMT) is created with a general task bilingual
corpus ( both language corpora in general task
in Figure 2, “General” in Table 2). Next, a
language model of the general task in the trans-
lation target language, LMg, is created with
the general task corpus in the target language
(“General” in Table 2). This language model
is also used in the SMT. Then, the adaptation
target task corpus (e.g., “a1000”) is entered into
the SMT. This experiment uses only the first
best translation result for each input to make
the target task specific lanugage model LMrp.
Finally, the two language models of LM¢g and
LMy are combined linearly. Please note that
human translations are not used when SMT is
used.

In this data, the out-of-vocabulary (oov) rate
on test set “testn” is 0.79% before adaptation
with the lexicon made only of the general task
corpus, and “testp” is 0.0%. After the addition
of the adaptation target corpus which is made

*For smoothing, bigrams and unigrams are also used.

by humans, the oov rate for test, changes to
0.77%, 0.76%, and 0.75%, respectively. In this
experiment, in order to measure the adaptation
effect and to eliminate changes in the probabili-
ties of unknown words depending on differences
in vocabulary size, we used a lexicon made only
of the general task corpus so that we could fix
the vocabulary size before and after adaptation.

The performance of a machine translator is
sometimes measured with “Word Error Rate
(WER)” the same as speech recognition. WER
is defined as

W ER|[%] = 100.0 x (Sub+ Ins+ Del)/T,
where T denotes the total number of words in
the correct translation, and Sub, Ins, and Del
denote the number of substitution errors, in-
sertion errors, and deletion errors, respectively.
Under these experimental conditions, the WER
for “airport” task is about 80%, and that for
“business” is about 74%. Here, the input sen-
tence is considered to have multiple correct sen-
tences, if one input sentence has multiple output
sentences by automatic comparison in the bilin-
gual corpus. As the number of translated sen-
tences is very large, human subjective evalua-
tion was not conducted, but comparatively cor-
rect sequences in local contexts were observed.

4.3 Results

4.3.1 English Language Model
Adaptation with JE-translation

The perplexities for the English language
model adaptation with JE-translation results
are shown in Table 3. The line of “G” denotes
the general corpus in Table 3, and “4-al1000”
and “4+b1000” etc., denote the number of sen-

Table 3: Relationship between amount of data
and perplexities (lower limit and results of
proposed method (for the translation from
Japanese to English))

airport PP, | Ry [%] | PPy | Ry [%)
G 32.0 -1 32.0 -
G + al000 | 23.5 26.7 | 27.8 13.1
G + a2000 | 21.8 319 | 27.9 12.8
G + a4739 | 19.8 38.1 | 27.9 12.8
business PPy | Ry (%] | PPy | Ry [%)]
G 55.2 - | 55.2 -
G + b1000 | 50.0 9.42 | 53.2 3.62
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Figure 3: Relationship between corpus size and
test set perplexities (for English)

tences to be added. The column of PP; lists
perplexities under the ideal situation in which a
human-made corpus for adaptation is available,
and the column of PP» lists perplexities ob-
tained by adaptation with machine-translated
text. The columns of Ry and Ry list the per-
plexity reduction rates.

Also, the solid lines of Figure 3 illustrate
the relationship between the perplexities and
the size of the general corpus. The broken lines
illustrate the relationship between the perplex-
ities (PP in PP; of Table 3) and the size of the
general task corpus plus the size of the target
task corpus being added. The upper lines are
for the “business” task, and the lower lines are
for the “airport.” In these figures, the added
corpus consists of human-made sentences.

As changes of PP; shown in Table 3, the per-
plexity values obtained with the adapted lan-
guage model using a general corpus and target
task corpus are much smaller (relatively 9.42 to
38%) than the PP obtained only with a general
corpus. These results also show the limitation
of perplexity reduction if we could have a per-
fect machine translator that outputs translation
as humans do, i.e., relative perplexity reduction
is at most 38% after adaptation for “airport,”
and 9.42% for “business.”

Also, Figure 3 predicts that a larger perplex-
ity reduction can be obtained by the adaptation
(broken line in Figure 3) than by continuing the
collection of data (each extension of the solid
line in Figure 3) for the general corpus. Hence,
the language model adaptation is useful for the
target task, especially for the “airport” task.
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Figure 4: Perplexity comparison (quasi-corpus
generated by the proposed method (PP2) v.s.
conventional corpus (PP1))

Moreover, it is clear that we need to prepare an
adaptation corpus by some method.

In this research, a statistical machine trans-
lator generates the quasi-corpus for adaptation.
The results are shown in the column of PP,
in Table 3. Also, the relationship between ad-
ditional corpus size and perplexity values are
illustrated in Figure 4.

A relative 13.1% perplexity reduction was ob-
tained for the “airport” task, and 3.62% for the
“business” task, by the language model adapted
with a quasi-corpus of the target task that is
obtained by machine translation. However, as
shown in Figure 4, there is no change after the
first addition for the “airport” task. This might
be because we only used the first (i.e., the best)
translation result for each sentence and because
expressions which have higher probabilities ap-
peared in the results, and so we could not obtain
various expressions.

However, even with the high WER, the per-
plexity reduction rate (R2) obtained by the pro-
posed method was about 30 to 50% of the rate
(R1) obtained in the ideal case in which the
human-made data is used. Thus, large gains
were made.

4.3.2 Japanese Language Model
Adaptation with EJ-translation

Under the same conditions as the previous
section except for the translation direction, a
Japanese language model was adapted and the
adaptation effect was measured as shown in Ta-
ble 4.

The usage of “G”, “+al000” etc., PPy, PPs,
Ry and Ry in Table 4 are the same as in Table



Table 4: Relationship between amount of data
and perplexities (lower limit and results of pro-
posed method (for the translation from English
to Japanese))

airport PP, | Ry (%] | PPy | R2 [%]
G 23.0 - 23.0 -
G + al000 | 17.7 22.8 | 20.0 12.8
G + a2000 | 16.6 27.6 | 20.1 12.6
G + a4739 | 154 32.9 | 20.2 11.9
business PP, | Ry (%] | PPy | Re [%)]
G 43.5 - | 43.5 -
G + b1000 | 39.5 9.25 | 41.3 4.9

3.

As in the previous case, a relative 12.8% per-
plexity reduction was obtained for the “airport”
task, and 4.9% for the “business” task, by the
language model adapted with a quasi-corpus of
the target task that is obtained by machine
translation. These gains (Rsy) are about 53 to
56% of the gains (R;) obtained with human-
made sentences.

As shown in Table 3 and Table 4 above, the
proposed method was proven to be useful with-
out regard to the translation direction.

4.4 Discussion

We calculated the average ranking of probabil-
ity for each word in the airport task test set in
order to observe whether the machine transla-
tion errors might influence prediction probabil-
ities. Average rankings after adaptation with
machine translation of 1,000, 2,000 sentences,
and all the sentence, were 166.0, 160.2 and 154.8
respectively, while that for no adaptation was
175.2. Thus this result is coincident with per-
plexity improvements and proves the soundness
of the adaptation scheme presented in this pa-
per.

As shown above, despite the translation ac-
curacy, the following facts are clear:

1. The absolute value of the perplexity reduc-
tion differs with the target task, but

2. The use of machine-translated text as the
task adaptation corpus obtains about 50%
of the perplexity reduction rate that is
obtained with human-made translations,
hence,

3. The proposed scheme is useful for the gen-
eration of quasi-corpora as adaptation tar-
get task corpora.

As pointed out in 2 above, the gain of adapta-
tion is limited to around 50% of the ideal case
in which a human-made corpus of the adapta-
tion target is available. This was because we
only used the best translation result for each
sentence. We expect that the gain will be im-
proved by using various expressions from the N-
best or lattice, or by using results from multiple
translators. This is one topic for future work.
Moreover, to obtain the same high perplexity
reduction as that obtained with human-made
translation, machine translators need to be im-
proved until they are able to output multiple
expressions that have the same meaning. This
is a future research topic for machine transla-
tion.

The SMT model training used a large corpus
except for the adaptation target task corpus.
Although expressions which resemble those in
the adaptation target task might be included in
the corpus for SMT training, those evaluations
did not use this kind of information. In this
research, expressions that are useful for adap-
tation are extracted by SMT and large gains in
the language model adaptation are achieved.

When language models are actually used, the
topic of the language is coherent to a few top-
ics, for example, as conversations in restaurants
are mostly those between restaurant employees
and customers, such as ordering and paying for
meals, the topics are consistent. However, there
is some risk of the appearance of another topic.
To allow for this risk, topic identification is in-
troduced before the use of a topic adapted lan-
guage model, or a mixture of adapted language
models is used (Iyer et al., 1994). This paper
focused on the language model that is used after
the topic identification or mixture. Especially,
we focused on the generation of a quasi-corpus
necessary for adaptation by machine transla-
tion. We consider pre-identification and mix-
ture to be important, but they are other re-
search topics.

5 Related Works

In principal, creating statistical language mod-
els requires a large corpus of the application do-
main, but it is sometimes difficult to obtain. In-



stead, conventional research used limited size,
small corpora (Rudnicky, 1995) or documents
obtained from the World Wide Web (WWW)
(Berger and Miller, 1998) to adapt existing
models to the target task. Most researches have
tried to improve the performance of dictation
tasks and used documents in written language,
which are in greater abundance than those in
spoken language. Corpora in spoken language
are difficult to collect. Also, in the domains of
dictation for medicine and human-machine in-
terfaces, where corpus building is also difficult,
system developers wrote context free grammars
(CFG) for describing the language in these do-
mains, and used them to artificially generate
languge data for language model adaptation
(Ito et al., 1998; Wang et al., 2000). On the
other hand, there are few spoken language cor-
pora, and often, even small new task data do not
exist. Moreover, it is difficult to write sufficient
grammars for spoken language. To date, there
has only been a few attempts such as our pro-
posed scheme that translates a corpus written in
the first language to one in a second language
and uses the translated corpus for the second
language model adaptation.

6 Conclusion

To achieve language model adaptation of one
language even when the target task corpus in
the same language is not available, this paper
proposed a scheme for corpus generation. The
proposed scheme generates a quasi-corpus of the
target task in the language by using machine
translation of the corpus in other languages.
Evaluation showed significantly large per-
plexity reductions. Perplexity reductions of
about 50% were obtained in comparison with a
human-made corpus, proving that the proposed
method is useful for generation of the corpus
for language model adaptations. Also, with the
current translation accuracy, a new application
domain for machine translation is presented.
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