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Abstract

Verbs were clustered semantically on the basis of
their alternation behaviour, as characterised by their
syntactic subcategorisation frames extracted from
maximum probability parses of a robust statistical
parser, and completed by assigning WordNet classes
as selectional preferences to the frame arguments.
The clustering was achieved (a) iteratively by mea-
suring the relative entropy between the verbs' prob-
ability distributions over the frame types, and (b)
by utilising a latent class analysis based on the joint
frequencies of verbs and frame types.

1 Introduction

This paper empirically investigates the proposition
that verbs can be semantically classi�ed according
to their syntactic alternation behaviour concerning
subcategorisation frames and their selectional pref-
erences for the arguments within the frames. The
idea is related to (Levin, 1993) who de�ned verb
classes on the basis of verb alternation behaviour.
For example, the semantic class of Vehicle Names
contains verbs like balloon, bicycle, canoe, skate, ski
which agree in the properties (1)-(4) below.

(1) Intransitive Use, possibly followed by a
path:

a. They skated.

b. They skated along the canal/over the
bridge.

(2) Induced Action Alternation (some
verbs):

a. He skated Penny around the rink.

(causing the action named by the verb;
typical causee is an animate volitional
entity)

b. Penny skated around the rink.

(3) Locative Preposition Drop Alterna-

tion (some verbs):

a. They skated along the canals.

b. They skated the canals.

(4) Resultative Phrase:

Penny skated her skate blades blunt.

(an XP describing the state achieved by the
referent of the noun phrase as a result of the
action named by the verb)

Levin's work represents the basis for a range of re-
cent investigations verifying (Dorr and Jones, 1996),
evaluating (Stevenson and Merlo, 1999) or utilis-
ing (Lapata, 1999) the proposed classi�cation as
well as transferring it to other languages than En-
glish (Jones et al., 1994).

Generally, the de�nition of a verb's semantic class
can be considered as part of its lexical entry, next to
idiosyncratic information: the semantic class gen-
eralises as a type de�nition over a range of syn-
tactic and semantic properties, to support Natural
Language Processing in various areas like lexicogra-
phy (Rappaport Hovav and Levin, 1998), word sense
disambiguation (Dorr and Jones, 1996), or docu-
ment classi�cation (Klavans and Kan, 1998).

I attempted to automatically cluster verbs into
semantic classes on the basis of the verbs' alterna-
tion behaviour. The input into the automatic induc-
tion process was characterised by the verbs' distribu-
tion over syntactic subcategorisation frames as ex-
tracted from maximum probability (Viterbi) parses
of a robust statistical parser, and completed by as-
signing WordNet classes as selectional preferences to
the frame arguments. The clustering was achieved
(a) iteratively by measuring the relative entropy be-
tween the verbs' probability distributions over the
frame types, and (b) by utilising a latent class anal-
ysis based on the joint frequencies of verbs and frame
types. Using Levin's verb classi�cation as evaluation
basis, 61% of the verbs were classi�ed correctly into
semantic classes by method (a), and 54% by method
(b).

Section 2 describes the three steps in the auto-
matic acquisition of semantic verb classes; the evalu-
ation takes place in section 3, and section 4 discusses
the results.



2 Automatic Acquisition of
Semantic Verb Classes

The �rst step was the induction of purely syntac-
tic subcategorisation frames for verbs from the het-
erogeneous British National Corpus (BNC). I used
the robust statistical head-entity parser as described
in (Carroll and Rooth, 1998) which utilises an En-
glish context-free grammar and a lexicalised prob-
ability model to produce parse forests, and ex-
tracted the maximum probability (Viterbi) parses,
for a total of 5.5 million sentences. The trees were
mapped to subcategorisation frame tokens consist-
ing of a main verb and its arguments. Each syntac-
tic category was accompanied by the lexical head,
the prepositional phrase by the lexical prepositional
head plus the head noun of the subordinated noun
phrase. Proper names were accompanied by the
identi�er pn. The head information in the frames
was lemmatised. For example, the sentence Sam-
mut handled the plaudits during the awards cere-
mony would be represented by the frame token
handle subj*pn*sammut obj*plaudit pp*during*ceremony.

To generalise over the verbs' usage of subcategori-
sation frames, I de�ned as 88 frame types the most
frequent frames which appeared at least 2,000 times
in total in the BNC sentence parses, disregarding
the lexical head information. On the basis of the
frame types I collected information about the joint
frequencies of the verbs in the BNC and the subcat-
egorisation frame types they appeared with. These
frequency counts then represented the syntactic de-
scription of the verbs.
The next step was to re�ne the subcategorisation

frame types by a preferential ordering on conceptual
classes for the argument slots in the frames. The
basis I could use for the selectional preferences was
provided by the lexical heads in the frame tokens.
For example, the nouns appearing in the direct ob-
ject slot of the transitive frame for the verb drink
included co�ee, milk, beer, indicating a conceptual
class like beverage for this argument slot.
I followed (Resnik, 1993)/(Resnik, 1997) who de-

�ned selectional preference as the amount of infor-
mation a verb provides about its semantic argument
classes. He utilised the WordNet taxonomy (Beck-
with et al., 1991) for a probabilistic model captur-
ing the co-occurrence behaviour of verbs and con-
ceptual classes, where the conceptual classes were
identi�ed by WordNet synsets, sets of synonymous
nouns within a semantic hierarchy. Referring to the
above example, the three nouns co�ee, milk, beer
are in three di�erent synsets �since they are not
synonyms�, but are all subordinated to the synset
{beverage, drink, potable}. The goal in this example
would therefore be to determine the relevant synset
as the most selectionally preferred synset for the di-
rect object slot of the verb drink.

Rede�ned for my usage, the selectional preference
of a verb v for a certain semantic class c within a
subcategorisation frame slot s was determined by
the association ass between verb and semantic class:

ass(vs; cs) =def p(csjvs)log
p(csjvs)

p(cs)
(5)

with the probabilities estimated by maximum likeli-
hood:

p(csjvs) =
f(vs; cs)

f(vs)
(6)

p(cs) =
f(cs)P

c02class f(c
0
s)

=
f(cs)

f(s)
(7)

and the following interpretation:

1. f(vs; cs): number of times a semantic class ap-
peared in a frame slot of a verb's frame type

2. f(vs): frequency of a verb regarding a speci�c
frame type, i.e. the joint frequency of verb and
frame type

3. f(cs): number of times a semantic class ap-
peared in a frame slot of a frame type disre-
garding the verb

4.
P

c02class f(c
0
s) equals f(s), the frequency of the

argument slot within a certain frame type, since
summing over all possible classes within a sub-
categorisation frame slot equals the number of
times the slot appeared

5. f(s): number of times the frame type appeared,
since the frequency of a frame type equals the
frequency of that frame with a certain slot
marked

The frequencies of a semantic class concerning an
argument slot of a frame type (dependent or inde-
pendent of a verb) were calculated by an approach
slightly di�erent to Resnik's, originally proposed
by (Ribas, 1994)/(Ribas, 1995). For each noun ap-
pearing in a certain argument position its frequency
was divided by the number of senses the noun was
assigned by the WordNet hierarchy,1 to take account
of the uncertainty about the sense of the noun. The
fraction was allocated to each conceptual class in the
hierarchy to which the noun belonged and accumu-
lated upwards until a top node was reached. The
result was a numerical distribution over the Word-
Net classes:

f(cs) =
X

noun2cs

f(noun)

jsenses(noun)j
(8)

1For example, when considering the noun co�ee isolated
from its context, we do not know whether we are talking about
the beverage co�ee, the plant co�ee or a co�ee bean. There-
fore, a third of the frequency of the noun was assigned to each
of the three classes.



I restricted the possible conceptual classes within
the frames' argument slots to 23 WordNet nodes,2 to
facilitate generalisation and comparison of the verbs'
selectional preference behaviour.
On the basis of the information about subcategori-

sation frame types and their arguments' conceptual
classes I clustered 153 verbs from Levin's classi�ca-
tion. I chose (i) some polysemous verbs to investi-
gate how this phenomenon could be handled by the
clustering algorithms, and (ii) high and low frequent
verbs to see the in�uence of frequency on the al-
gorithms: the 153 verbs had 226 verb senses which
belonged to 30 di�erent semantic classes. Four of the
verbs were low-frequency verbs with a total corpus
frequency below 100.
To cluster the verbs I applied two di�erent al-

gorithms, and each algorithm clustered the verbs
both (A) according to only the syntactic informa-
tion about the subcategorisation frames, and (B)
according to the information about the subcategori-
sation frames including their selectional preferences.

� Iterative clustering based on a de�nition
by (Hughes, 1994):

In the beginning, each verb represented a single-
ton cluster. Iteratively, the distances between
the clusters were measured and the closest clus-
ters merged together.

For the representation of the verbs, each verb
v was assigned a distribution over the di�erent
types of subcategorisation frames t, according
to the maximum likelihood estimate of (A) the
verb appearing with the frame type:

p(tjv) =
f(v; t)

f(v)
(9)

with f(v; t) the joint frequency of verb and
frame type, and f(v) the frequency of the verb,
and (B) the verb appearing with the frame type
and a selectionally preferred class combination
C for the argument positions s in t:

p(t; Cjv) =def p(tjv) � p(Cjv; t) (10)

with p(tjv) de�ned as in equation (9), and

p(Cjv; t) =def

Q
s2t ass(vs; cs)P

c0
s
2class

Q
s2t ass(vs; c

0
s)

(11)

which intuitively estimates the probability of a
certain class combination by comparing its as-
sociation value with the sum over all possible
class combinations, concerning the respective
verb and frame.

2I chose the 11 top level nodes of the 11 WordNet hierar-
chies as conceptual classes. The top level node Entity seemed
too general as conceptual class, so it was replaced by its 13
subordinated synsets.

Starting out with each verb representing a sin-
gleton cluster, I iteratively determined the two
closest clusters by applying the information-
theoretic measure relative entropy3 (Kullback
and Leibler, 1951) to compare the distributions.
The nearest clusters were merged into one clus-
ter, and their distributions were merged by cal-
culating a weighted average. Based on test runs
I de�ned heuristics about how many clustering
iterations were performed. In addition, I lim-
ited the maximum number of verbs within one
cluster to four elements because otherwise the
verbs showed the tendency to cluster together
in a few large clusters only; so after the over-
all clustering process was �nished, each cluster
with more than four members initialised a fur-
ther clustering pass on itself.

� Unsupervised latent class analysis as described
in (Rooth, 1998), based on the expectation-
maximisation algorithm:

The algorithm identi�ed categorical types
among indirectly observed multinomial distri-
butions by applying the EM-algorithm (Demp-
ster et al., 1977) to maximise the joint proba-
bility of (A) the verb and frame type: p(v; t),
and (B) the verb and frame type considering
the selectional preferences: p(v; t; C).

Input to the algorithm were absolute frequen-
cies of the verbs appearing with the subcategori-
sation frames. Test runs showed that 80 clusters
modelled the semantic verb classes best. To be
able to compare the analysis with the iterative
clustering approach, I also limited the number
of verbs within a cluster to four � considering
that generally all verbs appear within each clus-
ter when using this approach, the verbs with the
highest probabilities where chosen.
For version (A) the frequencies were provided
by the joint frequencies of verbs and frame
types, for version (B) I used the association
values of the verbs with the frame types con-
sidering selectional preferences, as described by
equation (10).

The unsupervised algorithm then classi�ed joint
events of verbs and subcategorisation frames
with 200 iterations of the EM-algorithm into 80
clusters � , based on the iteratively estimated
values

p(v; t) =
X

�

p(�; v; t) =
X

�

p(�)p(vj�)p(tj�)

(12)

3Concerning the two typical problems one has with this
measure, (i) zero frequencies were smoothed by adding 0.5 to
all frequencies, and (ii) since the measure is not symmetric,
the respective smaller value was used as distance.



Information Clusters Verbs
Total Correct Total Correct Recall Precision

SFs 31 20 90 55 36% 61%
SFs + Prefs 30 14 81 31 20% 38%

Figure 1: Evaluation based on Iterative Clustering

Information Clusters Verbs(Senses)
Total Correct Total Correct Recall Precision

SFs 80 36 107(159) 58(90) 38(40)% 54(57)%
SFs + Prefs 80 22 153(226) 47(56) 31(25)% 31(25)%

Figure 2: Evaluation based on Latent Classes

p(v; t; C) =
X

�

p(�; v; t; C) =
X

�

p(�)p(vj�)p(t; Cj�)

(13)
for versions (A) and (B), respectively.

3 Evaluation

The evaluation of the resulting clusters was based
on Levin's classi�cation. Figures 1 and 2 present the
success of the two clustering algorithms, considering
the two di�erent informational versions (A) and (B).
They contain the total number of clusters the algo-
rithms had formed (clusters containing between two
and four verbs in the iterative algorithm, and the
�xed number of 80 clusters in the latent class analy-
sis), the proportion of correct clusters (non-singleton
clusters which were subsets of a Levin class, for ex-
ample the cluster containing the verbs need, like,
want, desire is a subset of the Levin class Desire),
and the number of verbs within those clusters. In
�gure 2 the number of verbs in brackets refers to the
respective number of their senses, since a verb could
be clustered several times according to its senses.
For example, the verb want could be member of the
classes Desire and Declaration.
Recall was de�ned by the percentage of verbs

(verb senses) within the correct clusters compared
to the total number of verbs (verb senses) to be clus-
tered:

rec = jverbscorrect clustersj
153

( jverb sensescorrect clustersj
226

)

and precision was de�ned by the percentage of verbs
(verb senses) appearing in the correct clusters com-
pared to the number of verbs (verb senses) appearing
in any cluster:

prec = jverbscorrect clustersj
jverbsall clustersj

( jverb sensescorrect clustersj
jverb sensesall clustersj

)

Concerning precision, the assignment of verbs into
semantic classes was most successful when using the

iterative distance clustering method; 61% of all verbs
were clustered into correct classes. Clustering the
verbs into latent classes was with 54% less success-
ful. With both clustering methods the results be-
came worse when adding information about the se-
lectional preferences for the arguments in the sub-
categorisation frames.

A baseline experiment was performed in order to
determine how hard the task of verb clustering was:
each verb was randomly assigned another verb as
"closest neighbour", which resulted in only 5% of the
verbs being paired with a verb from the same Levin
class. Performing the same experiment by assign-
ing the closest neighbour on the basis of measuring
the relative entropy between two verbs' distributions
over subcategorisation frames resulted in 61% of the
verbs pointing to a verb from the same Levin class.

4 Discussion4

The classi�cations of both clustering approaches il-
lustrate the close relationship between alternation
behaviour and semantic classes. For example, the
common preferences of verbs (see the �ve most
probable frames) in the iteratively created Desire
class were towards a subject followed by an in�ni-
tival phrase (subj:to). Alternatively a transitive
subj:obj frame was used, partly followed by an ad-
ditional in�nitival phrase indicated by to:5

4For a more detailed discussion see the original
work (Schulte im Walde, 1998).

5Note that the (wrongly chosen) intransitive frame is listed
as well. This is due to underlying sentences containing an NP
ellipsis, parsing mistakes and frame extraction.



Verb Frame Probability
need subj:to 0.38

subj:obj 0.32
subj 0.10
subj:obj:to 0.05
subj:obj:pp.for 0.02

like subj:to 0.34
subj:obj 0.34
subj 0.14
subj:obj:adv 0.04
subj:obj:obj 0.03

want subj:to 0.53
subj:obj 0.15
subj 0.11
subj:obj:to 0.10
subj:to:adv 0.02

desire subj:obj 0.25
subj 0.24
subj:to 0.20
subj:obj:to 0.07
subj:sent 0.02

Adding information about the selectional prefer-
ences of the verbs' arguments helps to get a deeper
idea about their lexical semantics. For example,
Manner of Motion verbs preferably appeared with
a subject only, sometimes with a following adverb.
The subject was an inanimate object, for move it
might also be a part (such as a body part like �n-
ger) or a group. roll and �y alternatively used the
transitive frame type subj:obj, preferably with a
living entity as subject, followed by an inanimate
object:

Verb Frame Probability
roll subj(PhysObject) 0.24

subj(PhysObject):adv 0.10
subj(Agent):obj(PhysObject) 0.07
subj(LifeForm):obj(PhysObject) 0.07
subj(Agent):obj(Part) 0.05

�y subj(PhysObject) 0.34
subj(PhysObject):adv 0.12
subj(LifeForm):obj(PhysObject) 0.07
subj(LifeForm):pp.to(LifeForm) 0.05
subj(LifeForm):pp.to(Agent) 0.04

move subj(PhysObject) 0.20
subj(PhysObject):adv 0.11
subj(Part) 0.09
subj(Group):adv 0.04
subj(Part):adv 0.04

Parallel examples created by the latent class analy-
sis present the clusters with the most probable verbs
and frames, according to cluster membership (�rst
column). The dot indicates whether the verb-frame
combination was seen in the data, the number next
to the verb frame gives the probability of the verb-
frame combination.
Some verbs of Telling were clustered mainly accord-
ing to their similar transitive use combined with an
in�nitival phrase:
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The verbs of Aspect alternate between a subject
only, realised by an action, an inanimate subject fol-
lowed by an in�nitival phrase, and a living subject
followed by a gerund:
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0.34 start � � � �
0.19 �nish � � �
0.18 stop � � �
0.16 begin � �

Both approaches established a relationship be-
tween alternation behaviour and semantic class by
only considering information about the syntactic us-
age of the subcategorisation frames. The re�nement
by the frames' selectional preferences allowed further
demarcations by the identifying conceptual restric-
tions on the use of the frames.
Since the latent class analysis is a soft clustering
method, it additionally distinguishes between the
di�erent verbs' senses and the respective uses of
subcategorisation frames. For example, the verb
play was clustered with meet because of the com-
mon strong tendency towards a transitive frame il-
lustrating a general meeting, and it was clustered
with �ght because of their common preference for
an intransitive frame together with a prepositional
phrase headed by against, illustrating a more aggres-
sive meeting like a �ght:

Cluster 0
.5
5

0
.0
5

0
.0
4

0
.0
3

su
b
j:
o
b
j

su
b
j

su
b
j:
o
b
j:
p
p
.w
it
h

su
b
j:
o
b
j:
p
p
.a
t

0.49 meet � � � �
0.20 play � � � �

Cluster 0
.1
8

0
.1
3

0
.0
9

0
.0
7

su
b
j:
p
p
.a
g
a
in
st

su
b
j:
o
b
j

su
b
j:
o
b
j:
p
p
.a
g
a
in
st

su
b
j:
o
b
j:
a
d
v

0.22 �ght � � � �
0.20 play � � � �

An extensive investigation of the linguistic relia-
bility of the clustered verbs and frames showed that
the characterising usages could be underlined by cor-
pus data, for example the above cited transitive use



of the verb �y concerning the subj:obj frame type
with a living subject and an inanimate object can be
illustrated by the BNC-sentence In March the man-
ufacturer's test pilot �ew the aircraft for its annual
inspection check �ight. The clusters were therefore
created on a reliable linguistic basis representing (a
selective part of) the verbs' properties.
Comparing the two informational versions, however,
showed that re�ning the frames with selectional pref-
erences points to a problem caused by data sparse-
ness in the verb description. Investigating the au-
tomatically created distribution of the verbs over
the enriched frame types revealed that, for exam-
ple, even the high frequent, alternating verb move
contains 97% (smoothed) zeroes within its distribu-
tion. In accordance with this �nding even subtle
similarities, e.g. the sole fact that two verbs have
non-zero values for certain frame types, highly cor-
relates the two verbs. For example, a semantic clus-
ter contained the two verbs promise and love, be-
cause both have non-zero attribute values for the
subj:to frame, demanding an agent for the subject
slot; in their alternation behaviour (including selec-
tional preferences) the two verbs di�er, however, so
they should not be packed into one cluster. A possi-
ble suggestion to handle the problem of data sparse-
ness could be to formulate the conceptual class types
in a way which ensures an increased data potential
for each type.

Concerning the polysemy of verbs, the (hard) iter-
ative distance clustering failed to model verb senses;
a polysemous verb was either not at all assigned to
any cluster, or assigned to a cluster describing one
of the verb's senses. The (soft) latent class analy-
sis was able to �lter the multiple senses and assign
them to distinct clusters, but tended to split senses.
Low-frequency verbs presented another problem, be-
cause the verbs' distributions contained mostly ze-
roes. They were assigned to clusters nearly ran-
domly.

An investigation of selected WordNet concep-
tual classes revealed that the selectional preferences
within the subcategorisation frames were dominated
by a few WordNet classes, mainly LifeForm and
Agent. The demarcation between these two con-
cepts was not obvious when referring to actually ap-
pearing nouns within the frames, since both contain
a large number of common subordinated nouns. In
contrast, some WordNet classes were not chosen at
all, e.g. Unit or Anticipation. Since the WordNet
hierarchy in general had turned out to de�ne intu-
itively correct selectional preferences, an improved
classi�cation utilised for my conceptual classi�ca-
tion should be substituted by �ner synsets, i.e. one
should consider using a di�erent cut through the
WordNet hierarchy.

5 Conclusion

I proposed two algorithms for automatically classi-
fying verbs semantically, based on their alternation
behaviour. Taking Levin's classi�cation as a stan-
dard for 153 manually chosen verbs with 226 verb
senses and their assignment into 30 semantic classes,
the iterative distance clustering succeeded for 61%
of the verbs considering the syntactic usage of the
frames only, and for 38% when adding information
about the frame arguments' selectional preferences.
The latent class analysis succeeded for 54% and 31%,
respectively.
An investigation of the resulting clusters showed

that the assignment of the verbs was actually based
on their shared linguistic properties: the verbs in
a cluster presented common alternation behaviour,
re�ned by adding selectional preferences to the syn-
tactic description of the subcategorisation frames.
It is impressive that as little lexical idiosyncratic

verb information as the syntactic use of subcategori-
sation frames like subj:to or subj:pp.against suf-
�ces as a basis for a semantic class distinction to-
wards Levin's narrow classi�cation system including
�ne concepts as Desire or Manner of Motion. The
potential is partly characterised by speci�c frames,
but in the majority of cases by successfully com-
bining the frames in order to de�ne the syntactic
alternation. Improving the de�nition and demarca-
tion of conceptual classes should provide further po-
tential concerning the inclusion of selectional prefer-
ences into the syntactic description.
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