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Abstract

This study explores the automatic normaliza-
tion of noisy and highly technical anomaly re-
ports by an LLM. Different prompts are tested
to instruct the LLM to clean the text without
changing the structure, vocabulary or special-
ized lexicon. The evaluation of this task is
made in two steps. First, the Character Error
Rate (CER) is calculated to assess the changes
made compared to a gold standard on a small
sample. Second, an automatic sequence label-
ing task is performed on the original and on
the corrected datasets with a transformer-based
classifier. If some configurations of LLM and
prompts can reach satisfying CER scores, the
sequence labeling task shows that the normal-
ization has a small negative impact on perfor-
mance.

1 Introduction

This study focuses on the automatic cleaning of
technical and noisy texts and its impact on an auto-
matic fine-grained semantic labeling task. The goal
is to assess the capacity of a generative LLM to au-
tomatically rectify noise phenomenons in technical
texts that are going to be automatically processed
afterwards.

The dataset used in this work is composed of
French written anomaly reports during Ariane 5
rocket maintenance operations. These types of
maintenance records have proven to be not only
filled with words from a technical specialized lex-
icon, but also extremely noisy (text in uppercase,
missing accents, spelling errors and misuse of punc-
tuation) (Bikaun et al., 2024b). As such, we chose
to explore the cleaning of the noise by an automatic
rectification task performed by prompting a generic
pretrained large language model (LLM). Three dif-
ferent LLMs were evaluated, with four different
prompts covering different levels of information.
A first intrinsic evaluation compared the output of
the LLM compared to a gold standard. A second,

extrinsic evaluation consisted in measuring the per-
formance of an automatic sequence labeling task.
We compare the same classifier when trained and
applied to the corrected versus original of the an-
notated data. The results of the automatic semantic
labeling allow us to determine whether these cor-
rections are beneficial to the fine-grain semantic
analysis of those texts.

This article is organized as follows. Section 2 is
a short review of related work on noise in techni-
cal text data. In section 3, we present the dataset
of French anomaly reports and the methods used
to correct the noise. The results of the intrinsic
evaluation are presented in Section 4 and the se-
quence labelling task and its results are presented
in Section 5.

2 Related work

Reporting anomalies is a common procedure in the
space and aviation domain, as it is encouraged and
has become part of the general culture among pro-
fessionals. Numerous studies have been conducted
on using NLP (Natural Language Processing) on
aviation anomaly reports showing that a number
of different techniques can be of use in the treat-
ment of such texts (Yang and Huang, 2023), rang-
ing from text classification to information retrieval
(Tanguy et al., 2016), (Persing and Ng, 2009). The
same kind of anomaly reports dataset used in this
work, focusing on maintenance operations on Ari-
ane 5 rockets, has already been the object of NLP
experiments in Kurela et al. (2020); Galand et al.
(2018) but with other objectives (assessing risk
level) and based on a coarser grain text analysis.
Maintenance reports have also been shown to be
particularly noisy and technical texts (Bikaun et al.,
2024b) (Akhbardeh et al., 2020), and thus are dif-
ficult to process by the usual NLP pipelines con-
ceived for (and from) standardized texts (Brundage
et al., 2021), (Dima et al., 2021).
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Several studies have already explored ways to
clean this type of texts, from rule-based approaches
(Hodkiewicz and Ho, 2016) to lexical normaliza-
tion techniques (Bikaun et al., 2024a). The use
of generative LLMs for correction has also been
studied, for post-OCR noisy texts in Thomas et al.
(2024) and Zhang et al. (2024) and seems to pro-
vide better error reduction rates. Bolding et al.
(2023) has also shown promising results in the use
of an LLM to clean noisy texts while preserving
their semantic integrity. Wang et al. (2024) confirm
these results, but also shows that the performance
of the LLM varies according to the type of noise
and that some models have a better ability to per-
form this task.

3 Corpus, noise and automatic
normalization

Our dataset contains 1050 anomaly reports written
in French in an industrial setting. This sample was
randomly extracted from a much larger database
with tens of thousands similar items. These re-
ports are produced systematically every time an
irregularity (however trivial) is encountered by an
operator in a critical environment. As can be seen
in Table 1, a report consists of a short description
of a problem (average length = 19.3 words per re-
port) filled with acronyms, components identifiers
and specialized lexicon, mostly in telegraphic-like
speech, as can be expected in a workplace commu-
nication between professionals (Falzon, 1987). But
different noise phenomenons are also commonly
found: the text is mostly in uppercase, accents are
absent, punctuation and spacing is not respected,
and some spelling errors can be found. These phe-
nomenons can be explained by a number of factors
related to the conditions in which these texts are
typed and formatted. The goal of this study is to
test if normalizing the text without reformulating
or changing the meaning of the text is possible and
beneficial to its analysis. The usual preprocessing
techniques have proven to be of limited efficiency
on this kind of texts, and run the risk of losing too
much information (Brundage et al., 2021). For ex-
ample, an attempt at POS-tagging on our dataset
with Stanza (Qi et al., 2020) resulted in a 20% error
rate.

For this experiment, we selected three small-
sized quantized LLMs that could be run locally
on a workstation (a constraint due to the confiden-
tiality of the target data), able to process French

and which reach state-of-the-art performance in
generic benchmarks: Meta-Llama-3.1-8B-Instruct,
Meta-Llama-3-8B-Instruct (Dubey et al., 2024) and
Mistral-7B-Instruct-v0.3 (Jiang et al., 2023). For
each model, four different prompts were defined
with incrementally additional information. The
first one included only the context of creation of
this dataset (i.e. operators reporting anomalies dur-
ing the maintenance of a rocket) and the requested
task (i.e. remove the noise phenomenons without
altering the meaning). In the second prompt we
added the goal of this operation : to prepare the
text for further processing by a non-specified NLP
program. For the third one, a list of the different
expected types of noise to rectify was given. And
finally, in the fourth prompt, two reports and their
rectified versions were given as examples (few-shot
prompting) (cf. Appendix A). As is commonly rec-
ommended in such cases, all four prompts were
written in standard English, with the explicit indi-
cation that the source and target texts are in French
(Jin et al., 2024). LLM temperature was set to
zero, resulting in deterministic outputs and thus not
requiring several runs.

4 Intrinsic evaluation of the correction

For a first evaluation of the results, the Character
Error Rate (CER) was calculated on a gold stan-
dard of 15 manually normalized reports by the au-
thors. A selection of reports were chosen randomly
and 15 were selected to get a representation of
all the different noise phenomenons. The correc-
tion process is not trivial as each word needs to
be corrected, at least by putting the correct case
back, decisions have to be made regarding abbre-
viations and punctuation, some words can be am-
biguous due to the lack of accents... Table 2 gives
the average CER score for the original and each
prompting of the LLMs. The scores of the three
different LLMs are close, the variations rely on the
prompts. As expected, the first two prompts (with
less developed instructions) give high error rates,
close to the original reports score, which shows
a lot of differences with the gold standard. The
indication of a post-processing goal in the second
prompt did not improve the results and even seems
to have worsened it. However, the addition of the
list of phenomenons to consider lead to significant
improvement. The insertion of examples in the
prompt was not efficient though, and even costed a
few points to the results, except for Mistral.
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Description of the anomaly
PONT 150 KN :DEFAUTS D’ISOLEMENT SUR LES MOTEURS SUIVANTS :MO12 : DIRECTION
GV ===>2,8MohmMO13/14 : DIRECTION MV/PV ===>2,6Mohm ET 1,5MohmMO9 : LEVAGE GV
===>4,7MohmMO6/8 : TRANSLATION MV/PV ===> 4,5Mohm ET 2,3MohmNORME : ISOLEMENT MINI
> 5 Mohm
DEGRADATION BETON DESSUS CARNEAUX :1) DESSUS CARNEAU EAP2.JPG2) DESSUS CARNEAU NORD
1.JPG AFFAISEMENT GENERAL3) DESSUS CARNEAU NORD.JPG

Table 1: Examples of anomaly reports

Dataset Character Error Rate
Original Reports 0.43
Llama 3 prompt 1 0.32
Llama 3 prompt 2 0.35
Llama 3 prompt 3 0.06
Llama 3 prompt 4 0.08

Llama 3.1 prompt 1 0.35
Llama 3.1 prompt 2 0.34
Llama 3.1 prompt 3 0.10
Llama 3.1 prompt 4 0.08

Mistral prompt 1 0.28
Mistral prompt 2 0.39
Mistral prompt 3 0.07
Mistral prompt 4 0.07

Table 2: CER of the automatic rectification

The examples in Table 3 show one report and its
rectification proposed by Llama 3 according to the
different prompts. The text to correct was "SYN-
THESE HSY062 A OFF ATTENDU A ON." (tr.
"Synthesis HSYP62 on OFF expected on ON"). In
this particular report, the expected corrections were
limited: put back the lowercase and put back the
accents on "Synthèse" and the two occurrences of
"à". As already stated, the two first prompts pro-
duced less accurate corrections. In this case (which
is an extreme one) the output contains additional
words and substantial changes in meaning (tr. "on
the occasion of the stop expected on board" for
prompt 1 and "Anomaly analysis - On the occasion
of the offer expected at this moment" for prompt
2). This behavior may even be considered as an
hallucination. Their respective CER scores are 0.47
for prompt 1 and 0.64 for prompt 2. Prompts 3 and
4 got almost perfect results, although they respec-
tively obtained 0.2 and 0.13 CER. In prompt 3, the
punctuation ":" was added, which could be consid-
ered acceptable, and one of the acronym letter was
put in lowercase. For both of the prompts, "on" and
"off" were put in lowercase, which is not the case
for the gold but can hardly be considered a mis-
take. This first intrinsic evaluation allowed us to
identify a subset of promising configurations: we
arbitrarily consider for the extrinsic evaluation the
5 which obtained a CER of less than 0.1 (indicated
in boldface in Table 2).

Dataset Output CER
Original
report

SYNTHESE HSY062 A OFF AT-
TENDU A ON.

0.35

Gold re-
port

Synthèse HSY062 à OFF attendue à
ON.

Llama3
prompt 1

Synthèse HSY062 : À l’occasion de
l’arrêt attendu à bord.

0.47

Llama3
prompt 2

Synthèse HSY062 : Analyse
d’anomalie - À l’occasion de l’offre
attendue à ce moment-là.

0.64

Llama3
prompt 3

Synthèse HSy062 : À off attendu à
on.

0.20

Llama3
prompt 4

Synthèse HSY062 à off attendu à
on.

0.13

Table 3: Examples of correction

5 Evaluation on a downstream task

The second experiment conducted in this study con-
sists in an automatic annotation of the 6 datasets
(the original reports and the five datasets with a
low CER) through a sequence labeling task. The
original reports dataset was manually annotated
based on a twelve-class typology of sequences.
These classes are related to the main type of techni-
cal problem reported (i.e. “leakage”, “malfunc-
tion”, “missing component”...). The annotated
text segments are lexical markers (cues) of the
class ("leak", "leaking", "absence", "missing", "not
present"...). The annotation was performed by three
linguists. The inter-annotator agreement between
the linguists and a field expert was measured with
a gamma score (Mathet et al., 2015) of 0.63. In the
first example in Table 1, the trigger is "DEFAUT"
(tr. "DEFECT") and in the second one, "DEGRA-
DATION". Over the 1050 reports, a total of 1406
segments were identified (1114 are used for train-
ing, 292 for testing, with an unbalanced distribu-
tion of categories). Several fine-tuned transformer-
based token classifiers1 were tested for this task
on the original reports dataset with no preprocess-
ing other than folding the whole text in lower-
case. The two models that gave the best results
for the original corpus on a token-level evaluation
were bert-base-multilingual-uncased (Devlin et al.,

1Hyper-parameters: learning-rate = 1e−5, epoch = 20
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Classifier bert-base-multilingual-uncased camembert-large
Dataset Precision Recall F-score Precision Recall F-score
Original reports 0.72 0.77 0.74 0.71 0.79 0.74
Llama 3 prompt 3 (list) 0.60 0.67 0.64 0.66 0.78 0.71
Llama 3 prompt 4 (examples) 0.63 0.73 0.68 0.58 0.74 0.65
Llama 3.1 prompt 4 (examples) 0.58 0.66 0.62 0.64 0.77 0.70
Mistral prompt 3 (list) 0.57 0.66 0.62 0.63 0.73 0.68
Mistral prompt 4 (examples) 0.62 0.67 0.64 0.62 0.74 0.68

Table 4: Sequence labeling classifier scores

Figure 1: Example of automatic correction impacting the annotation

2019) and camembert-large (Martin et al., 2020)
with respectively 0.68 and 0.67 macro-average F1.
However, given the nature of the manual annota-
tion task, the precise segment boundaries may vary
without meaningful differences. As such, to get a
more accurate view of the scores, the "nervaluate"
metric was used, and especially the "entity-type"
measure2 to compute a labeled sequence based eval-
uation. This measure considers that a sequence
which overlap the gold data is a true positive if the
type (class) is correct. For the two selected mod-
els bert-base-multilingual-uncased and camembert-
large, the entity-type macro-average F1 are both
0.74 (Table 4). Given the tight results, we selected
these two classifier configurations to perform the
automatic labeling on the corrected datasets.

To reverberate the manual annotation from the
original reports to the corrected reports, adjust-
ments had to be done. To that effect, the cor-
responding offsets of the target sequence in the
corrected versions were determined based on the
output of the GNU wdiff utility3, with local ho-
mothety transformations for adapting to insertions
and deletions. The sequence labeling task was then
re-evaluated, using the five corrected versions of
both the training and test sets, without any other
preprocessing except using the lowercase for bert-
base-multilingual-uncased.

The results of the automatic sequence labeling
shown in Table 4 indicate that the rectification did
not increase the scores (best F1 scores in boldface).
Instead, they show slightly lower scores for the best

2https://www.davidsbatista.net/blog/2018/05/
09/Named_Entity_Evaluation/

3https://www.gnu.org/software/wdiff/

two configurations, with 0.71 and 0.70 F1 against
0.74 attained with the original reports dataset. The
camembert-large classifier obtains overall better re-
sults on the rectified data. Potential reasons to this
would be that the model has been trained specif-
ically for French language and as such is able to
handle the accents, whereas bert-base-multilingual-
uncased’s tokenizer strips them. Moreover, this
BERT model is uncased, which was not an issue for
the original reports that were all in uppercase, but
for the rectified datasets, the case issues have been
corrected. As such, camembert-large benefits from
more precise and less ambiguous formulations. The
decrease of the overall scores also implies a loss of
semantic information during the normalization pro-
cess that impacts the performance of the labeling
task.

6 Conclusion

In this study, we have demonstrated that the auto-
matic correction of a technical and noisy text with
an LLM produces mitigated results. The scores
given by the CER seemed satisfactory enough to
assume an efficient correction of the noise, at the
condition that the LLM is accurately prompted
(context, goal of the normalization and list of phe-
nomenons to correct). However, the results of the
sequence labeling task do not confirm this hypoth-
esis. Some semantic information may be lost and
lead to a negative impact on the sequence labeling
task. In the example in Figure 1, we can see a
case where the LLM overcorrected and modified a
critical word. The word "DEFECTUEUX" (tr. "de-
fective") was replaced by "défaut" (tr. "defect"). In
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the reports, "defect/défaut" is often found and used
with the meaning of "problem" or "inadequacy".
As such, it has been manually labeled most of the
time with the label "Out of specification". It differs
from "defectueux/ defective" which means that a
component is not functioning, thus labeled with
"Not working". In this example, by changing this
particular word, the LLM has modified the mean-
ing of the sentence and even its correctness (in this
case "est défaut" is nor grammatically accurate,
nor attested in the corpus). The classifier applied
on the rectified text thus incorrectly labels "est dé-
faut" as "Out of specification", while the original
text get a correct label of "Not Working" for "DE-
FECTUEUX". To conclude, we can say that the
use of transformers models on noisy and technical
data seems to be quite robust and able to cope with
such a corpus, addressing the main types of noise.
However, the noise itself does not seem to bear the
difficulty of the sequence labeling task given the
score obtained on the normalized dataset close to
the score of the original reports dataset.
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A Prompts

Included in prompt
version

Text

1,2,3,4 You are a trained linguist working with maintenance operators. Your task
is to correct sentences written in French by these operators. These texts
describe problems occurring during the maintenance of a rocket. You are
correcting these texts because they contain a lot of noise. You must write
a standardized version of these texts without modifying, reformulating, or
changing any words. Do not alter the vocabulary.

2,3,4 You need to clean these text because they will be automatically processed
afterward.

3,4 Here is a list of the different phenomenons to correct you may encounter :
- missing spaces and punctuation
- mispelled words
- the whole text in uppercase
- missing accents.
Even if you encounter an unfamiliar word, keep it as it is. When displaying
your answer, write only the corrected version of the sentence without
adding line breaks, additional information, explanations, or notes.

4 Here are two examples.
The text "CORROSION LEGERE SUR OVM50005CORROSION PLUS
IMPORTANTE SUR OVM5006 (VANNE ALIM PISCINE)" becomes
"Corrosion légère sur OVM50005. Corrosion plus importante du
OVM5006 (vanne ALIM piscine)."
The text "POULIE DE RENVOI SUR CAISSSON LBS LH2 GRIPPEE
SUR SON AXE." becomes "Poulie de renvoi sur caisson LBS LH2 grippée
sur son axe.".

1,2,3,4 Here is the text to rectify: [text inserted]
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