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Abstract

This study explores the differences between
textual and multimodal sentiment annotations
on videos and their impact on transcript-based
sentiment modelling. Using the UniC and CH-
SIMS datasets which are annotated at both the
unimodal and multimodal level, we conducted
a statistical analysis and sentiment modelling
experiments. Results reveal significant differ-
ences between the two annotation types, with
textual annotations yielding better performance
in sentiment modelling and demonstrating su-
perior generalization ability. These findings
highlight the challenges of cross-modality gen-
eralization and provide insights for advancing
sentiment analysis.

1 Introduction

With the rise of the internet and online platforms,
especially the proliferation of social media, user-
generated content (UGC) has become widely ac-
cessible to the public. UGC appears in various
forms and modalities, ranging from online textual
movie reviews on platforms like IMDB' and Rotten
Tomatoes?, to video blogs (vlogs) in video-sharing
platforms such as YouTube® and TikTok*.

UGC holds significant value for companies, mar-
keters and politicians (Van Hee et al., 2014), as
it contains sentiment-rich information that can be
leveraged to monitor public opinion and support the
decision-making process (Wankhade et al., 2022).
For instance, sentiment analysis based on tweets
has been utilized to model user satisfaction in mo-
bile payments (Kar, 2021) and predict election out-
comes (Stefanov et al., 2020).

Sentiment analysis on UGC predominantly fo-
cuses on text, partly because textual sentiment mod-
elling is more developed and computationally effi-

"https://www.imdb.com
Zhttps://www.rottentomatoes.com
*https://www.youtube.com
*https://www.tiktok.com
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cient compared to other modalities, such as audio
and video. In contrast, systems capable of auto-
matically understanding the content and sentiment
of videos are still in their infancy (Stappen et al.,
2021; Wang et al., 2023). Consequently, sentiment
analysis of non-textual UGC is often converted to
text-based analysis through subtitles or transcripts.
For instance, Stappen et al. (2021) investigated the
use of video transcripts to capture contextual and
emotional information in videos.

A critical question arises when annotating tran-
scripts: Should information from non-textual
modalities be considered during annotation? In
real-life scenarios, sentiment annotations typically
reflect the emotional status across modalities. As
a result, some studies incorporate multimodal in-
formation into the final annotation (Morency et al.,
2011; Pérez-Rosas et al., 2013; Nguyen-The et al.,
2022). However, another common approach is to
perform annotation solely based on textual infor-
mation, excluding other modalities to avoid inter-
ference (Clavel et al., 2013; Stappen et al., 2021;
Bekmanova et al., 2022; Efat et al., 2023). This
approach is practical since the input for sentiment
modelling is usually text, and annotating textual
data is less complex compared to multimodal data.

Both approaches to sentiment annotation have
their merits and are often intertwined. In some
cases, researchers do not differentiate between
them, applying multimodal annotations to textual
sentiment modelling under the assumption that sen-
timent labels across modalities are consistent. How-
ever, this assumption does not always hold true.
For instance, the text “I love this weather” might
be labelled as positive, but when the speaker’s tone
is sarcastic and they wear a frown, the sentiment
might be perceived as negative. Previous studies
have shown that emotion labels in multimodal se-
tups do not always align with those derived from
textual modalities alone (Ellis et al., 2014; Yu et al.,
2020; Du et al., 2023, 2024).
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Accurate annotations are crucial for building ef-
fective models. However, in the field of sentiment
analysis on UGC transcripts, few studies have com-
pared sentiment annotations derived solely from
textual information with those incorporating multi-
modal information, or examined the impact of these
differences on sentiment modelling. To address this
gap, this paper seeks to answer the following re-
search questions:

1. Do sentiment annotations on video transcripts
based solely on textual information differ
from those that include information from other
modalities? If so, to what extent?

How does the inclusion or exclusion of non-
textual information in video transcript annota-
tions impact sentiment modelling?

2 Related Studies

A significant portion of sentiment analysis research
has traditionally relied on datasets comprising user-
generated text. Common sources include social
media platforms, such as tweets (Gyanendro Singh
et al., 2020), and reviews from domains like prod-
ucts, hotels, and movies (Van et al., 2022; Thakkar
et al., 2023). While these studies have provided
valuable insights into sentiment classification, they
are predominantly focused on textual data.

Recently, sentiment analysis has evolved beyond
textual analysis to incorporate other modalities,
such as audio and video, giving rise to multimodal
sentiment analysis (Wu et al., 2024). This shift
reflects the growing prevalence of opinion-sharing
in video formats on platforms like YouTube and
TikTok (Zadeh et al., 2017; Gandhi et al., 2023),
where diverse modalities provide richer contextual
information for understanding sentiments.

An essential aspect of multimodal sentiment
analysis is the fusion of different modalities
(Gandhi et al., 2023; Zhu et al., 2023). Fusion
strategies are broadly categorized into two types:
early fusion and late fusion. Early fusion, also
known as feature-level fusion, integrates features
from each modality at the input level, whereas late
fusion, or decision-level fusion, combines the out-
puts of unimodal sentiment analyses to generate
the final prediction. Recently, advanced fusion
approaches, such as tensor fusion networks (Yan
et al., 2022) and dynamic fusion methods (Hu et al.,
2022a), have been proposed to enhance perfor-
mance.
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While incorporating non-textual information
generally improves the performance of multimodal
sentiment analysis, there remains a heavy reliance
on textual modalities. This phenomenon, termed
text-predominance, is evident in studies showing a
significant drop in classification accuracy — from
approximately 80% to 54% — when textual informa-
tion is excluded from multimodal models trained
on multimodal data (Liu et al., 2022). In contrast,
removing audio or visual information results in
only a marginal accuracy decline, such as a reduc-
tion from 87% to 85% (Hu et al., 2022b), a trend
corroborated by Wu et al. (2024).

It seems that we can still rely on textual infor-
mation despite the availability of other modalities,
especially when considering the imbalance of the
cost and the improvement when introducing non-
textual modalities. However, when we decide to
take into consideration only the textual modality
of the opinioned videos, which set of annotations
should be used, the textual one or the multimodal
one, as multimodal labels do not always reflect sen-
timental states in texts (Yu et al., 2020; Du et al.,
2024). In the following, we are going to investi-
gate the differences and influence of the two sets
of sentiment annotations.

3 Datasets

The definition of UGC varies across disciplines. In
the context of social media, UGC is defined as any
kind of text, data or action performed by online
digital systems users, published and disseminated
by the same user through independent channels,
that incur an expressive or communicative effect
either on an individual manner or combined with
other contributions from the same or other sources
(Santos, 2022). Based on this definition, we se-
lected two datasets for our study: the UGC dataset
UniC (Du et al., 2024), and the non-UGC dataset
CH-SIMS (Yu et al., 2020).

UniC is an English audio-visual emotion dataset
with independent annotations for each modality
(i.e., text, audio, and silent video) as well as overall
emotion states of the videos. This UGC dataset
comprises nearly 1,000 video clips collected from
YouTube, focusing on the topic of reviews.

CH-SIMS is a Chinese multimodal sentiment
analysis dataset featuring over 2,000 curated video
segments with both multimodal and independent
unimodal annotations. The videos in CH-SIMS
are sourced from movies, TV series, and variety



shows, implying that the professional actors in CH-
SIMS tend to express emotions more explicitly in
all modalities than the non-professionals in UniC.
This difference may also influence the sentiment
annotations across modalities.

For both datasets, sentiment labels were origi-
nally designed as negative, weakly negative, neu-
tral, weakly positive and positive. In this paper,
we grouped weakly negative and weakly positive
into negative and positive, respectively, for further
experiments and analysis.

4 Experiment

4.1 Statistical Analysis

We first analyzed the sentiment distribution across
modality setups. As shown in Figure 1, the senti-
ment distributions in both datasets vary depending
on the modality setup. Compared to the multimodal
setup, the number of both negative and positive in-
stances decreases in the textual modality, while the
number of neutral instances increases. A possible
explanation for this trend is that the additional in-
formation from audio and visual modalities helps
annotators discern sentiment polarities that might
otherwise be interpreted as neutral in text-only ex-
pressions.
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Figure 1: Distribution of textual and multimodal anno-
tations in Unic (left) and CH-SIMS (right).

To evaluate the relationship between annotations
across modalities, we conducted significance tests.
Chi-Square test results indicate that the relationship
between the two types of annotations is statistically
significant and not random, with a P-value of 2.49e-
98 for UniC and a P-value of 6.80e-235 for CH-
SIMS.

To further explore the similarities between the
textual and multimodal annotations, we compared
the two annotation types. In UniC, 63.69% of in-
stances were assigned the same sentiment anno-
tations across the two modality setups, while in
CH-SIMS, this percentage increased to 69.09%.
To measure the agreement between the two an-
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notation sets, Cohen’s kappa coefficient (Cohen,
1960) was applied. The results show a higher level
of agreement in CH-SIMS, with a kappa score of
0.5494, compared to 0.4964 in UniC. These find-
ings highlight a notable difference between the two
sets of sentiment annotations, suggesting that the
distinctions are not negligible.

The confusion matrices for the two annotation
types in both datasets, presented in Figure 2, pro-
vide further insights into how sentiment labels
change when transitioning between modalities. For
example, the inclusion of audio-visual information
in UniC led to a shift of approximately 30% of neg-
ative and 12% of positive annotations from their
textual counterparts. This discrepancy is exempli-
fied in Figure 3, where a video clip is annotated
as negative in the text but positive in the multi-
modal context. The sentiment shift primarily arises
from the cheerful tone of voice and the presence
of a smile. In contrast, for CH-SIMS, the corre-
sponding shifts were about 15% and 28%, respec-
tively. These results demonstrate the varied impact
of multimodal information on sentiment annota-
tions across the two datasets.
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Figure 2: Confusion matrix (Left: UniC; Right: CH-
SIMYS) of textual and multimodal annotations. The fre-
quency is normalized vertically against the number of
textual annotations with different sentiment labels.
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but like, in a good way, not shockingly bad, shockingly absurd.
I experienced a really visceral and physical response to it. Like,
it was making my whole body tense and cringe by how wild it
is, and also quite disgusting at times.
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Figure 3: A video clip example from UniC.



Acc-text F1-text Acc-mm F1-mm
Trainingdata mean SD mean SD mean SD mean SD
UniC-text 74.57 1.57 74.62 1.66 5498 2.14 53.03 1.69
CH-SIMS-text 71.18 0.44 68.33 095 59.36 1.27 52.60 0.29
UniC-mm 44.67 1.19 38.66 136 58.76 1.03 43.38 0.86
CH-SIMS-mm 60.70 0.87 46.15 2.07 63.03 091 45.13 1.22

Table 1: Model performances on test datasets when fine-tuned with textual (text) and multimodal (mm) annotations,
respectively, and evaluated against textual (text) and multimodal (mm) annotations, respectively, from UniC and
CH-SIMS. Accuracy (ACC) and F1-Macro (F1) are averaged from the results of three experiments. SD stands for

standard deviation.

4.2 Sentiment Modelling

To further examine the differences between the
two types of sentiment annotation, we applied
both in the task of transcript-based sentiment mod-
elling by fine-tuning a RoBERTa-base model (Liu
et al., 2019) for UniC and a Chinese RoOBERTa
model (Cui et al., 2021) for CH-SIMS, respectively.
Specifically, all instances from both datasets were
shuffled and randomly split in the training, valida-
tion and test sets in an 8:1:1 ratio. The models were
fine-tuned using a learning rate of le-5, and a batch
size of 8, and 10 epochs with an early-stopping
strategy.

For evaluation, both accuracy and macro F1
scores were used to assess performance across tex-
tual and multimodal annotations, providing insights
into cross-modality performance and the general-
ization potential between modality setups. Each
fine-tuning experiment was repeated three times
with different random seeds, and the averaged re-
sults are presented in Table 1.

As shown in Table 1, for both UniC and CH-
SIMS, the models fine-tuned with textual anno-
tations performed better when evaluated against
textual annotations than against multimodal anno-
tations. This highlights barriers across modalities
and significant information loss when transition-
ing from multimodal data to a single modality for
both datasets. Interestingly, while the model per-
formed significantly better on textual annotations
from UniC (F1 =74.57) compared to CH-SIMS (F1
= 68.33), the performance gap narrowed when eval-
uated against multimodal annotations (F1 = 53.03
for UniC versus F1 = 52.60 for CH-SIMS). This
suggests a common limitation in the model’s abil-
ity to generalize from text to multimodality across
both datasets.

The scenario became more complex when multi-
modal annotations were used for fine-tuning. For
both UniC and CH-SIMS, models fine-tuned with
multimodal annotations achieved only moderate
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performance (F1 = 42.38 for UniC and F1 =45.13
for CH-SIMS), reflecting the limitations of text-
based language models in generalizing from textual
to multimodality setups. Additionally, the models’
performance varied when evaluated against multi-
modal annotations versus textual annotations. For
UniC, the F1 score dropped noticeably from 43.38
to 38.66, while CH-SIMS showed a marginal in-
crease, with the F1 score rising from 45.13 to 46.15.
This indicates differing capacities of multimodal
annotations to encapsulate information relevant to
textual annotations.

More notably, when comparing evaluations
against multimodal annotations, models fine-tuned
with textual annotations generally outperformed
those fine-tuned with multimodal annotations for
both datasets. This finding suggests the sentiment
generalization ability of textual annotations in text-
based language models.

5 Conclusion

This study investigated the differences between
sentiment annotations on video transcripts derived
from textual and multimodal setups, as well as their
impact on transcript-based sentiment modelling.

The statistical analysis revealed a significant dif-
ference between the two types of sentiment annota-
tions with absolute similarities less than 70% and
kappa scores less than 0.55, highlighting the in-
fluence of multimodal information on sentiment
labelling in video data. The modelling experiments
further demonstrated that text-based annotations
outperformed multimodal annotations when eval-
uated against both textual and multimodal labels.
Also, a significant cross-modality performance gap
was observed. For instance, the macro F1 score
dropped from 74.62 to 53.03 when the evaluation
labels shifted from text-based to multimodality for
UniC, underscoring the challenges of generalizing
sentiment models across different modalities.

For future research, we will investigate the in-



corporation of additional modalities (e.g., audio
and facial expressions) and advanced models (e.g.,
multimodal fusion models), enabling a more com-
prehensive and nuanced analysis.

6 Limitations

A notable limitation of this study is the linguistic
difference between the datasets: UniC is in En-
glish, while CH-SIMS is in Chinese. As a result,
the comparison between UGC and non-UGC may
be influenced by cross-cultural differences, which
were not explicitly addressed in this research. Fu-
ture studies should consider incorporating datasets
from the same linguistic and cultural context to
allow for stronger and more nuanced comparisons.
Unfortunately, the current availability of datasets
limits the feasibility of such an approach.
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