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Abstract

Social media has become an essential focus for
Natural Language Processing (NLP) research
due to its widespread use and unique linguistic
characteristics. Normalising social media con-
tent, especially for morphologically rich lan-
guages like Arabic, remains a complex task
due to limited parallel corpora. Arabic encom-
passes Modern Standard Arabic (MSA) and
various regional dialects, collectively termed
Dialectal Arabic (DA), which complicates NLP
efforts due to their informal nature and variabil-
ity. This paper presents Dial2MSA-Verified,
an extension of the Dial2MSA dataset that in-
cludes verified translations for Gulf, Egyptian,
Levantine, and Maghrebi dialects. We evalu-
ate the performance of Seq2Seq models on this
dataset, highlighting the effectiveness of state-
of-the-art models in translating local Arabic
dialects. We also provide insights through error
analysis and outline future directions for en-
hancing Seq2Seq models and dataset develop-
ment. The Dial2MSA-Verified dataset is pub-
licly available to support further research 1.

1 Introduction

The rapid growth in social media users has estab-
lished it as an area of interest for Natural Language
Processing (NLP) research. Normalising social
media texts’ content is transforming informal text
into a more standardised form that aligns with es-
tablished linguistic conventions. This process is
a challenging NLP task for morphologically rich
languages such as Arabic, especially when paral-
lel corpora for Arabic social media and their cor-
responding standard forms are limited (Mubarak,
2018).

Arabic, a widely spoken global language, exists
in two primary forms: Modern Standard Arabic
(MSA) and various regional dialects, collectively

1https://github.com/khered20/
Dial2MSA-Verified

known as Dialectal Arabic (DA). MSA, the stan-
dardised form of the Arabic language, is utilised
in formal contexts such as education, media, liter-
ature, and official documentation. As a linguistic
bridge across the Arab world, MSA promotes a
shared understanding and cultural cohesion among
diverse Arab communities. In terms of grammar
and vocabulary, MSA follows strict standardised
rules, ensuring consistency in formal communica-
tion. Conversely, DA is the language of daily in-
teraction, prevalent in informal settings and deeply
reflective of the cultural and social identities unique
to each region and community (Sadat et al., 2014).

The significant variation between Arabic dialects
further complicates NLP tasks, as models trained
on MSA alone may struggle with the language used
on social media. Arabic users on these platforms
tend to use their local informal dialect. A single
Arabic word may indicate different interpretations
based on the context of the sentence, between two
dialects or between a dialect and MSA (Mallek
et al., 2017), which shows why it is important to
normalise text used in social media. Such a text
often combines MSA, dialects, non-Arabic words,
and unconventional spelling and may include slang,
abbreviations, shortened or compound words, per-
haps with grammar or spelling mistakes (Alruily,
2020). Figure 1 demonstrates the issues in Arabic
social media text and their correct format.

Figure 1: Examples of issues in Arabic social media
text and their correct MSA/normalised forms

https://github.com/khered20/Dial2MSA-Verified
https://github.com/khered20/Dial2MSA-Verified
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The increase of unstructured text from various
sources, including social media, has highlighted
the need for effective preprocessing and normalisa-
tion to enhance data quality and usability. While
basic preprocessing methods can still handle some
issues in Figure 1, others, such as dialectal varia-
tions, syntax mistakes, ambiguity, and polysemy,
require advanced techniques. To address these is-
sues and the normalisation task, we adopted a Se-
quence to Sequence (Seq2Seq) technique, specif-
ically using Neural Machine Translation (NMT)
architectures. Seq2Seq models have shown promis-
ing results in handling translations across different
language pairs, including from and to MSA. How-
ever, NMT models require large amounts of paral-
lel data (i.e., pairs of sentences in two languages)
for effective training. The limited availability of
DA-MSA datasets poses an obstacle (Slim and
Melouah, 2024). Moreover, in the context of social
media, the Dial2MSA dataset (Mubarak, 2018) is
currently the only publicly available resource that
covers multiple regional dialects, and it has not
been fully verified.

In this paper, we present Dial2MSA-Verified,
which is built upon Dial2MSA (Mubarak, 2018),
a Seq2Seq dataset from social media that encom-
passes four dialects: Egyptian (EGY), Maghrebi
(MGR), Levantine (LEV), and Gulf (GLF). Our
contributions to this dataset are two-fold:

• Verifying the dialects that were not verified
in the original Dial2MSA dataset, specifically
the LEV and GLF dialects, using three human
annotators for each. The final dataset was sep-
arated into 18,991 tweets for training, 800 for
validation, and 8,000 for testing, with multiple
MSA references for each tweet.

• Testing and reporting the performance of dif-
ferent Seq2Seq translation models on each
dialect of Dial2MSA-Verified, with models
such as AraT5v2 (Elmadany et al., 2023) per-
forming particularly well on the GLF dialect
and slightly less effectively on other dialects.

2 Related Works

2.1 Seq2Seq DA to MSA translation
Machine Translation (MT) technology has seen
significant advancements in recent years, with var-
ious approaches and techniques developed across
different domains. While existing MT systems sup-
porting Arabic have achieved moderate success,

there is a growing focus on improving translation
quality and developing more effective technologies,
particularly through the application of NMT meth-
ods (Zakraoui et al., 2021; Bensalah et al., 2021).
For DA translation, two main areas were investi-
gated: DA-English and DA-MSA (Harrat et al.,
2019). Multiple works on DA-English translation
used MSA as a pivoting between DA and English to
address the Out-Of-Vocabulary (OOV) issue in Ara-
bic dialects and to improve the translation (Sawaf,
2010; Salloum and Habash, 2013; Sajjad et al.,
2013; Salloum and Habash, 2014; Aminian et al.,
2014). Additionally, Salloum et al. (2014) used
dialect identification for MT system selection, with
MSA as a pivot, to optimise translation between
DA and English.

For DA-MSA, early research used rule-based
MT (Al-Gaphari and Al-Yadoumi, 2010; Salloum
and Habash, 2012; Hamdi et al., 2013), Statis-
tical Machine Translation (SMT) (Salloum and
Habash, 2011; Ghoneim and Diab, 2013; Meftouh
et al., 2018) and hybrid approaches (Tachicart and
Bouzoubaa, 2014). Later systems adapted NMT by
either translating one dialect to MSA or multiple
dialects to MSA. In single-DA to MSA transla-
tion, Al-Ibrahim and Duwairi (2020) employed an
RNN Seq2Seq encoder-decoder model to translate
the Jordanian dialect into MSA. Slim et al. (2022)
applied a transductive Transfer Learning (TL) ap-
proach for translating the Algerian dialect to MSA
using seq2seq models. Faheem et al. (2024) com-
bined supervised and unsupervised NMT methods
to enhance the translation from the EGY dialect to
MSA. In multi-DA translation, Shapiro and Duh
(2019) conducted training on transformer-based
models across different Arabic varieties, including
EGY and LEV dialects and MSA. Their findings
indicated that leveraging multi-DA datasets can
improve the translation quality for other unencoun-
tered dialects. Additionally, Baniata et al. (2021)
investigated the translation between multiple di-
alects and MSA by employing a word-piece model
to generate sub-word units for input features in the
NMT transformer model.

Recently, three shared-tasks were created for
DA-MSA translation: the fourth and fifth NADI
shared-tasks (Abdul-Mageed et al., 2023, 2024)
and OSACT DA-MSA MT shared-task (Elneima
et al., 2024). Participants were allowed to use
any available dataset and encouraged to create new
datasets to train their models. As a result, some
teams used a Large Language Model (LLM) such
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as ChatGPT from OpenAI to augment the train-
ing dataset (Khered et al., 2023; AlMusallam and
Ahmad, 2024). Participants experimented with var-
ious NMT models, such as fine-tuning transformer-
based pre-trained in Arabic models.

2.2 Arabic Social Media Normalisation
The social media normalisation task involves stan-
dardising various linguistic expressions in social
media content. This task has attracted research at-
tention across numerous languages and domains
(ERYİǦİT and TORUNOǦLU-SELAMET, 2017;
Zarnoufi et al., 2020; Aliero et al., 2023). How-
ever, these approaches cannot be applied directly
to other languages or domains due to linguistic
diversity (Matos Veliz et al., 2021). For Arabic,
several works have tackled the issue of unstruc-
tured text in social media as part of addressing
other NLP tasks. For instance, in Sentiment Anal-
ysis (SA), Rizkallah et al. (2018) translated some
Saudi dialect vocabularies into MSA using the So-
cial Analytics dynamic-link library (DLL) from
"AlKhawarizmy Software" and Hegazi et al. (2021)
focused on providing a single framework to han-
dle different issues related to preprocessing Arabic
tweets. Some studies used the MSA as a pivot
language between the DA-English translation in
social media. For example, Mallek et al. (2017)
used a dictionary of non-standard words and their
corresponding MSA to reduce the OOV issue in
Arabic tweets, which were then translated into En-
glish using a SMT approach. Other studies were
focused on normalising single DA on social me-
dia, such as Duwairi (2015), which constructed
a lexicon for Jordanian DA words and their cor-
responding MSA. Hamada and Marzouk (2018)
created a hybrid system to translate EGY to MSA
in social media as part of the ALMoFseH project.
They combined naive Bayesian learning to disam-
biguate morphological analysis, a rule-based trans-
fer mechanism, and a dictionary look-up system.
Chennafi et al. (2022) conducted experiments on
various tasks within Aspect-Based SA, incorpo-
rating a Seq2Seq model for normalisation. The
Seq2Seq normalisation model was trained on sub-
sets from the PADIC (Meftouh et al., 2018) and
MADAR (Bouamor et al., 2018) datasets to address
the OOV issue in EGY sentences.

The Arabic social media normalisation task in
previous works was concentrated on a single DA.
They applied traditional MT methods to enhance
the accuracy of other NLP tasks without being

evaluated. Furthermore, the limited use of NMT
methods is due to the lack of Seq2Seq data avail-
ability from social media platforms. In our re-
search, we proposed a Dial2MSA-Verified, an eval-
uation dataset of multiple Arabic dialects in so-
cial media, by completing the verification of the
Dial2MSA dataset. We experimented with various
transformer-based NMT models to be evaluated on
the Dial2MSA-Verified dataset.

3 Datasets

3.1 Dial2MSA Dataset

The Dial2MSA dataset comprises MSA transla-
tions of tweets from four Arabic dialects. The
dataset was constructed by initially collecting 175
million Arabic tweets, from which 24,000 tweets
were selected based on dialect-specific keywords:
6,000 each for EGY, MGR, LEV, and GLF dialects.
The dataset’s development involved two annotation
tasks: first, human translators provided multiple
MSA versions for each tweet; second, these trans-
lations underwent verification to remove inaccurate
translations and retain only the correct ones. While
all four dialects were subjected to the initial trans-
lation process, the verification step was completed
only for the EGY and MGR dialects, leaving the
MSA translations of the GLF and LEV dialects
unverified. Table 1 provides an example of un-
verified MSA translations of tweets written in the
GLF and LEV dialects. The colour-coding high-
lights translation errors: words in red are those that
were not present in the original tweet, while words
in orange indicate translation mistakes, such as
spelling errors or the use of DA vocabulary. These
MSA translations will be verified in this study as
explained in Section 4.1.

MSA (Unverified) GLF Tweet

ساعه24كيفارجع احب تويتر مثل الاول وخيم فيه 

سعااااااال   شصار علئ ألتفاقية 

عينها زرقت: ألأمنية ؟؟؟   يقولك 
يقولون عينها ازرقتالاتفاقماذا حدث في سعال

زرقتلأمنية يقولك عينها أتفاقية ألئعلشصارسعال

MSA (Unverified) LEV Tweet

تيتاقبل وفاة عنا هيك كان احنا: التغريدة

احنا كان عنا هيك قبل وفاة تيتا

💔😔
إذا كان الوضوح من أجل الإفهام، والقوة من أجل التأثير

نحن كان عندنا هكذا قبل وفاة الجدة

Table 1: A tweet from GLF and LEV dialects and their
unverified MSA translations from Dial2MSA dataset
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3.2 Additional Resources
While exploring potentially useful publicly avail-
able datasets, we found the following datasets to
enrich the training dataset, namely the PADIC
(Meftouh et al., 2018), the Multi Arabic Dialect
Applications and Resources (MADAR) (Bouamor
et al., 2018), the Semantic Textual Similarity (STS)
(Al Sulaiman et al., 2022), and the EmiNADI
dataset (Khered et al., 2023).

The PADIC (Meftouh et al., 2018) is a multilin-
gual parallel dataset that encompasses sentences
from six cities across the LEV and MGR regions,
along with corresponding MSA translations. It was
developed to improve statistical machine transla-
tion between these dialects and MSA.

The MADAR (Bouamor et al., 2018) dataset in-
troduced a multilingual parallel dataset of 25 Ara-
bic city-specific dialects and MSA.

The STS (Al Sulaiman et al., 2022) dataset as-
sesses the semantic similarity between two sen-
tences. It includes translations between EGY and
Saudi dialects and MSA.

The EmiNADI (Khered et al., 2023) dataset was
created to fill the gap of parallel corpora for the
Emirati dialect in NADI 2023 shared task (Abdul-
Mageed et al., 2023). It includes MSA translations
of Emirati tweets from the training datasets used
for NADI 2023 Subtask 1. These translations were
produced using the large language model GPT 3.5
Turbo, totalling 2712 translations. Among these,
1000 translations were manually checked by native
Arabic speakers to ensure quality.

4 Methodology

4.1 Dial2MSA Verification
This section demonstrates the verification phase,
which includes several steps as presented in Fig-
ure 2. This process led to the creation of the
Dial2MSA-Verified dataset.

Unverified

Verified

Remove 
duplicates

Remove 
incorrect 

translations 

Lexical 
analysis

Auto 
correction

Human 
evaluation

Figure 2: Dial2MSA Verification

Both the unverified GLF and LEV datasets were
fed to the cleaning process. Firstly, we removed du-

plicated samples when a sample had the exact MSA
translation. The second step is to remove the incor-
rectly translated samples. This was conducted by
removing samples that included non-Arabic words
as well as samples that included dialectal words
in the MSA translations. Such words are listed in
the research (Mubarak, 2018). The last step is the
lexical analysis. This involves the removal of sam-
ples that have large different numbers of segments
between DA and MSA pairs.

Before the cleaned samples were presented to the
annotators, we utilised an Arabic auto-correction
tool2 to correct some of the mistakes automatically.
Additionally, we employed GPT-4 via its API3 to
further enhance the correction process. Once these
automated steps were completed, the samples were
given to human annotators for final verification.
We provided them to six native Arabic speakers,
three of whom were native speakers of the GLF
dialect and three of the LEV dialect. This review
process was conducted using Label Studio 4, an
open-source online tool that facilitates the annota-
tion and labelling of data. Figure 3 illustrates the
human annotation interface in Label Studio.

Figure 3: Human annotation interface in Label Studio

Each annotator had three options: ’correct MSA’,
’correct MSA with modification’, or ’not correct or
cannot be translated’. The third option is when the
provided MSA translation is in a dialect or if it is
too difficult to comprehend or translate. For details

2https://pypi.org/project/ar-corrector/
3https://platform.openai.com/docs/models/

gpt-4-turbo-and-gpt-4/
4https://labelstud.io/

https://pypi.org/project/ar-corrector/
https://platform.openai.com/docs/models/gpt-4-turbo-and-gpt-4/
https://platform.openai.com/docs/models/gpt-4-turbo-and-gpt-4/
https://labelstud.io/
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on the annotation guidelines, refer to Appendix
A. Table 2 presents the statistics from Dial2MSA-
Verified, which includes the original Dial2MSA
statistics as well as the updated statistics for GLF
and LEV after completing the verification task.

Dialect Original
Tweets

MSA
(Task1)

Verified
MSA
(Task2)

Rem.
Tweets

Avg.
MSA/
Tweet

EGY 6,000 30,000 16,355 5,565 2.94
MGR 6,000 18,000 7,912 4,953 1.6
LEV 6,000 18,000 8,301 5,319 1.56
GLF 6,000 18,000 12,775 5,354 2.39

Table 2: Statistics for Dial2MSA-Verified corpus after
verifying the remaining (Rem.) dialects, specifically
GLF and LEV in Dial2MSA (Mubarak, 2018) dataset

4.2 Data Preprocessing and Preparation

Arabic text on social media is usually informal (not
standard) and commonly has spelling mistakes, ex-
tra characters, diacritical marks, elongations and
shortened words. To reduce the noise of such text
before applying the Seq2Seq normalisation models,
we performed different cleaning and preprocessing
methods, such as removing non-Arabic characters,
mentions, links, and emojis and dealing with hash-
tags by including them if only they were written
in Arabic. All diacritics were removed, and elon-
gations, in which words contain repeated charac-
ters, were stripped. Finally, we removed duplicated
samples found after preprocessing before training
our models. Table 3 shows an example of tweets
in GLF and LEV dialects before and after being
preprocessed. It also presents the MSA-verified
translations of the tweets.

MSA (Verified) GLF Tweet

كيف امتحنت؟ أليست الثانوية كلها في الأسبوع القادم؟
@user ها اشلون امتحنتي مو جنه الثانوية كل

اسبوع الياي ؟

ع القادم؟كيف امتحنت؟ أليست امتحانات الثانوية كلها في الأسبو Preprocessed Tweet

كيف امتحنتي؟ أليست الثانوية كلها الأسبوع القادم؟
ع اشلون امتحنتي مو جنه الثانوية كلها اسبو

الياي ؟

MSA (Verified) LEV Tweet

سللةلقد عطلنا أسعد الله الأستاذة صفية المانع على مثل هذه الأ
الله �💜💜💜💜💜😭�عطلناااا 

️❤��صفيه المانع على هيك أسلله . يسعد أ

عطلنا الله يسعد الأستاذة صفية المانع على هذه الأسللة Preprocessed Tweet

سللهعطلنا الله يسعد أ صفيه المانع على هيك أ

Table 3: The original tweet from GLF and LEV dialects
after applying the preprocessed methods and their veri-
fied MSA translations

4.3 Dataset Set Up

We collected multiple DA-MSA datasets focusing
on four dialects: EGY, GLF, LEV, and MGR. To
prepare the Dial2MSA-Verified dataset for model
evaluation, we randomly selected 2,000 tweets for
each dialect, with multiple MSA references, to
test and evaluate our models. The EGY and GLF
tweets have three MSA references each, while the
LEV and MGR tweets have two MSA references
each. From the remaining tweets in the Dial2MSA-
Verified dataset, we randomly picked 200 tweets
with a single MSA reference for each dialect to
serve as a development set. Finally, the remain-
ing tweets have multiple possible MSA references:
EGY with 3,365 tweets and 9,099 MSA references,
GLF with 3,154 tweets and 6,575 MSA references,
LEV with 3,119 tweets and 4,101 MSA references,
and MGR with 2,753 tweets and 3,312 MSA ref-
erences. These remaining samples were combined
with additional resources and will be used for train-
ing our models. Table 4 shows the training, de-
velopment and testing datasets. In the Dial2MSA-
Verified-test dataset, "R" indicates the number of
available MSA references: 2,000 tweets in EGY
and GLF have three MSA references each, and
2,000 tweets in LEV and MGR have two MSA
references each.

Dataset EGY GLF LEV MGR
Dial2MSA-V-train 9,099 6,575 4,101 3,312
PADIC 0 0 12,824 25,648
MADAR-train 13,800 15,400 18,600 29,200
Arabic STS 2,758 2,758 0 0
Emi-NADI 0 2,712 0 0
Total-train 25,657 27,445 35,525 58,160
Dial2MSA-V-dev 200 200 200 200
Dial2MSA-V-test 2000 3-R 2000 3-R 2000 2-R 2000 2-R

Table 4: Dataset set up, where Dial2MSA-V (Verified)
is used in the training, validation and testing datasets

4.4 Seq2Seq Models

Text-To-Text Transfer Transformer (T5) (Raffel
et al., 2020) is an encoder-decoder Transformer-
based model designed to support several NLP tasks,
including machine translation. For our work, we
specifically utilised the second version of AraT55

model (Nagoudi et al., 2022; Elmadany et al.,
2023), which is a fine-tuned variant of T5 explic-
itly aimed at handling Arabic tasks. Additionally,
we employed mT5 (Xue et al., 2021), and mT0
(Muennighoff et al., 2023), which are T5-based

5https://huggingface.co/UBC-NLP/
AraT5v2-base-1024

https://huggingface.co/UBC-NLP/AraT5v2-base-1024
https://huggingface.co/UBC-NLP/AraT5v2-base-1024
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models trained on a multitude of languages, includ-
ing Arabic.

The Bidirectional Autoregressive Transformer
(BART) (Lewis, 2019) is another model we utilised,
which is developed for text generation tasks such
as translation. We incorporated two derived mod-
els in our evaluation: AraBART (Eddine et al.,
2022), and mBART (Liu, 2020), version mBART-
large-50, which supports multiple languages for
translation tasks including Arabic.

Furthermore, we used the M2M100 model (Fan
et al., 2021), version M2M100-418M, a multilin-
gual encoder-decoder model created to facilitate
many-to-many translation. It was trained on large
datasets spanning 100 languages to enable direct
translation between various language pairs.

4.5 Training Configurations
We explored two main training approaches: a joint
model that integrates data from all regional dialects
and an independent model that specialises in trans-
lating specific dialects.

Joint Regional Model (J-R): In this setup, we
combined all dialect-to-MSA translation pairs from
the relevant regions for the four dialects into a sin-
gle model. The resulting joint model leverages
shared linguistic patterns among the dialects and is
designed to translate any dialectal text into MSA,
regardless of the specific dialect.

Independent Regional Model (I-R): In this con-
figuration, we developed a separate model for each
regional dialect. This approach has four models,
each trained exclusively to translate text from one
specific dialect into MSA. A dialect identification
model is used to determine which translation model
should be employed for a given text.

4.6 Dialect Identification
We retrained an ensemble of multiple fine-tuned
MARBERT (Abdul-Mageed et al., 2021) models
with hyperparameter optimisations (Khered et al.,
2022) and evaluated the output on the collected
datasets (Table 4). More details about the configu-
ration of the ensemble classification model are in
(Khered et al., 2022). The results of the best two
combination ensemble-MARBERT models and the
confusion matrix of the best performing model are
in Appendix B.

4.7 Hyperparameter Optimisation
Two Nvidia V100 GPUs were utilised and adhered
to the specified configurations; all models were

structured to process input and output sequences
with a maximum length of 128 tokens. The learning
rate was established at 5e-5, and the batch size
was configured to 16. The training process was
designed to run for a maximum of 20 epochs with
early stopping implemented if no improvement was
observed on the validation set for 3 consecutive
epochs.

5 Evaluation and Results

In this section, we evaluate our proposed models
using the Bilingual Evaluation Understudy (BLEU)
(Papineni et al., 2002) and chrF++ (Popović, 2017)
metrics. During training, we validated the mod-
els using the BLEU metric on the development
set, selecting the checkpoint that achieved the high-
est BLEU score. For these optimal checkpoints,
we report both BLEU and chrF++ scores on the
testing set using the SacreBLEU implementation
(Post, 2018). This implementation supports multi-
reference evaluation for both metrics, providing a
comprehensive assessment of model performance.
We present results for two configurations: Joint
Regional (J-R) and Independent Regional (I-R).

For the I-R configuration, dialect classification
is used to select the appropriate translation model.
This classification model was evaluated on the test-
ing set of the Dial2MSA-Verified dataset using
accuracy and Macro-Average F1 metrics. Addition-
ally, we compare the results obtained when using a
single reference file versus multiple reference files
for the Dial2MSA-Verified-test dataset to highlight
the impact of reference diversity on evaluation.

Table 5 presents the performance of all models
under the I-R configuration, with each model eval-
uated across the four dialects. An average score
(Avg) is also provided for each model to summarise
overall performance. It can be seen that the AraT5

Model EGY GLF LEV MGR Avg
mT0 BLEU 22.87 44.83 34.81 28.55 32.76

chrF++ 45.35 64.98 57.66 53.06 55.26
mT5 BLEU 23.44 45.35 35.12 29.02 33.23

chrF++ 46.65 66.11 59.06 54.56 56.59
AraT5 BLEU 27.80 47.12 38.94 32.09 36.49

chrF++ 50.80 67.27 61.31 56.86 59.06
mBART BLEU 25.38 45.89 37.71 31.29 35.07

chrF++ 48.28 66.61 60.45 56.52 57.96
AraBART BLEU 25.77 47.05 38.38 31.48 35.67

chrF++ 48.26 66.65 60.31 56.29 57.88
M2M100 BLEU 25.83 37.28 30.48 28.66 30.56

chrF++ 49.38 61.94 55.74 54.19 55.31

Table 5: Performance of different models using I-R
configuration
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model outperforms other models across all dialects,
achieving the highest average BLEU and chrF++
scores of 36.49 and 59.06, respectively. Further-
more, the mBART and AraBART also perform
well, with results comparable to those of AraT5.

Similarly, Table 6 presents the performance of
all models using the J-R configuration, evaluated
across four dialects, along with an average score
(Avg) for each model. The results indicate that the
AraT5 model outperforms the other models across
all four dialects, achieving an average BLEU score
of 41.12 and an average chrF++ score of 62.05.
Additionally, AraBART shows strong performance,
with results comparable to those of AraT5.

Model EGY GLF LEV MGR Avg
mT0 BLEU 27.43 46.02 37.30 30.95 35.42

chrF++ 50.77 66.53 60.26 56.23 58.45
mT5 BLEU 27.80 47.12 38.94 32.09 36.49

chrF++ 50.80 67.27 61.31 56.86 59.06
AraT5 BLEU 30.94 53.96 45.37 34.24 41.12

chrF++ 52.94 70.86 65.40 58.99 62.05
mBART BLEU 29.14 49.86 41.15 32.84 38.25

chrF++ 51.75 68.74 62.85 57.71 60.26
AraBART BLEU 29.87 51.38 43.07 32.95 39.32

chrF++ 52.26 69.49 64.13 58.12 61.00
M2M100 BLEU 22.58 40.88 33.45 27.78 31.17

chrF++ 45.56 62.01 56.17 53.38 54.28

Table 6: Performance of different models using J-R
configuration

The overall comparison between the two config-
urations shows that the J-R configuration outper-
forms the I-R configuration. This result is due to
two reasons. The J-R configuration may benefit
from leveraging shared linguistic patterns among
similar dialects during training. Moreover, the I-R
configuration depends on a dialect classification
model to choose the appropriate translation model
for each input. Despite the promising results of the
dialect identification model (results in Appendix
B), it still does not achieve perfect accuracy.

Furthermore. the use of multiple reference trans-
lations significantly enhances the evaluation of the
model’s performance. A single DA sentence can be
translated into MSA in multiple forms due to the
rich nature of Arabic morphology and syntax. Each
translation can preserve the core meaning while us-
ing different vocabulary choices and sentence struc-
tures. For example, the Levantine dialectal phrase
hðP



@ ø


YK. (I want to go), which can be trans-

lated into MSA as PXA
	
«


@
	
à


@ YK
P



@, H. Aë

	
YËAK. I.

	
«P


@,

or I. ë
	
X


A�, all conveying the same essential mean-

ing. With more reference translations, there is a

higher likelihood that the model’s output will align
with at least one reference, leading to a more accu-
rate assessment.

The highest BLEU and chrF++ metrics scores
are achieved when evaluating the proposed models
on all available references. As shown in Table 7,
the performance of the AraT5 model in the J-R
configuration improves when evaluated with mul-
tiple references. For both EGY and GLF dialects,
which have three MSA reference translations each,
the model’s performance improves when evaluated
on all three references. Similarly, for the LEV and
MGR dialects, which have two MSA references
each, combining both references still results in bet-
ter scores than using individual ones.

Refs. EGY GLF LEV MGR
BLEU MSA-1 14.92 33.18 32.71 23.42

MSA-2 14.88 33.35 32.80 23.44
MSA-3 14.99 33.92 === ===
MSA-1-2 24.12 46.38 45.37 34.24
MSA-2-3 24.48 47.12 === ===
MSA-1-2-3 30.94 53.96 === ===

chrF++ MSA-1 41.72 59.97 57.75 52.23
MSA-2 41.04 60.19 57.75 52.36
MSA-3 41.46 60.62 === ===
MSA-1-2 48.91 67.09 65.40 58.99
MSA-2-3 48.66 67.33 === ===
MSA-1-2-3 52.94 70.86 === ===

Table 7: Comparison of BLEU and chrF++ scores using
single vs. multiple MSA references (Refs.) with the J-R
AraT5 model

6 Discussion and Analysis

6.1 Dialectal Challenges and Translation
Quality

We provide a comprehensive example table
showcasing the original tweets, their gold standard
translations, and the corresponding AraT5 transla-
tions in Appendix C. Our analysis revealed notable
issues in normalising Arabic in social media into
MSA, particularly due to OOV tokens, many of
which stem from non-Arabic origins, as well as
unique expressions tied to specific dialects. In
the EGY dialect, for example, several English
loanwords have adapted meanings that differ from
the literal sense of Arabic. The term Q

	
¯ð


@, as seen in

èQºK. ú
	
G


@ úæ

.

	
K
	
X

�
�Ó Q

	
¯ð


@ ÕºÊ¿ ð Q

	
¯ð


@ ñë ð Q

	
¯ð


@ ú

�
æ
	
K


@,

implies "too much" or "over-the-top" in
English. However, the model interpreted
it as "more available" (its Arabic literal
meaning), resulting in translations like
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èQºK. ú
	
G @ úæ

.

	
K
	
X ��
Ë Q

	
¯ð


@ ÕºÊ¿ ð Q

	
¯ð


@ ñë ð Q

	
¯ð


@

�
I

	
K


@.

Similarly, ½
�
KA
�
�
�
�º� (derived from "sketch") was

misinterpreted as ½
�
JÖÞ� (your silence) due to

morphological resemblance, while 	Pñ
�
�Ë@ (from

"shoes," but translated to �
èPAJ
� or "car") posed

similar challenges.

The J-R-AraT5 model, however, showed some
accuracy in translating certain local dialect words.
For instance, 	áK


	Q
	
K @ was correctly rendered as 	á�k

(good) in MSA, 	
àñÊ

�
�@ as 	

­J
» (how), and ¼@ñk. in

LEV as ½Ê
	
g@YK. (inside you). Despite these suc-

cesses, some local expressions remained difficult.
For example, èñ«Y

�
�@ was returned unchanged in-

stead of the correct MSA equivalent, �
HYm�'
 @

	
XAÓ

(what is happening), and the LEV phrase ½ËAJ

	
K

(lucky you) could not be accurately translated due
to its unique connotation.

Additionally, the model showed an ability to han-
dle other Arabised English terms frequently seen
on social media. Words such as 	PPñËñ

	
®Ë @ were ap-

propriately translated to 	á�
ªK. A
�
JÓ (followers), and

��
A
	
®Ë @ to ¼ñJ.��
A

	
¯ (Facebook). It also successfully

translated �
IK
ñ

�
KP as �

èYK
Q
	
ª
�
K
�
èXA«@ (retweet), demon-

strating its adaptability to social media language.

MGR dialect posed a different set of challenges,
particularly due to lexical and conjugation differ-
ences from other dialects. For example, ðQK
Aª

�
KA¿,

meaning "insulting," was often misinterpreted as
something related to work (ÉÔ«), while Õæ� @ð (mean-
ing "what is up" in Algerian dialect) was incorrectly
translated to Õæ� @ (name). The term ÐAJ
J. Ë @ (referring
to the French BEM exam) also created difficulties,
as it appears in Arabic script but is inherently non-
Arabic.

LEV and EGY dialects featured unique dialectal
words that the model struggled to translate accu-
rately, even though direct MSA equivalents exist.
Words like ¡J
K. A

	
m�
�
� (doodles), hPAJ.Ó@ (yesterday),

and �
é
	
j
�
J
	
K @ (laziness) were challenging for the model,

perhaps due to morphological or contextual ambi-
guities that made it difficult for the model to iden-
tify the correct translations.

6.2 Model Performance and
Recommendations

While the model performed effectively with some
dialect-specific terms, it often struggled with bor-
rowed words and region-specific vocabulary across
all dialects. Improvements in translation quality
could be achieved by expanding dialect-specific
datasets to include common foreign-origin terms,
as well as by integrating context-sensitive embed-
dings to reduce ambiguity for polysemous words.
Additionally, applying more nuanced preprocess-
ing techniques could help account for regional lexi-
cal and morphological variations, enabling models
to capture the linguistic richness and contextual
relevance of Arabic dialects.

7 Conclusion and Future Work

This work introduced Dial2MSA-Verified, an ex-
tension of the Dial2MSA dataset that involves
the verification of previously unverified dialects.
We enriched the training data by incorporating
Seq2Seq datasets from various domains. We
conducted a comprehensive model evaluation us-
ing multi-reference evaluation, demonstrating im-
proved performance compared to single-reference
evaluations. Our findings indicate that models
trained in the J-R configuration outperformed those
in the I-R configuration. This improvement is due
to the inherent similarities between dialects, allow-
ing dialects to be learned from one another. Ad-
ditionally, the I-R configuration relied on dialect
identification for model selection, which affected
translation performance. Overall, AraT5 outper-
formed other models, achieving an average BLEU
score of 41.12 and a chrF++ score of 62.05.

In future work, we plan to expand the training
data, focusing on the social media domain, as the
limited availability remains an obstacle. Addition-
ally, we plan to explore the possibility of improving
the normalisation performance by leveraging more
advanced models, data augmentation techniques
and transfer learning techniques.

8 Limitations

While the Dial2MSA-Verified dataset offers com-
prehensive coverage of multiple dialectal regions,
it still lacks representation for other Arabic dialects,
such as Sudanese and Yemeni dialects. This gap
may limit the model’s ability to generalise effec-
tively across all Arabic-speaking regions. More-
over, models trained with Seq2Seq datasets from
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varied domains might experience difficulties when
applied to domain-specific texts, potentially affect-
ing translation accuracy in social media contexts.
Lastly, the reliance on dialect identification for
model selection in some configurations poses a
limitation, as incorrect identification can impact
translation performance.

9 Ethical Considerations

This study adhered to ethical guidelines by ensur-
ing data confidentiality and compliance with data
protection regulations. Datasets were anonymised,
and annotators provided informed consent for vol-
untary participation. Measures were taken to min-
imise potential biases by selecting diverse dialectal
data and involving annotators from different dialect
regions to ensure fairness and accuracy in data ver-
ification.
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A Annotation Guidelines

Overview
Thank you for agreeing to assist us with verifying Modern Standard Arabic (MSA) translations. One at a
time, you will be presented with tweets in the [Gulf/Levantine] dialect and their MSA translations. Your
task is to verify these MSA translations.

Instructions
You will be using a tool called Label Studio. Before starting, you will be shown examples of correct
translations and tested to ensure you are prepared for this task. This preparation helps to maintain high
quality in the work.

Your Role
You will verify the MSA translations of [Gulf/Levantine] dialect tweets. For each translation, you have
the following three choices:

• Correct MSA: Select this option if the translation is accurate and requires no changes.

• Correct MSA with Modification: Choose this option if the translation is partially correct and
requires corrections. Please specify the corrected translation in the textbox.

• Not Correct or Cannot be Translated: Use this option if the translation contains significant errors,
remains in dialect, or is too difficult to understand or translate.

When reviewing translations, ensure that the MSA translation accurately conveys the original meaning
of the tweet. Check for spelling and grammatical correctness as well as proper sentence structure in the
MSA translation.

B DA Identification Results and Model Performance Metrics

Model Accuracy Macro-Average F1
Ensemble-MARBERT-1 96.95 96.942
Ensemble-MARBERT-2 96.224 96.215

Table 8: Results for DA identification based on the ensemble of best two combinations of MARBERT models

Figure 4: Confusion matrix for the best-performing ensemble model of DA identification
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C Comparative Analysis of J-R AraT5 Predictions and Gold MSA References

DA Cleaned Tweet AraT5 Prediction Gold MSA References

EGY

مش ذنبى أنى بكرهأوفر و كلكم أوفر و هو أوفر أنتى 
You’re over, he's over, and all of you are over. It's not 
my fault that I hate.

أنت أوفر و هو أوفر و كلكم أوفر ليس ذنبى انى بكره
You’re over, he's over, and all of you are over. It's not 
my fault that I hate.

ردود افعالك وافعالك وافعالكم كلم زائده جدا وليس ذنبى انى لا أحبه

انت غير طبيعية مثله ومثل الجميع ما ذنبي انا غدا

انت متكبرة وانت متكبر ليس ذنبي اني اكره

GLF

احس اني ابغا امسك الدفتر اقلب فيهسكتشاتكمرة حلوة  ’
Your sketches are really nice, I feel like flipping 
through a notebook.

جميل جدا صمتك أشعر أنني أريد أن أمسك الدفتر وأقلب فيه
Your silence is so beautiful, it makes me feel like I 
want to pick up the notebook and flip through it.

رسوماتك رائعة أشعر أنني أريد أن أمسك الدفتر وأقلب صفحاته

رسوماتك جميلة جدا أشعر أني أريد أن أمسك الدفتر وأقلب فيه

رائعة جدا سكتشاتك أشعر أنني أريد أن أمسك الدفتر وأقلب فيه

EGY

كدا 300يافندم يا راجل قول 299دى لو سمحت ؟؟ ب الشوزبكام 
كدا مش هشترى

How much is this shoes, please? It ’s 299, sir. Come on, 
say 300, I'm not going to buy it anyway.

هكذا لن 300يا سيدي قل 299بكم هذه السيارة من فضلك ؟ ب 
أشترى

How much is this car, please? It’s 299, sir. Come on, 
say 300, that way I won't buy it

فى الحالتين لن اشترى300يامحترم قل 299بكم هذا الحذاء اذا سمحت؟؟ سعر 

في اي حال ان 300لماذا لا تقول .. جنيه 299ما سعر هذا الحذاء من فضلكك؟؟ 

ان اشتري

انا لن اشتري300ياسيدي يارجل قل 229كم سعر هذا الحذاء من فضلك ب 

GLF

مالهم حس؟؟مدريديه شصار عل انزين
Okay, what happened to the Madrid fans? Why are 
they silent?

حسنا ماذا حدث للمدنيين؟ هل هم بلا حس؟
Okay, what happened to the civilians? Are they silent?

ماذا حدث لأنصار مدريد لماذا هم صامتون؟

حسنا ماذا حدث للمدريدية لم نسمع لهم صوت

حسنا ما الذي حدث للمدريديين لم نعد نراهم؟

GLF

الوصل معاك ونت بسرعه تزعلاشلون
How can there be a connection with you when you 
quickly get upset?

كيف الوصل معك وأنت بسرعة تغضب؟
How can there be a connection with you when you 
quickly get upset?

كيف يكون الوصال معك وأنت بسرعة تغضب؟

كيف يكون الوصال معك وأنت سريع الغضب؟

كيف يكون وصالك وأنت سريع الزعل؟

LEV

عشان هيك الكل بحبك ياحصتناجواك لانك انت نظيف وطيب من 
Because you're clean and good-hearted from the 
inside, that's why everyone loves you, my dear.

لأنك أنت نظيف وطيب من داخلك لذلك الجميع يحبك يا حصتنا
Because you're clean and good-hearted from the 
inside, that's why everyone loves you, my dear.

لأنك نظيف وطيب من داخلك لذلك الجميع يحبك يا نصيبنا

لأنك نظيف وطيب من داخلك لذلك الجميع يحبك يا حصتنا

GLF
اشلون جي فجأه كلكم اتكلموناشدعوه

How come suddenly all of you are talking?
أشدعوه كيف جاء فجأة كلكم تتكلمون

How come suddenly all of you are talking?

ماذا يحدث جميعا قمتم بالتحدث فجأة

ماذا حدث؟ فجأة جميعكم تتحدثون

ماذا جرى فجأة جميعكم تتحدثون

LEV

إحنا معطلين اليوم مشان في عيد للمسيحيةنيالك
Lucky you, we're off today because there's a Christian 
holiday.

يا إلهي نحن نعطل اليوم لأجل عيد المسيحية
Oh my God, we are off today for the Christian holiday.

هنيئا لك نحن اليوم في عطله بسبب وجود عيد للمسيحيين

من حسن حظك أنك في عطلة اليوم لأن هناك عيد للمسيحيين

EGY

بتوعناالفولورزلو بنخاف على بعض قد ما بنخاف على 
If only we cared about each other as much as we care 
about our followers.

لو نخاف على بعضنا بقدر ما نخاف على متابعيننا
If only we cared about each other as much as we care 
about our followers.

ياليتنا نخاف على بعض قدر خوفنا على فولورزنا

لو اننا نحرص علي غيرنا كما نحرص عل متابعينا

يا ليتنا نهتم ببعض علي قدر اهتمامنا بالاتباع الذين عندنا

MGR

لا ما نعرفت واش بيه علاش علاشالفايسإلا 
Except for Facebook, I don't know what's wrong with 
it why why

إلا الفايسبوك لا أعرف لماذا لماذا لماذا
Except for Facebook, I don't know why why why

ماعدا الفيس بوك لااعرف ماذا به لماذا

الى الفايس لا اعرف مابه هكذا

LEV

للفيديو مشان يوصل يلا بليزرتويتحبايبي بليز 
Guys, please retweet the video so it reaches more, 
please.

ضلكيا أحبابي من فضلك قم بإعادة التغريد للفيديو لكي يصل هيا من ف
Guys, please retweet the video so it reaches more, 
please.

أرجو منكم يا أحبابي إعادة نشر الفيديو حتى يصل هيا أرجوكم

أحبائي من فضلكم إعادة تغريد للفيديو ليصل هيا من فضلكم

MGR

ف فرنسا وهي مخدمة ليكم النص ديال الشعب فكاتعايروعلاش 
Why do you criticize France when it's providing jobs 
for half of your population?

لماذا تعملون في فرنسا وهي تعمل لكم نصف الشعب في فرنسا
Why do you work in France while it works for you, 
half of the population in France?

لماذا معايرة فرنسا فهي قامت بتشغيل نصف شعبكم

لماذا تسبون فرنسا و هي تمهن لكم نصف الشعب

MGR
درتلك هذ حقد ولا اسمواسمعلاش

Why, what did I do to you, was this hatred or what?

لماذا و اسم فعلت لك هذا حقد أم اسم
Why and name, did I do this to you, was it hatred or 

name?

لماذا ماذا فعلت لك هل هذا حقد او اسم

لماذا ماذا فعلت لك هذا حقد ام ماذا

MGR

لي راهم معانا شحال جبتو معدلالبيامصحاب 
The participants of the BEM exam with us, what score 
did you achieve?

أصحاب البيام الذين معنا كم حصلوا على معدل
The participants of the BEM exam with us, what score 
did they achieve?

أصحاب البيام الموجودين معنا كم المعدل الذي حصلتم عليه

أصحاب المتوسطة المتواجدون معنا كم تحصلتم على المعدل

EGY

شخابيطياريت متتكلمش الا بالصح متجاملش حد خليك زى ما انت 
Please only speak the truth and don’t flatter anyone. 
Stay as you are, scribbles.

اتمنى لا تتكلم الا مع الناس ولكن لا تجامل احد كن كما انت شخابيط
I hope you only talk to people without flattering 
anyone. Be yourself, scribbles.

من فضلك لا تتكلم الا بالصح لا تجامل شخص استمر كما انت شخابيط

اتمنى ان لا تتكلم الا بما هو صواب ولا تجامل احدا وان تظل هكذا مثل ما انت عليو 

نقش

ليتنا لا نتكلم إلا بالصواب لا تجامل أحد ظل مثلما أنت هوامش

Table 9: Comparison of J-R AraT5 predictions and gold MSA references across the four dialects in the Dial2MSA-
Verified dataset. Bold words highlight challenging dialect terms discussed in the paper’s discussion section.
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