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Abstract

The VarDial Evaluation Campaign 2025 was
organized as part of the twelfth workshop on
Natural Language Processing for Similar Lan-
guages, Varieties and Dialects (VarDial), co-
located with COLING 2025. It consisted of
one shared task with three subtasks: intent de-
tection, slot filling and dialect identification
for Norwegian dialects. This report presents
the results of this shared task. Four participat-
ing teams have submitted systems with very
high performance (> 97% accuracy) for intent
detection, whereas slot detection and dialect
identification showed to be much more chal-
lenging, with respectively span-F1 scores up to
89%, and weighted dialect F1 scores of 84%.

1 Introduction

The workshop series on NLP for Similar Lan-
guages, Varieties and Dialects (VarDial), now at its
twelfth edition, has traditionally hosted an evalua-
tion campaign with shared tasks on various top-
ics such as language and dialect identification,
commonsense reasoning, question answering, and
cross-lingual tagging and parsing. The shared tasks
have featured many languages and dialects from
different families and data from various sources,
genres, and domains (Chifu et al., 2024; Aepli et al.,
2023, 2022; Chakravarthi et al., 2021; Gaman et al.,
2020; Zampieri et al., 2019, 2018, 2017; Malmasi
et al., 2016; Zampieri et al., 2015, 2014).

The VarDial Evaluation Campaign 2025 con-
sisted of the NorSID shared task, which focused
on slot filling, intent detection and dialect identi-
fication for Norwegian dialectal data. As digital
assistants are becoming more widespread, it is im-
portant that they can support a wide variety of lan-
guage varieties. Where other work has focused
on supporting a wider range of languages (e.g. Xu
et al., 2020; FitzGerald et al., 2023), we instead
focus on dialects, which has shown to be challeng-
ing for slot and intent detection systems (van der
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Goot et al., 2021a; Aepli et al., 2023; Winkler et al.,
2024).

The NorSID shared task included three subtasks:
slot filling, intent detection, and dialect classifica-
tion. Each participating team was allowed to send
in three submissions per subtask. It was not manda-
tory for the participants to provide systems for all
tasks; they had the option to only take part in a
specific subtask.

2 Related Work

NLP for dialects and language varieties has been
a long-standing research topic, and the VarDial
workshop series has contributed substantially to its
popularity. Nevertheless, although important ad-
vances have been made in recent years thanks to
neural architectures and large language models, en-
gaging with linguistic variation remains one of the
crucial open research questions within NLP. Sev-
eral surveys summarize the state-of-the-art in NLP
for dialects: Zampieri et al. (2020) summarizes
the various research directions in NLP for dialects
that were explored in earlier VarDial editions and
introduces the reader to key issues in dialectology
and sociolinguistics. Joshi et al. (2024) provides
an updated perspective on NLP for dialects.

A large number of previous VarDial shared tasks
focused on language identification, either for na-
tional varieties of pluricentric languages, or for
dialects and closely related languages. The former
includes tasks of discriminating between British
and American English (DSL, Chifu et al., 2024;
Aepli et al., 2023; Malmasi et al., 2016; Zampieri
et al., 2015, 2014), or between French spoken in
Belgium, Canada, France and Switzerland (FDI,
Chifu et al., 2024; Aepli et al., 2022), to name but
a few. The latter includes the identification of vari-
ous Swiss German dialects (GDI, Zampieri et al.,
2018, 2017), or of the different regional languages
spoken in Italy (ITDI, Aepli et al., 2023). The di-
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alect identification subtask of this year’s NorSID
task falls in the latter category. An overview of the
history of language identification and its challenges
can be found in Jauhiainen et al. (2019).

The two other subtasks of NorSID focus on in-
tent classification and slot filling for task-oriented
dialog systems, a task also sometimes referred to
as spoken language understanding. Three re-
cent surveys provide excellent introductions to the
topic: Louvan and Magnini (2020) and Weld et al.
(2022) focus mainly on methods, whereas Larson
and Leach (2022) survey the available datasets. As-
pects of dialectal variation and cross-lingual trans-
fer between closely related varieties have been dis-
cussed in the SID4LR shared task at VarDial 2023
(Aepli et al., 2023), which focused on South Tyro-
lian and Swiss German dialects as well as Neapoli-
tan, a language closely related to Italian.

3 Data

The data used in the NorSID shared task is taken
from the NoMusic corpus, which is the Norwegian
extension of the xSID dataset. We present these
resources below. Table 1 provides an overview of
the dataset sizes.

xSID The multilingual xSID dataset was intro-
duced by van der Goot et al. (2021a). It consists
of prompts for digital assistants taken from the En-
glish Snips (Coucke et al., 2018) and cross-lingual
Facebook (Schuster et al., 2019) datasets, which
were manually translated and re-annotated into 13
language varieties. xSID continues to be updated
with additional languages: two languages (Neapoli-
tan and Swiss German) were added in the context
of the SID4LR shared task at VarDial 2023 (Aepli
et al., 2023), and two languages (Bavarian German
and Lithuanian) by Winkler et al. (2024).

The data in xSID is partitioned into 43,605 sen-
tences for training, 300 for development and 500
for testing. The native English data is translated
into the other languages, automatically in the case
of the training set, and by humans in the case of
the development and test sets.

NoMusic Since xSID currently does not cover
Norwegian, the NoMusic corpus project (Mehlum
and Scherrer, 2024) was started to fill this gap. It
complements xSID with several Norwegian ver-
sions, taking into account the prevalence of dialects
(and dialect writing) in Norway. NoMusic contains
translations of the English xSID development and
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Figure 1: Map of Norway with the origins of the ten
dialect translators (Al to A10). The colors represent the
four major dialect areas.

test sets both into standard Norwegian Bokmal and
into the dialects of ten native speakers of Norwe-
gian who regularly write in these dialects.

Figure 1 shows the origins of the dialect speakers.
2 translators write in Northern dialects (N, blue on
the map), 3 translators write in Central Norwegian
dialects (T for Trgndersk, green) and 5 translators
write in Western dialects (V for Vestnorsk, orange).
None of the translators write in an Eastern dialect
(red on the map), but it is common in this area
to write in standard Bokmal. Therefore, the Bok-
mal translation can be viewed to some extent as
representative of the writing traditions in Eastern
Norway.

The NorSID training data As there was no train-
ing data for any Norwegian varieties, we followed
the procedure from van der Goot et al. (2021a) to
generate training data from the original xSID En-
glish training data using machine translation and
annotation transfer. The machine translation model
was trained on the Norwegian OpenSubtitles data’,

1https: //object.pouta.csc.fi/
OPUS-OpenSubtitles/v2018/moses/en-no.txt.zip,
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# id = 33/8

# text = Kor varmt skal det ver i dag?
# intent = weather/find

# dialect =V

1 Kor weather/find O

2 varmt weather/find B-weather/attribute
3  skal weather/find O

4  det weather/find O

5 ver weather/find O

6 i weather/find B-datetime
7 dag weather/find  I-datetime
8 ? weather/find O

Figure 2: Example sentence with sentence-level annota-
tion (intent, dialect) and token-level slot annotation
(i dag of type datetime). The id field tells that it is
sentence 38 from translator A8. It was translated from
the English sentence How warm will it be today?

as it was the largest open parallel data based on
transcribed speech. We used the FairSeq toolkit
v0.9.0 with default hyperparameters, matching the
original xSID setup, and relied on the attention
weights for transferring the slot labels, which were
afterwards automatically corrected to valid BIO
sequences (i.e. first I becomes a B, and if there is
a label mismatch in the span, the B-label is used).
It should be noted that the automatic mapping of
the slot labels led to some incorrect labeling in
the target language. We also noted that the ma-
chine translation quality was relatively poor overall
with a BLEU score of 18.46 (sacreBLEU on word-
segmented texts). The machine-translated training
set is only available in Norwegian Bokmal, not in
any of the dialects covered by NoMusic (nor in the
other written Norwegian norm, Nynorsk).

The NorSID development and test sets For the
purpose of the shared task, we concatenated and
shuffled all eleven versions of the NoMusic data,
keeping intact the division into development and
test sets. Furthermore, we annotated each prompt
with the dialect label (N, T, V, or B for Bokmal). An
example is shown in Figure 2. In the development
set, we also provide a unique sentence identifier
(33/8 in the example) that determines the content
(all sentences with number 33 have the same mean-
ing) and the translator (all sentences with /8 were
produced by translator AS).

The blind test set provided to the participants
consisted of the # text line and the first two
columns of the tokenized format.

http://www.opensubtitles.org/

Split  Sentences Unique B N T V
Train 43,605 33408 1(MT) - -

Dev 3,300 2,736 1 2 3 5
Test 5,500 4,477 1 2 3 5

Table 1: Overview of the data used in the NorSID shared
task. Sentences refers to the total number of sentences
per split, Unique to the number of unique lower-cased
sentences. B, N, T, V lists the number of translations
into the four varieties (Bokmal, Nordnorsk, Trgndersk,
Vestnorsk, respectively).

Team Slots Intents Dialect Reference

HiTZ v v v Bengoetxea et al. (2025)
MaiNLP v v Blaschke et al. (2025)
LTG v v Midtgaard et al. (2025)
CUFE v v Ibrahim (2025)

Table 2: The teams that participated in the VarDial
Evaluation Campaign 2025.

Evaluation We used the standard evaluation met-
rics for the three tasks, namely the span F1 score
for slots, accuracy for intents, and weighted F1
score for dialect classification.

The English source data in xSID is character-
ized by a considerable number of duplicates, and
the number of duplicates further increased when-
ever several dialect translators produced the same
translation (see Table 1). For the slot and intent
evaluation, we did not perform any duplicate re-
moval to maintain comparability with other results
reported on this dataset. In contrast, the dialect
identification evaluation is based on unique lower-
cased sentences, each of which is associated with
a set of labels. The F1 score is computed in the
same way as in multi-label classification tasks (e.g.
Chifu et al., 2024).

4 Participants and Approaches

Four teams participated in the shared task (see Ta-
ble 2). The organizers provided baselines for the
three subtasks.

Baseline: For the slot and intent detection sub-
tasks, the baseline we provided is the same as in the
original xSID paper, trained on the English data,
with an updated version of MaChAmp? (van der
Goot et al., 2021b). The model uses an mBERT
encoder and a separate decoder head for each task,
one for slot detection (with a CRF layer) and one

2https://machamp-nlp.github.io/
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for intent classification.

For dialect identification, we used the same base-
line model as in the ITDI shared task (Aepli et al.,
2023): a Support Vector Machine (SVM) classi-
fier with TF-IDF-weighted features of character
1-to-4-grams. The model was trained on the de-
velopment set using the scikit-1earn toolkit (Pe-
dregosa et al., 2011).

HiTZ: Team HiTZ (Bengoetxea et al., 2025) was
the only one to address all three subtasks. For slot
and intent detection, they compared various com-
binations of the xSID training data and found that
English data alone performed best overall, followed
by all Germanic languages except Norwegian (i.e.,
English, German, Dutch and Danish). They also
confirmed that multi-task modelling outperformed
a single-task setup.

For dialect identification, Team HiTZ collected
four additional datasets of non-Standard Norwe-
gian and silver-labeled them using geolocation
metadata and linguistic features. On the modelling
side, they experimented with both encoder models
(fine-tuning) and decoder models (few-shot prompt-
ing and supervised fine-tuning). In the end, one of
the simplest setups consisting of the NorBERT3
encoder model fine-tuned on the provided devel-
opment set (i.e., without the additionally collected
data) yielded the best results.

MaiNLP: Team MaiNLP (Blaschke et al., 2025)
tried to improve performance for slot and intent de-
tection with a variety of methods: varying the train-
ing data, injecting character-level noise, training
on auxiliary tasks, and combining layers of models
fine-tuned on different datasets. They found that in-
jecting character-level noise is an efficient method
for improving performance, training on auxiliary
tasks did not lead to substantial improvements, and
replacing layers of a model fine-tuned on English
SID data with layers from a model fine-tuned on the
provided development set could lead to substantial
performance improvements.

LTG: Team LTG (Midtgaard et al., 2025) investi-
gated potential improvements of the automatically
translated training data. They improve the align-
ment of the slot labels with simAlign (Jalili Sabet
et al., 2020) and some heuristics, which leads to
substantial performance improvements. They also
use an LLM ? for translating the training data to

3h'ctps ://huggingface.co/norallm/
normistral-7b-warm

Team Slots (F1) Intents (Acc.) Dialect (w-F1)
Baseline 64.36 84.15 77.42
HiTZ 85.37 97.69 84.17
MaiNLP 85.57 97.64 —
LTG 89.27 98.02 —
CUFE — 94.38 79.64

Table 3: Highest results for each participating team for
intent classification (accuracy), slot detection (Span-F1
score), and dialect identification (weighted F1).

achieve a higher quality, but this did not lead to bet-
ter performance. Finally, they map annotation from
the MASSIVE dataset (FitzGerald et al., 2023) to
the xSID label set, and show that training on these
leads to higher performance.*

CUFE: Team CUFE (Ibrahim, 2025) fine-tuned
three BERT models (mBERT, NB-BERT and Nor-
BERT) for the intent detection and dialect identifi-
cation tasks. They only used the provided develop-
ment set for fine-tuning and found that the multilin-
gual mBERT model outperformed the Norwegian-
specific models.

5 Results

We evaluated the submitted systems according to
accuracy for intents, according to the span F1 score
for slots (where both span and label must match
exactly), and according to weighted F1 score for
dialect identification.’ Table 3 summarizes the re-
sults by showing the highest scores of each team.

For slot detection, all participants outperform
the baseline by a large margin. Detailed results
(Table 4) show that most submissions performed
best on the Bokmal data, followed by Trgndersk,
Vestnorsk and Nordnorsk. All participating teams
found that using the original English training data
in a cross-lingual transfer setting worked best, and
that adding the (machine-translated) Bokmal train-
ing data led to significant drops. The participants’
efforts to improve the quality of the slot annota-
tions were largely unsuccessful (Midtgaard et al.,
2025).

For intent classification, the baseline was also
outperformed by a large margin by all participants.
The range of scores show that this task is close to

“Note that training on additional SID-annotated Norwe-
gian was not allowed in the official runs. The run including
MASSIVE was submitted outside of the competition.

5The data, evaluation scripts and detailed results are avail-

able on Github: https://github.com/ltgoslo/NoMusic/
tree/main/NorSID
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Submission B N T \" all Submission B N T \" all
LTG3 90.94 87.19 89.69 89.49 89.27 HiTZ 2 75.40 78.44 8595 87.45 84.17
LTG 2 89.92 87.89 89.27 89.62 89.25 HiTZ 3 7491 77.50 8429 87.08 83.32
MaiNLP2 90.11 79.66 85.18 87.17 85.57 HiTZ 1 74.10 7572 83.97 86.61 82.71
HiTZ 1 91.09 79.00 8548 86.61 85.37 CUFE 1 68.93 73.38 80.26 84.14 79.64
MaiNLP1 85.60 82.66 8299 84.11 83.68 Baseline 5738 73.46 77776 8259 77.42
MaiNLP 3 84.37 79.25 81.68 84.01 82.57

LTG 1 84.74 80.09 80.96 83.30 82.22 Table 6: Results (weighted-F1) for dialects.
HiTZ 3 71.15 6098 6622 68.18 66.64

Baseline 7149 60.68 63.23 65.05 64.36

HiTZ 2 56.74 5194 56.69 56.25 55.66

LTG 4* 91.84 87.56 89.00 89.82 89.38 o8

Table 4: Results (span-F1) for slots. * trained on addi-
tional Norwegian labeled data, excluded from the main
ranking.

Submission B N T \" all
LTG3 98.00 97.20 98.27 98.20 98.02
LTG 1 98.20 97.20 98.33 97.84 97.89
LTG2 98.20 97.30 98.13 97.84 97.85
HiTZ 2 98.20 97.10 97.60 97.88 97.69
MaiNLP3 97.80 9690 98.00 97.68 97.64
MaiNLP2 97.60 9620 97.67 97.16 97.16
HiTZ 3 97.80 9540 97.80 97.24 97.11
HiTZ 1 97.40 9540 9693 96.04 96.29
CUEFE 1 96.40 93.30 95.80 93.56 94.38
MaiNLP1 92.80 92.60 9340 94.00 93.47
Baseline 86.40 82.60 83.33 84.80 84.15
LTG 4* 97.80 96.70 97.73 97.20 97.31

Table 5: Results (accuracy) for intents. * trained on
additional Norwegian labeled data, excluded from the
main ranking.

being solved, even without any annotated training
data in the target language (cf. Bengoetxea et al.,
2025). The detailed results in Table 5 show that
the performances on the different dialects are often
similar within single submissions (i.e. systems).
The Northern varieties are slightly more challeng-
ing than the other dialects, but for all variants there
are several systems which perform >97%. It is also
noteworthy that the additional labeled Norwegian
MASSIVE dataset provided by team LTG (Midt-
gaard et al., 2025) did not yield any improvements
for intent detection (and only marginal ones for slot
filling).

For dialect identification, all participating sys-
tems outperform the baseline. Generally, the sys-
tems struggle most with identifying Bokmal and
Nordnorsk, the two varieties with least data (1 and
2 translators, respectively). In the light of these re-
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Figure 3: Performance metrics for slots.

sults, data augmentation techniques targeting these
two varieties specifically appear as the most promis-
ing way forward. This should not prove too difficult
for Bokmal, which is standardized and therefore
not particularly low-resourced.

6 Analysis

Returning to the slot filling subtask, Figure 3 shows
multiple metrics for the best submission of each
team over the whole test set (all dialects). Precision
is higher compared to recall for most participants,
except LTG. We also report unlabeled F1, where
we only check if the label boundaries match and
ignore the label, and loose F1 which allows for
partial matches. The unlabeled F1 is substantially
higher for all teams, showing that finding the right
label is still an unsolved issue. The loose F1 is
always lower than the unlabeled F1, but still sub-
stantially higher than the strict span F1, showing
that also finding the exact boundaries of a span is
still challenging.

Furthermore, we looked into the most com-
monly confused intent pairs. All teams
have the same top-2 confusion pairs, namely:
SearchScreeningEvent—SearchCreativeWork and
cancel_reminder—cancel_alarm (gold—predicted).
Upon inspection, almost all mistakes in these cate-
gories are on the same instances. For example, the
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Figure 4: Confusion matrices for dialect classification.

translations of the sentence “I want to see Outcast”,
e.g. “Eg vil se Outcast.” and “/E vil se Outcast” are
predicted as SearchCreativeWork by all teams, but
the more precise label SearchScreeningEvent was
annotated. We also found two erroneous annota-
tions for the cancel_reminder gold label, which
clearly described alarms. Other common mis-
takes included the prediction of set_alarm where
cancel_alarm was annotated, and the prediction
of PlayMusic where the true intent was Search-
ScreeningEvent (likely triggered by to the word
‘play’).

The confusion matrices for dialect classification
(Figure 4) show one clear tendency, namely that
the Northern (N) and Central (T) dialects are rarely
confused with Bokmal (B), whereas confusions
between the Western (V) dialects and Bokmal is
much more common. In fact, the highest numbers
of sentence-level overlap with Bokmal are observed
with some of the Western dialect writers. The mod-
els also struggle delimiting the three dialect areas
(N, T, V), with significant confusion between the
non-adjacent areas N and V. In comparison with
the baseline, the submitted systems improve mainly
by better distinguishing between T and V.

7 Conclusion

This paper presented an overview of the NorSID
shared task organized as part of the VarDial Evalu-
ation Campaign 2025.

The analysis of the results presented above sug-
gests that intent detection is largely a solved task,
where most of the remaining errors can be at-
tributed to ambiguous labels. On the other hand,
the other two subtasks still show room for improve-
ment. The submitted slot filling models struggle
with finding the correct slot boundaries and assign-
ing the correct slot labels. Since most submitted
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models were trained without significant amounts
of Norwegian training data, the training signal may
not have been strong enough to address the first
issue. It is also expected that some inconsistencies
have remained in the NoMusic dataset as a result
of the translation and annotation.

Regarding dialect classification, the most stan-
dardized variant (Bokmal) obtains the poorest
scores, most likely due to the low amount of train-
ing data provided. More generally, it remains to be
investigated to what extent the four major dialect
areas (based on traditional dialectological research)
represent the most useful partition of our data; in
particular, the five translators of the Western dialect
area cover a relatively wide area where significant
internal variation is expected. Finally, it would be
interesting to see what levels of dialect identifica-
tion performance could be achieved by humans.

Both the slot filling and dialect identification
subtasks proved rather challenging, which opens
up opportunities for future evaluation campaigns.
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