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Abstract

Retrieval Augmented Generation (RAG) has
become a popular application for large lan-
guage models. It is preferable that successful
RAG systems provide accurate answers that
are supported by being grounded in a passage
without any hallucinations. While consider-
able work is required for building a full RAG
pipeline, being able to benchmark performance
is also necessary. We present CLAPNQ, a
benchmark Long-form Question Answering
dataset for the full RAG pipeline. CLAPNQ

includes long answers with grounded gold
passages from Natural Questions (NQ) and a
corpus to perform either retrieval, generation,
or the full RAG pipeline. The CLAPNQ answers
are concise, 3x smaller than the full passage,
and cohesive, meaning that the answer is com-
posed fluently, often by integrating multiple
pieces of the passage that are not contiguous.
RAG models must adapt to these properties to
be successful at CLAPNQ. We present base-
line experiments and analysis for CLAPNQ

that highlight areas where there is still signifi-
cant room for improvement in grounded RAG.
CLAPNQ is publicly available at https://
github.com/primeqa/clapnq.

1 Introduction

Question answering (QA) has been a popular natu-
ral language processing task for many years. Large
scale research in this area began with the tasks
of Machine Reading Comprehension (Rajpurkar
et al., 2016; Rogers et al., 2023; Fisch et al., 2021),
and Information Retrieval (Manning et al., 2008;
Voorhees and Harman, 2005; Thakur et al., 2021)
and is more recently known as Retrieval Aug-
mented Generation (Lewis et al., 2020; Guu et al.,
2020) which encompasses both tasks. The recent
popularity of generative AI with Large Language
models (LLMs), such as GPT (Brown et al., 2020),
Llama (Touvron et al., 2023), FLAN-T5 (Chung
et al., 2024), and Mistral (Jiang et al., 2023) has

shifted the focus to providing long and detailed
answers for any user information need. An im-
portant challenge for responses produced by an
LLM is ensuring that answers are faithful (being
grounded in a supporting passage) to ensure that
a user can be confident in the response provided
to them.

CLAPNQ is a grounded long-form QA bench-
mark dataset for Retrieval Augmented Generation
of LLMs. The answers are typically long, 2–3 sen-
tences, in contrast to datasets based on machine
reading comprehension such as Natural Questions
(NQ) (Kwiatkowski et al., 2019) and SQuAD
(Rajpurkar et al., 2016, 2018) which are just a few
words. It is grounded on a single gold passage,
in contrast to other long-form question answering
(LFQA) datasets such as ELI5 (Fan et al., 2019),
where gold passages are not available. It is built
from a subset of the highly successful Natural
Questions (Kwiatkowski et al., 2019) dataset for
extractive QA from Wikipedia documents. The
NQ questions are based on users real web search
queries. Specifically, we explore the subset of
NQ that has long answers (passages) but no short
extractive answers. CLAPNQ is suitable for evalu-
ating all parts of Retrieval Augmented Generation
(RAG) systems: Retrieval, Generation and the full
RAG pipeline (Figure 1):

Retrieval Retrieve N relevant passages for a
question from the indexed CLAPNQ corpus.

Generation Generate a response/answer for the
prompt which is the concatenation of the ques-
tion, the gold passage, and the instruction for the
model.

RAG Retrieve N passages for the question from
the CLAPNQ corpus. Generate a response/answer
for the prompt which is the concatenation of
the question, N passages, and instruction for the
model.
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Figure 1: CLAPNQ is designed to test all parts of
the RAG pipeline: Retrieval, Generation with gold
passages, and the full RAG setup with generation on
retrieved passages.

It is important to evaluate all RAG scenarios
to measure retrieval and generation performance
separately, as well as the full pipeline to illus-
trate how the retrieval performance and noisy
passages impacts generation, making it a much
more difficult and challenging task.

We present the CLAPNQ dataset of 4946 ques-
tions with gold passages for evaluating generation
models on grounded LFQA with its correspond-
ing corpus. The answers in CLAPNQ are faithful,
concise, complete, and cohesive. An example of
a question and grounded answer from CLAPNQ is
shown in Table 1. We created CLAPNQ with the
following properties in order to make it suitable
for evaluating generative models:

Faithful The answer must be grounded in the
gold passage. While the answers can be written
differently than in the passage, they tend to be
highly extractive due to the nature of the dataset
creation.

Concise The answer must have all the informa-
tion needed to answer the question but exclude
information that is unrelated to the answer. In the
original NQ dataset, the entire passage is consid-
ered the answer, but this has too much irrelevant
information.

Complete A short answer (e.g., 2–3 words)
commonly found using MRC systems is not suf-
ficient for many types of questions that have a
richer information need, or require clarity or an
explanation. The response must include all infor-
mation needed to answer the question.

Question: what is the story of call of duty zombie

Title: Call of Duty: Black Ops III
Passage: Black Ops III takes place in 2065, 40
years after the events of Black Ops II, in a world
facing upheaval from climate change and new
technologies . Similar to its predecessors, the story
follows a group of black ops soldiers . The game ’s
campaign is designed to support 4 - player coopera-
tive gameplay, allowing for bigger, more open level
design and less corridor shooting . As the player char-
acter is cybernetically enhanced, players have access
to various special activities . The game also features
a standalone Zombies mode, and a ‘‘Nightmares’’
mode which replaces all enemies as zombies .
Reference Answer: Call of duty: Black Ops III takes
place in 2065 in a world facing upheaval from climate
change and new technologies. The game features
a standalone Zombies mode, and a ‘‘Nightmares’’
mode which replaces all enemies as zombies.

Table 1: An example of a CLAPNQ answerable
question with the reference annotated answer. Sen-
tences in bold were selected as relevant parts of
the answer. The annotators combined them with
modifications to make a cohesive and complete
answer.

Cohesive The response contains the important
concepts/facts of the passage assembled together
to form a concise and complete answer. In many
cases, forming a cohesive answer requires harmo-
nizing multiple non-contiguous pieces of text in a
fluent manner.

Unanswerable We retain a portion of NQ unan-
swerable questions that have similar properties to
the answerable CLAPNQ questions. This has been
largely overlooked by prior LFQA datasets, while
expected for real-world RAG applications.
CLAPNQ is the first LFQA benchmark dataset to
have grounded gold passages and a full corpus
making it suitable for evaluating the full RAG
pipeline. Our experiments and results in Section 4
show that LLMs still need considerable work
in answering LFQA, remaining faithful to the
document, performing the full RAG pipeline, and
knowing when a question should not be answered.
Our main contributions are:

1. The creation of CLAPNQ with non-
consecutive relevant fragments, allowing
us to test the ability of LLMs to extract
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Dataset Queries A per Q W in Q W in A S in A IAA Unanswerable
AquaMuse Abstractive 21042 1.0 9.2 106.7 3.7 – –
AquaMuse Extractive 44217 1.0 9.2 106.7 3.7 – –
ASQA 6316 1.3 10.1 80.7 3.2 0.48 –
ELI5 1507 12.0 19.6 116.9 5.7 0.16 –
ExpertQA 2169 1.0 21.2 174.8 6.1 – –
TruthfulQA 817 3.2 12.4 9.0 1.0 0.37 11
WikiHowQA 1188189 1.0 7.0 70.1 7.6 – –
CLAPNQ-R1 12657 1.1 9.2 39.0 1.6 – –
CLAPNQ 4946 1.4 9.4 56.8 2.3 0.67 2493

Table 2: Comparison to existing Long-form QA datasets. Stats are shown for Answers (A), Queries (Q),
Words (W), Sentences (S), Inter-Annotator Agreement (IAA) and Unanswerable. W in A of CLAPNQ

is 1/3 of W in Passage (P) = 156.

just the relevant parts of the passage, while
remaining faithful and concise.

2. A set of baseline experiments with
State-of-the-Art (SOTA) models for both
retrieval, generation, and the full RAG
pipeline.

3. A human evaluation and discussion to
highlight areas where there is room for
improvement.

In the rest of this paper we present related work,
the dataset creation and details, experiments and
results on SOTA retrieval, generative models and
the full RAG pipeline. We also present human
evaluation, analysis, and areas of future research
that the CLAPNQ benchmark can be used for
advancing RAG research. CLAPNQ is publicly
available in a Github repository.1

2 Related Work

Natural Questions (Kwiatkowski et al., 2019)
is a large MRC QA dataset of 323k questions
built using Wikipedia documents as the source
for natural queries users inputted into Google.
Each question was manually annotated given a
provided Wikipedia document. There is also an
open-retrieval version of NQ, OpenNQ (Lee et al.,
2019), where the task is to find the answer to the
question via retrieval, but it only focuses on the
short extractive answers, and therefore does not
include the same set of questions as CLAPNQ. This
corpus is also considerably larger than our cor-
pus as we just include the Wikipedia documents
used in the CLAPNQ questions. Several datasets

1https://github.com/primeqa/clapnq.

have been developed from NQ such as AmbigQA
(Min et al., 2020), ASQA (Stelmakh et al., 2022),
AquaMuse (Kulkarni et al., 2020), AttributedQA
(Bohnet et al., 2023), MoQA (Yen et al., 2023),
and now CLAPNQ.

Several RAG datasets exist for short extrac-
tive answers (e.g., Lee et al., 2019; Adlakha
et al., 2022; Bohnet et al., 2023). MoQA (Yen
et al., 2023) explores answers of varying length
but the long answers are full paragraphs as
in the original NQ. Current LFQA datasets in-
clude AquaMuse (Kulkarni et al., 2020), ASQA
(Stelmakh et al., 2022), ELI5 (Fan et al., 2019),
ExpertQA (Malaviya et al., 2024), TruthfulQA
(Lin et al., 2022), and WikiHowQA (Deng et al.,
2020). ASQA and ELI5 along with QAMPARI
(Amouyal et al., 2023) are part of the Auto-
matic LLMs’ Citation Evaluation (ALCE) (Gao
et al., 2023) benchmark. QAMPARI is not LFQA,
but rather multiple short extractive answers. We
compare all the LFQA datasets to CLAPNQ in
Table 2. Most notably, CLAPNQ is the only dataset
to include considerable unanswerable questions,
manually annotated answers grounded on a sin-
gle gold passage, and a corpus for the full
RAG pipeline.

The Explain Like I’m 5 (ELI5) dataset con-
sists of questions and responses from the Reddit
thread. KILT-ELI5 (Petroni et al., 2021) provides
Wikipedia documents that have been retrieved
using the questions for benchmarking RAG.
However, there are no gold passages and the
KILT-ELI5 documents do not necessarily have the
answer. The responses written for this sub-Reddit
are by subject matter experts (SME) and are of-
ten not grounded on any text or passage. Each
question is likely to have many responses and
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they may not all be appropriate or relevant and
inter-annotator agreement (IAA) is very low as
shown in Table 2. IAA is measured as the mean
RougeL F1 score between each pair of annotations
for the same question.

TruthfulQA (Lin et al., 2022) has sets of true
and false reference answers and a source that
supports the reference answers for each question.
It is a very small validation dataset as shown in
Table 2 that was designed to be adversarial (the
questions were intentionally picked to be ones
that are answered incorrectly) to probe LLMs.
The answers are also considerably shorter than the
other LFQA datasets.

WikiHowQA (Deng et al., 2020) is ‘‘How to’’
instruction questions from the WikiHow website.
For each page, the question is the title and the an-
swer is the context. Only pages that have reference
documents are kept. There can be many references
for each question. The answers and references are
long and have not been manually verified.

ExpertQA (Malaviya et al., 2024) consists of
questions that are written by SMEs. They then
use GPT-4 and various retriever setups (e.g.,
Closed-Book, and BM25) to generate several
answers and retrieve relevant documents. The ex-
perts then evaluate the answers and evidence and
can delete claims and evidence that are false and
revise if they want to (it is optional). Only one an-
swer was evaluated and revised for each question.
Due to the approach of creating the dataset the
answers are likely biased by the LLMs (Yu et al.,
2023; Navigli et al., 2023).

AquaMuse (Kulkarni et al., 2020) is a summa-
rization dataset using NQ questions that have
a long answer (the passage) without a short
answer similar to CLAPNQ. However, they use
sentence-level matching (by encoding sentences
for semantic similarity comparisons) to retrieve
up to top 7 documents from Common Crawl
while avoiding exact matches as the abstractive
dataset. In the extractive version, the sentences in
the original long answer are then replaced with
the highly semantic similar sentences from the
retrieved documents. This means the new sum-
maries are as long as the original passage. The
information in the original passage may not be in
the retrieved documents.

ASQA (Stelmakh et al., 2022) has the distinc-
tive characteristic that it uses ambiguous questions
built from AmbiqQA (Min et al., 2020) which is

derived from OpenNQ (Lee et al., 2019). These
ambiguous questions tend to need longer answers
to disambiguate the multiple aspects of the ques-
tion. Each answer is generated from one or more
passages that answer a specific instance of the
question. The answers in the AmbigQA paper are
all short and extractive, but in ASQA the ex-
planation to disambiguate the different answers
causes them to be long. ASQA is derived from
the subset of NQ that has short answers with addi-
tional answers for the ambiguity from AmbigQA.
Therefore, the gold passages for the multiple an-
swers are not available for all ASQA questions
and some of the evidence may not be part of
OpenNQ. ASQA is perhaps the most similar to
CLAPNQ, with the main differences being: 1)
The ASQA answer comes from multiple passages
while the CLAPNQ answer is contained in one
passage. The gold passages are not maintained for
ASQA. 2) The ASQA answers are considerably
longer due to the ambiguity of the questions, but
also indicating they may not be as concise. 3) We
explore additional types of questions that tend to
require a long answer such as boolean questions,
conjunctive questions, descriptive questions, and
questions requiring an explanation. 4) The IAA
computed using RougeL for questions that were
answered by multiple annotators is much lower
than CLAPNQ at 0.48 compared to 0.67.

For a detailed survey of RAG approaches we
direct the reader to the comprehensive RAG sur-
vey (Gao et al., 2024). It is worth noting that
the benchmarks section in this survey is a short
paragraph which refers to two datasets (Liu et al.,
2023; Chen et al., 2024b) that focus on short ex-
tractive answers, attacks and robustness when the
passages are purposely adversarial and unfaithful.
Furthermore, the datasets questions and responses
are created using ChatGPT which likely intro-
duces biases (Yu et al., 2023; Navigli et al., 2023).
The former (Liu et al., 2023) does not include
retrieval and the latter (Chen et al., 2024b) has
fixed retrieved passages instead of a corpus. We
believe that this highlights the need for quality
datasets (like CLAPNQ) focusing on faithfulness
for the full RAG pipeline.

Recently, synthetically generated datasets such
as Alpaca (Taori et al., 2023) and Vicuna (Chiang
et al., 2023) that include LFQA have been created
using LLMs. These datasets can be very large,
containing 50k+ conversations, but they’re built
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to fine-tune LLMs and not applicable as evaluation
benchmarks.

3 Dataset

CLAPNQ is created from the subset of Natural
Questions (NQ) (Kwiatkowski et al., 2019) that
have a long answer (passage) but no short answer.
NQ consists of 323k examples. There are around
30,000 questions that are long answers without
short answers excluding tables and lists. To in-
crease the likelihood of longer answers we only
explored ones that have more than 5 sentences.
Each NQ train example is annotated by one per-
son and each NQ dev example is annotated by 5
people. We only explore dev questions where the
majority of the annotators agreed it was a long an-
swer without a short answer. 12,657 training and
384 dev examples met our criteria for annotation.

3.1 Annotation Task

CLAPNQ was annotated by 7 skilled in-house
annotators paid above minimum wage whose
sole jobs are performing Natural Language Pro-
cessing annotation tasks. The annotation task
consisted of two rounds to provide high quality
non-consecutive grounded answers to the ques-
tion. Each task in both rounds took approximately
5 minutes. All annotations were performed on the
Appen platform.2 The details of each round are
described below.

The main instruction provided to the annotators
was: Given a question and a passage, find the
answer to the question in the passage. Check
the boxes for the answer sentences and then
copy/paste the relevant text into the answer box.
Finally, after creating an answer from the passage
they were asked to look over the question and
answer and make sure it makes sense, is a concise
answer, and is grammatically correct. They had
to confirm that they checked all of these things
before completing the task. A screenshot of the
task is provided in Appendix A, Figure 2.

After initial training and pilots with calibrating
of instructions on around 100 questions, each of
the NQ questions without a short answer was
annotated by one trained annotator in Round 1.

In Round 1, the annotators were provided with
the question, title, and long answer paragraph from
NQ divided into sentences using a sentence tok-
enizer. The annotators had to select the sentences

2https://www.appen.com/.

relevant to the answer and then write a concise
answer in their own words with ‘‘copy/pasting’’
allowed. The annotators were instructed to write
the answer using the selected sentences and that it
should make sense, be concise, and grammatically
correct. The question could also be skipped.

In Round 2 of the annotation, all answers
from Round 1 that were made up of two or
more selected sentences that were not consecu-
tive (meaning there was at least one non-selected
sentence between them, see example in Table 1)
were annotated a second time by a different an-
notator. These questions were selected as they
are more likely to require harmonizing multiple
non-contiguous pieces of text. The annotators saw
the answer from the first round and could choose
to keep the same answer or modify it. Therefore,
the second round answers are likely to be of higher
quality, however, due to human subjectivity both
answers could still be good. In some cases, the
Round 2 annotator skipped the question and it is
also possible that they changed the answer to no
longer be non-consecutive.

The final CLAPNQ dataset consists of all an-
swers that have been annotated by more than one
person. We provide the annotations from both
rounds if they were different. The IAA using
RougeL on the different Round 1 and 2 answers
is 0.67, indicating the answers are usually similar.
The selected sentences, information regarding the
round, and whether the answer is not contiguous
is included in the dataset.

3.2 Data Stats

The CLAPNQ dataset of 4,946 questions consists
of both answerable and unanswerable questions
as described below. The breakdown of the dataset
is shown in Table 3. We also include the source
of the questions within the original NQ dataset.
Since NQ does not release the test set we only
explored the train and development sets. Only 67
NQ dev questions qualified with the properties of
our task so we use them and additional examples
from NQ train as our test set. While the questions
and passages are publicly available with NQ, the
answers we provide are new. CLAPNQ questions
have 1-2 reference answers. The questions are
short at 9 words and the answers are long at
around 57 words which is 1/3 of the average
passage length of 156 words (See Table 2). In
addition to the official dataset, we will release
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Split No. Questions Answerable NQ Source Unanswerable NQ Source
Train 3745 1954 Train 1791 Train
Dev 600 300 Train 300 Dev
Test 601 301 Train + 67 Dev 300 Dev
Total 4946 2555 2391

Table 3: Data stats for CLAPNQ. In addition to providing the number of questions per split we also
provide the original source from NQ as we used part of training for the dev and test set.

the round 1 data of 12k questions as training data,
referred to as CLAPNQ-R1. Our initial experiments
with training using CLAPNQ-R1 did not provide
an improvement. We leave further exploration as
future work.

3.2.1 Answerable

The answerable data contains the original ques-
tion and gold passage (P) as well as the relevant
sentences (RS) and answers (A) created by the
annotators as described in the previous section.
The Precision, Recall (R), and F1 scores for
RougeL(RS,P ) is 100/45/59 and for RougeL(A,RS)

it is 92/72/79, respectively. The former scores are
a sentence retrieval task, the latter a generative
task. RougeL(A,P ) is 94/32/46. The retrieval stage
reduces the content by about 2x (R = 45) and the
generation case reduces another 30% (R = 72)
for a total reduction From P to A of approxi-
mately 3x (R = 32).

3.2.2 Unanswerable

A similar amount of unanswerable questions from
NQ were extracted to complete the CLAPNQ

dataset. In the NQ training set there is only one
annotation, in the NQ dev s et all 5 annotators must
have said it was unanswerable. The unanswerable
questions were randomly chosen from examples
that had more than 5 sentences in the passage
by matching the first word distribution of the
answerable questions. For example, in CLAPNQ,
What and Where are the most common question
types while Who is the most common question
type for the NQ short answers. Since NQ does not
have a gold passage for unanswerable questions,
a random passage is chosen from the provided
Wikipedia document. This passage is used in
the generation experiments as the ‘‘gold’’ pas-
sage to indicate the question is unanswerable with
this passage.

3.3 Retrieval Corpus

We provide a corpus that can be used to build
an index for querying CLAPNQ in a retrieval
setting. It is built using the passages3 from the
original Wikipedia NQ documents used in the
CLAPNQ dataset including the answerable and
unanswerable questions.

In some cases there were slightly different ver-
sions of the same document. We only kept one to
avoid duplicate passage retrieval and ensure that
all gold passages are present in the corpus.4 The
corpus includes 178,891 passages from 4,293 doc-
uments, of which 2,345 passages have questions
associated with them across the 4,946 train, dev,
and test answerable and unanswerable splits.5

4 Experiments and Results

We present baseline experiments on CLAPNQ for
Retrieval, Generation, and the full RAG pipeline.
An exhaustive implementation of methods and
training setups is beyond the scope of this pa-
per; we provide results to illustrate how CLAPNQ

performs using common and SOTA approaches.
We report the commonly used retrieval met-

rics of nDCG@10 and Recall@10 for retrieval.
We report several metrics to illustrate generation
performance. Each of our metrics correlate with
one of the CLAPNQ properties described in the
introduction. The first two are the commonly used
RougeL and Recall (this is the same as Rouge1).
RougeL can be considered a good approximation
for how cohesive the answer is as it will give
more credit to longer spans. Recall is a good ap-
proximation for completeness. We also provide

3Very long (>3000 words) and short passages (<15
words) that are not gold answerable passages were discarded.

4We confirmed that the gold passage had very high
overlap (RougeL > .90) to the alternative version of the
passage or added it as an additional passage for the document
(28 times).

5There is usually one gold passage, but 14 questions from
the NQ dev set have two gold passages. Both are kept in
retrieval, but only the more frequent one has a gold answer.
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DEV TEST
nDCG R nDCG R

Model @1 @3 @5 @10 @10 @1 @3 @5 @10 @10
BM25 18 30 35 40 67 20 31 36 40 64
all-MiniLM-L6-v2 29 43 48 53 79 30 45 51 55 83
BGE-base 37 54 59 61 85 43 57 63 65 88
E5-base-v2 41 57 61 64 87 42 57 61 65 88

Table 4: Retrieval results on the answerable questions using nDCG @1, 3, 5, 10 and Recall@10 as
metrics on the dev and test sets. We report several nDCG@k to illustrate the impact on the RAG task.

RougeLp which is an extractiveness metric that
measures how faithful the response is. It com-
putes the RougeL of the answer to the passage.
Since CLAPNQ is extractive, we would expect a
good system to have a high RougeLp. In addition,
we also provide the length (in characters) of the
answer. We notice that length is a strong indica-
tor of how well a model performs with answers
that are close to the reference length being de-
sirable, it is therefore a good approximating for
how concise the answer is. Looking at all four
of these metrics helps provide a comprehensive
picture of model performance. Finally, we also
provide the unanswerable accuracy. The output
is considered unanswerable if its answer string
indicates it is unanswerable, e.g., ‘‘I don’t know".
The unanswerable strings differ per model.

4.1 Retrieval

We present retrieval results on popular public
SOTA6 base-size (768 embedding dimension) re-
trieval dense embedding models E5 (Wang et al.,
2024), BGE (Chen et al., 2024a), and allMiniLM7

(384 embedding dimension) in addition to BM25
(Robertson, 2009) by ingesting the CLAPNQ cor-
pus described in Section 3.3. We ran the ingestion
and evaluation for the embedding models using
sentence transformers from the BEIR reposi-
tory8 keeping all default parameters, and we used
ElasticSearch9 for BM25 with a maximum pas-
sage length of 512 tokens. Passages that exceeded
the length were divided with an overlap stride
of 256. We provide nDCG results for 1, 3, and
5 in addition to 10 to illustrate the potential im-
pact on the full RAG pipeline which we report

6See the Retrieval tab of the MTEB leaderboard:
https://huggingface.co/spaces/mteb/leaderboard.

7https://huggingface.co/sentence
-transformers/all-MiniLM-L6-v2.

8https://github.com/beir-cellar/beir/.
9https://www.elastic.co/elasticsearch.

in Section 4.3. The retrieval results are shown
on the answerable questions from the CLAPNQ

dev and test sets in Table 4. The E5-Base model
performs best with nDCG@10 of 64 on the dev
set and E5-base and BGE-base have the same per-
formance of nDCG@10 of 65 on the test set. All
these models include NQ as part of their training.

4.2 Generation

The generation task is: Given a question and the
gold relevant passage, generate an answer to the
question. The CLAPNQ dataset is designed to be
faithful and concise so the generated response
should have these properties.

We ran generation experiments with three fami-
lies of models: Encoder-Decoder, Decoder LLMs,
and Fine-Tuned Encoder Decoder. We also com-
pare to a full passage baseline. The generation task
is sent to the model using a prompt. Most models
use an NQ prompt taken from FLAN-T5 (Chung
et al., 2024). GPT and Llama have prompts based
on their model suggestions, all prompts are pro-
vided in Appendix B. In our zero-shot setup the
models were provided with the question, context,
and prompt. In the 1-shot setup (1/0) the model
was provided with the same answerable example
from CLAPNQ training and in the 2-shot setup
(1/1) the model was also provided with the same
unanswerable question for the same passage. The
generation results are shown in Table 5. A human
evaluation and discussion is in Sections 5 and 7.

Encoder Decoder Models. We use FLAN-
T5-Large and FLAN-T5-XXL for zero and
few-shot experiments. We chose FLAN-T5 as
it has already been trained on the NQ dataset and
should therefore already be familiar with the task.
The FLAN-T5 models, which are fine-tuned on
short extractive tasks, like to provide short answers
and therefore have poor Recall. The few-shot ex-
periments outperform the zero-shot experiments,
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DEV TEST
Answerable Un- Answerable Un-

Model FS RougeL R RougeLp Len ans% RougeL R RougeLp Len ans%
FLAN-T5-Large – 18.6 11.8 7.1 33 79.9 13.8 8.5 5.0 27 83.6
FLAN-T5-Large 1/0 22.0 14.6 8.8 41 77.3 17.1 11.4 6.9 36 82.6
FLAN-T5-Large 1/1 20.3 13.4 8.1 38 81.7 16.3 10.4 6.1 34 85.3
FLAN-T5-XXL – 22.1 15.0 10.0 45 84.0 22.0 15.6 9.7 56 91.5
FLAN-T5-XXL 1/0 31.9 23.6 15.0 75 78.1 28.9 21.1 14.3 76 84.9
FLAN-T5-XXL 1/1 28.3 21.1 13.0 63 84.8 24.0 17.2 11.4 63 89.2
Llama-13B-chat – 35.5 64.3 34.0 491 25.0 35.0 61.3 34.0 491 27.4
GPT 4 – 35.9 67.7 30.0 759 18.0 33.4 65.1 30.3 797 22.2
Mistral-7B-Instruct – 39.0 56.0 29.0 384 18.6 35.4 53.4 29.2 411 16.3
GPT 3.5 – 39.8 58.9 30.0 444 37.0 40.3 56.3 29.9 375 31.3
CLAPNQ-T5-LG-200 – 41.5 51.3 42.1 272 89.7 40.5 49.2 39.0 271 92.0
CLAPNQ-T5-LG – 57.2 68.3 51.0 318 89.2 57.7 69.5 51.7 351 86.8
Full Passage – 49.5 97.4 100.0 912 0.0 49.2 98.7 100.0 1039 0.0

Table 5: Generation results with the gold passage using RougeL, Recall, RougeLp, Length, and
Unanswerable accuracy as metrics. Experiments using pre-trained models, few-shot (1 answerable / 1
unanswerable examples), the fine-tuned model, CLAPNQ-T5-LG, and a full passage baseline.

but providing an unanswerable example has a
trade-off of improving the unanswerable metrics
while reducing the answerable metrics.

Decoder LLMs. We explored several SOTA
Decoder models: LLama, Mistral, GPT 3.5 turbo,
and GPT 4 turbo. The SOTA LLMs have poor
unanswerable performance but better recall. They
do not like to say ‘‘I don’t know" and almost
always provide an answer. This is evident with all
models but worst with Mistral and GPT 4. Inter-
estingly, GPT 3.5 performed better than GPT 4,
particularly for unanswerable. The LLMs tend to
provide answers that are far too long, particularly
for GPT 4 at an average of 759 /797 characters,
and therefore are not concise. This is apparent
from the high Recall but low RougeL. The low
RougeLp indicates that the answers may not be
faithful to the passage.

Fine-Tuned Encoder Decoder Model. We use
FLAN-T5-Large for our fine-tuned (FT) experi-
ment, which we call CLAPNQ-T5-LG (see imple-
mentation details in Appendix C). CLAPNQ-T5-LG

has good unanswerable performance and good
recall. It is clear that the answers are concise
and it learns the appropriate answer length. It is
closest to the average length of the reference re-
sponses which is 272 dev and 300 test characters.
RougeL and Recall highlight that the answers are
most cohesive and complete and RougeLp shows

that it learns to extract the answer from the pas-
sage, while the other models are considerably
less extractive.

We also explore a smaller training size to help
measure whether performance can be improved
when a small amount of labeled data is available.
This is an important use case because labeling
data in a new domain is costly. We call this
experiment CLAPNQ-T5-LG-200 as it was trained
using 200 examples (an equal amount of answer-
able and unanswerable questions) with 10 random
samples and report the average. The RougeL and
unanswerable metrics are better than the SOTA
Decoder LLMs, but worse than training on the
full dataset. The model tends to say unanswerable
too much.

Full Passage Baseline. We compare to a base-
line where the entire passage is taken as the
answer. This performs very well in the automated
metrics but it is clearly not concise as indicated
by the length. The RougeL score highlights the
difference of the LLMs to CLAPNQ-T5-LG which
are considerably lower than providing the full pas-
sage. The difference between the average length
of the generated answers, the reference answer,
and the passage length are an indicator of how
difficult the extraction task is. The answer must
discard two thirds of the passage to be appropri-
ately concise.
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DEV TEST
Answerable Un- Answerable Un-

Retriever Generator RougeL R RougeLp Len ans% RougeL R RougeLp Len ans%
GOLD GPT 3.5 39.8 58.9 30.0 444 37.0 40.3 56.3 29.9 375 31.3
E5-base-v2 GPT 3.5 34.0 52.8 30.0 459 27.3 35.0 48.9 31.4 373 20.2
GOLD Mistral-7B-Instruct 39.0 56.0 29.0 384 18.6 35.4 53.4 29.2 411 16.3
E5-base-v2 Mistral-7B-Instruct 31.3 49.4 30.1 436 11.7 29.4 47.5 29.9 463 9.3
GOLD CLAPNQ-T5-LG 57.3 68.3 51.0 317 89.5 57.8 69.5 51.7 351 86.8
all-MiniLM-L6v2 CLAPNQ-T5-LG 36.6 46.4 52.6 300 49.8 37.9 48.7 52.9 323 47.0
BGE-base CLAPNQ-T5-LG 40.7 52.3 54.2 331 41.9 41.7 52.4 54.8 331 44.4
E5-base-v2 CLAPNQ-T5-LG 42.8 54.3 53.8 343 40.1 41.6 51.3 55.7 321 45.9
E5-base-v2 E5-CLAPNQ-T5-LG 30.4 37.5 34.3 204 82.7 26.7 32.9 33.0 195 84.6
E5-base-v2 E5-G-CLAPNQ-T5-LG 33.3 40.4 37.0 227 78.8 34.5 41.8 38.0 236 81.0

Table 6: Full RAG results with top 3 passages on CLAPNQ-T5-LG and LLMs using various retrievers.
The metrics reported are RougeL, Recall, RougeLp, Length, and Unanswerable accuracy. Each RAG
setup can be compared to its GOLD setup where there is no retrieval.

4.3 Full RAG Pipeline

In our full RAG pipeline experiments we re-
trieve the top passages using the best performing
retrieval model, E5-base-v2, and then perform
generation on the same prompts as in Section 4.2,
however instead of the gold passage, the top re-
trieved passages are included in the prompt. It is
possible that the gold passage will not be in the
top N passages, making the question unanswerable
based on retrieval. The RAG task is far more dif-
ficult than the GOLD generation task as the model
needs to learn which passages are irrelevant to
the question. We experimented with including the
top 3 and top 5 passages in the prompt. Based on
the retrieval results in Table 4, 5 documents has
a 4-point improvement over 3 documents. How-
ever, in our experiments including 5 passages in
the prompt increased the noise and did not provide
an improvement.

In the RAG experiments we explored each
dense retriever with CLAPNQ-T5-LG, and the
best retriever on the dev set, E5 Base, with
the best performing generation models: GPT 3.5,
Mistral-7b-Instruct, and CLAPNQ-T5-LG. Results
are shown in Table 6 and we compare against the
best GOLD generation baselines for each model
from Table 5 to show the gap for RAG. GOLD
can be considered as an upper bound as we would
not expect the retriever to perform better than
having only the grounded passage for the auto-
mated metrics. In all cases performance drops
considerably for CLAPNQ-T5-LG with a very large
drop in % unanswerable. Performance is also re-
duced for zero-shot GPT 3.5 and Mistral but not

as much as CLAPNQ-T5-LG. A human evaluation
and discussion that compares RAG to Gold is in
Sections 5 and 7.

We also explored two fine-tuned models that
incorporated RAG during training. They follow
the same approach as CLAPNQ-T5-LG, but in-
stead of the gold passage, the top 3 retrieval
passages are included during training. In the
second version, E5-G-CLAPNQ-T5-LG we ensure
the gold passage is kept in the top 3 passages
during training, at a randomly chosen position,
even if it was not originally included. These
models perform better on the unanswerable ques-
tions than CLAPNQ-T5-LG but much worse on
the answerable questions. The RougeL score of
E5-G-CLAPNQ-T5-LG (51.6/52.1) on the answer-
able questions that were answered is better than
CLAPNQ-T5-LG (46.7/44.5) for the dev and test
sets, but only a little more than half the an-
swerable questions were answered. We suspect
the discrepancy for unanswerables between the
GOLD experiment and RAG trained models (89.5
vs 82.7/78.8) is because many questions are no
longer unanswerable in the RAG setting as we will
show in the human evaluation. We leave further
experimentation on optimizing these models as
future work.

5 Human Evaluation

In addition to reporting automated metrics we
also performed a human evaluation on the GOLD
and RAG setups to explore how appropriate and
faithful users think the responses are as used in
the literature (Es et al., 2024). For each question
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Model Faithful Approp F+A Win-Rate

G
old

CLAPNQ-T5-LG 3.7 3.7 3.7 66%
GPT 3.5 3.3 3.6 3.4 34%
Reference 3.9 3.8 3.8 57%

R
A

G

CLAPNQ-T5-LG 3.8 3.2 3.4 42%
GPT 3.5 3.0 3.6 3.2 35%
Reference 3.0 3.5 3.0 33%

Table 7: Human evaluation metrics on Faithful
(F) and Appropriate (A) on a 4-point scale and
win-rate. F+A is the harmonic mean of F and A.

and answer, we asked three annotators to indi-
cate on a scale of 1 (No) - 4 (Yes) whether the
answer looks appropriate (i.e., looks correct or
answer relevance) and whether it is faithful to the
passage. These metrics are only measured for the
answerable questions. During the RAG evaluation
we also asked the annotators to select which of
the top 3 retrieved passages were relevant to the
answering the question. If a question was marked
faithful, we asked the annotators to select which
passages were relevant to the answer. Finally, they
performed a pair-wise comparison of the answers
to indicate preference to compute win-rate. Ties
were acceptable but they were asked to do so
sparingly. The answers were shown to the an-
notators randomly and they did not know which
model produced the answer. Instructions and a
task screenshot are in Appendix A.

The human evaluation was for the GOLD and
RAG setups. A total of 40 answerable and 10
unanswerable questions, with an equal amount
of questions were randomly sampled from both
the dev and test sets being included for each
setup. The annotators that performed this task are
the same annotators that worked on creating the
dataset, however these annotations were done at
a later time period. We compare CLAPNQ-T5-LG,
GPT 3.5 (The best performing decoder LLM), and
the reference answer. The evaluation is shown in
Table 7.

In the GOLD setup, agreement was high for
appropriateness (73%), faithfulness (88%), and
win-rate (86%). The annotators preferred the
CLAPNQ-T5-LG answers the most and GPT 3.5
answers the least. We investigated several ex-
amples where the CLAPNQ-T5-LG answers were
preferred to the reference answer and both an-
swers were good but the annotators preferred the
direct copying by CLAPNQ-T5-LG. The reference

and CLAPNQ-T5-LG answers were highly faithful
and appropriate but GPT 3.5 was less faithful.
This highlights the importance of being faithful to
the passage as an answer can look correct but not
be grounded in the passage which may indicate
factually incorrect answers. The human evalua-
tion shows that a model can successfully learn to
generate faithful and appropriate responses, but
the SOTA LLM models don’t perform as well on
this task.

In the RAG setup, agreement was very high
for faithfulness (91%) and win-rate (90%) but
much lower for appropriateness (68%). The an-
notators preferred the CLAPNQ-T5-LG answers
the most, with little difference in preference be-
tween the reference and GPT 3.5 answers. The
CLAPNQ-T5-LG answers were very faithful while
GPT 3.5 and the reference were less faithful. The
GPT 3.5 and reference answers were more appro-
priate while CLAPNQ-T5-LG was least appropriate.
The changes from the GOLD setup highlight the
importance of evaluating the RAG pipeline. The
reference answers may not be in the retrieved
passages even though they are correct. However,
being faithful to the passages can provide an in-
appropriate answer if the retrieved passages are
not relevant to the question. According to two
or more annotators, 26/40 answerable questions
had multiple relevant passages and 4/40 had no
relevant passages. Additionally, 38, 39, and 32 of
CLAPNQ-T5-LG, GPT 3.5, and reference responses
were considered faithful to one or more passages.
Fifty percent of the unanswerable questions had
relevant passages.

6 Question Style Impact

We explore the differences between CLAPNQ and
ASQA by evaluating how they compare to each
other. As described in Section 2, the ASQA dataset
is most similar to CLAPNQ, with a few key differ-
ences: The ASQA dataset was also created from
a subset of NQ, but the questions come from the
short extractive answers in NQ so there is no
overlap with CLAPNQ. The ASQA questions are
ambiguous and several passages are needed to
generate the target answer while CLAPNQ ques-
tions are of different types and one passage is
needed to generate the target answer. The answers
in ASQA tend to be considerably longer on aver-
age, at 492 characters compared to 318 characters
for CLAPNQ.
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CLAPNQ ASQA
RougeL R RougeLp Len RougeL R RougeLp Len

ASQA-T5-LG 51.3 77.5 67.7 551 54.9 69.5 89.5 542
CLAPNQ-T5-LG-ANS 62.8 74.1 54.8 364 44.9 42.1 72.4 217
CLAPNQ+ASQA-T5-LG-ANS 61.3 74.2 57.0 381 55.9 68.2 88.3 499

Table 8: A comparison of ASQA dev (there is no ASQA test) and CLAPNQ test using models trained
on each dataset and the two datasets combined. Since ASQA does not have unanswerable questions, all
models and results are on answerable questions only.

We compare the datasets by running genera-
tion experiments in the GOLD setup and a small
human evaluation. Since ASQA only provides a
dev set, we consider that to be the test set and
only compare it to the CLAPNQ test set. Our hu-
man evaluation experiment was completed on 20
random questions from each dataset.

We fine-tuned an encoder-decoder model for
each dataset, as well as a model on both datasets
for generation experiments using Flan-T5-LG.
Since ASQA only has answerable questions, we
only explore the answerable questions for both
datasets and train a CLAPNQ-T5-LG-ANS model on
the CLAPNQ answerable subset. (Implementation
details are described in Appendix C).

ASQA does not provide all of the context
paragraphs needed to generate the answer. They
provide the gold passages from the original NQ
but only supply ‘‘knowledge’’ which is small
snippets of text from any Wikipedia document
that the annotators felt was needed to make the
answer. In our experiments we mimic the oracle
setting described in the ASQA paper (Stelmakh
et al., 2022)10 by including the context passages
and the knowledge as the input context.

The generation results are shown in Table 8
and the human evaluation results are shown in
Table 9. The generation experiments show that
each model performs significantly better on its
own dataset while the model fine-tuned on both
datasets does well on both. The human evaluation
shows that ASQA clearly does not perform well
on CLAPNQ while the other models perform as
well as the reference data (the ASQA answers are
faithful but not appropriate). An investigation into
some of these examples shows that they had extra
information that was not needed to answer the
question. On the other hand the human evaluation

10In the paper they only use the longer answer as the
reference, while we compare to both gold answers as in our
CLAPNQ experiments.

Model Faithful Approp F+A Win-Rate

C
L

A
P

N
Q

ASQA 3.9 2.7 3.4 38%
CLAPNQ 4.0 3.1 3.5 68%
CLAPNQ+ASQA 3.9 3.2 3.5 65%
Reference 3.9 3.7 3.7 67%

A
SQ

A
ASQA 3.7 3.1 3.3 63%
CLAPNQ 3.8 3.2 3.4 65%
CLAPNQ+ASQA 3.7 3.1 3.2 61%
Reference 3.2 3.3 3.2 40%

Table 9: Human evaluation metrics comparing
ASQA and CLAPNQ on Faithful (F) and Appro-
priate (A) on a 4-point scale and win-rate. F+A
is the harmonic mean of F and A. All models are
T5-LG fine-tuned models trained on answerable
data only.

shows that CLAPNQ does perform well on ASQA
but the reference data has a low win-rate (the
reference answers are appropriate but not faith-
ful). An investigation into some of these examples
showed that there was missing evidence for parts
of the answer which can encourage hallucination.
We also looked at some cases where CLAPNQ did
not do well and found that sometimes it only gave
one answer instead of the two answers that needed
to be distinguished due to ambiguity. These ex-
periments show that the datasets compliment each
other and that CLAPNQ is a more faithful and
concise dataset.

7 Discussion

In this section we describe some challenges we’ve
encountered. We describe them here and provide
examples in Appendix D.

Unanswerable Questions: While it is unlikely
that the unanswerable questions have an answer in
the randomly picked passage, we find that in some
cases, there is actually an answer (Appendix D,
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Table 10). There are other cases where the answer
to an unanswerable question may appear correct
when looking at the passage, but the passage may
not be relevant (Appendix D, Table 11).

Generation: GPT 3.5 and Mistral will have
answers that are correct but not faithful to the pas-
sage (Appendix D, Table 12). Since the prompts
request that the answer use the passage, such
an answer should not be provided, or the re-
sponse should explain that the answer was found
elsewhere. In many cases GPT 3.5 and Mistral
give an answer that is considerably longer than
CLAPNQ-T5-LG and the reference. The recall is
high, but the answer is not concise and has extra
irrelevant information. During the human eval-
uation the annotators tend to prefer the concise
answers and will often mark long answers as less
appropriate.

RAG: The answers can change considerably
due to the multiple passages in RAG compared
to GOLD (Appendix D, Table 13). In the RAG
setting the automated metrics are much lower
than the GOLD setting. However, the answers
may be good but just have different information
which was found only in the provided passages
(Appendix D, Table 13).

If irrelevant passages are retrieved, the refer-
ence answer will have low extractiveness, but the
other answers may still be incorrect while being
grounded which is difficult to identify without
human evaluation.

8 Future Directions

The automated evaluation, human evaluation, and
discussion highlight several areas of future direc-
tions: 1) Unanswerable Questions: Many of the
LLMs struggle with the unanswerable questions
and often try to provide an answer. 2) Concise
Answers: Many of the LLMs like to provide very
long answers that are not concise, which is not
preferred by humans. 3) Irrelevant Retrieval: The
models will try to answer RAG questions even
when the passages are irrelevant, either by be-
ing unfaithful or incorrect. 4) Multiple correct
answers: It is harder to evaluate RAG correctly
because the answers could be correct but differ-
ent than the gold. 5) Dataset Enhancements: We
hope to add more grounded reference answers, a
multilingual version, and other domains.

9 Conclusion

We have presented CLAPNQ, a new benchmark
dataset for evaluating the full RAG pipeline.
CLAPNQ has the properties of being concise,
complete, cohesive, faithful to the passage and
unanswerable questions. A FT model can per-
form well when the correct passages are pro-
vided during retrieval, while SOTA LLMs are
behind in faithfulness, conciseness and unanswer-
ability. Finally, we’ve provided a human eval-
uation, discussion, and specific areas of future
improvements. CLAPNQ is publicly available at
https://github.com/primeqa/clapnq.

Ethics Statement

Limitations

As with any manually annotated dataset, there are
likely to be some incorrect and unclear answers.
We did out best to mitigate this as described
in Section 3. We believe that, in general, the
dataset quality is strong and can be used as is
as a benchmark for RAG. CLAPNQ is built from
Natural Questions (Kwiatkowski et al., 2019),
therefore any limitations in Natural Questions and
Wikipedia may also be present in CLAPNQ.

Intended Use

CLAPNQ and CLAPNQ-T5-LG are intended to be
used to advance research in RAG. CLAPNQ is
being released with an Apache 2.0 license. We do
not approve of any adversarial or harmful uses of
our work.

Biases

NQ train and dev have been included in training of
most, if not all, LLMs which may lead to biases,
particularly since CLAPNQ dev is part of NQ train.
However, all models have this same advantage.
While the questions and passages have been seen
by all models the CLAPNQ answers are new and
remain hidden. Any biases in NQ and Wikipedia
may also be present in CLAPNQ.
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Figure 2: The Round 1 annotation task for CLAPNQ.
The annotator had to select the title/sentences needed
to answer the question, and then provide a concise
answer.

A Annotation Tasks

All annotation tasks were performed using Appen.
They are described in Sections 3 and 5 of the
main paper. We provide screenshots and further
instructions below.

A.1 Dataset Creation

The CLAPNQ dataset was created in two rounds.
A screenshot of round 1 is shown in Figure 2.
A small handful of the questions (1 in train, and
9 in dev) are high-quality annotations from the
initial pilot rounds. These examples have several
reference answers.

A.2 Human Evaluation

The human evaluation was performed a portion
of the dev and test sets. Human evaluation on the
GOLD generation task is shown in Figure 3. The
RAG version had two additional questions regard-
ing passage relevance as described in Section 5.
We plan on releasing the human evaluation anno-
tations as part of the dataset release. The general
instructions to the annotator were as follows: In
this task, you will review the same question and
passage and, for each one, rate the quality of the
answer to the question. On each page, you will see
3 different answers to the same question. Read the
question and passage and answer how well you
are confident in the question, passage, and know
the correct answer. For each model answer, (given
the same context and passage): The answer to the
model is in red. Please make your judgements on
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Figure 3: The human evaluation task used to compare
the model answers in random order. The individual
questions per answer are shown here for one model.

this red answer span. indicate if the answer is an
‘‘I don’t know’’ or if the answer is completely
incoherent. For each model response, answer the
following questions on a scale of 1–4: 1) DO NOT
USE THE PASSAGE TO ANSWER THIS QUES-
TION: Does the response to the question look
appropriate, useful, concise, and complete? 2) Is
the response faithful to the passage? Evaluate
each metric independently. Finally, also perform
a head to head comparison of the model responses
by answering the following question for every pair
of answers: Which response do you prefer in terms
of faithfulness, appropriateness and naturalness?

The win-rate is computed per model per ques-
tion for all annotators. If there are three models and
three annotators being compared a model can win
up to six times per question (or (# models - 1) ×
# annotators). The score per model per question
is computed as wins/6 which is then averaged over
all questions for the final model score.

B Prompts

The Flan-T5 (Chung et al., 2024) prompt which
was used for most models is: {title}: {passage}
Please answer a question about this article. If the
question is unanswerable, say ‘‘unanswerable’’.
user: {question}, answer:

The GPT Prompt is based on chat comple-
tion from OpenAI11: {‘role’: ‘system’, ‘content’:
‘‘Generate next agent response, given the follow-

11https://learn.microsoft.com/en-us
/azure/ai-services/openai/reference.

ing document(s). If you cannot base your answer
on the document, please state that you do not
have an answer.’}, {‘role’: ‘system’, ‘content’:
‘‘[title]: {title} [document]: {passage}, {‘role’:
‘user’, ‘content’: question}’}

The Llama Prompt is the default Llama
2 prompt (Touvron et al., 2023): <s>[INST]
<<SYS>> You are a helpful, respectful and
honest assistant. Always answer as helpfully as
possible, while being safe. Your answers should
not include any harmful, unethical, racist, sexist,
toxic, dangerous, or illegal content. Please ensure
that your responses are socially unbiased and pos-
itive in nature. If a question does not make any
sense, or is not factually coherent, explain why
instead of answering something not correct. If you
don’t know the answer to a question, please don’t
share false information. <</SYS>> [document]:
{title} {passage}. [conversation]: question},. An-
swer with no more than 150 words. If you cannot
base your answer on the above document(s),
please state that you do not have an answer.
[/INST].

C Implementation Details

We used HuggingFace transformers12 for all train-
ing experiments. We experimented with several
variations and our final CLAPNQ-T5-LG model was
trained for 6 epochs, checking after each epoch
against the development set to keep the best model.
CLAPNQ-T5-LG has a learning rate of 1e−4, batch
size of 32, max input length of 412 tokens with
an output length of 100 tokens. We kept the T5
context length during training to keep within GPU
constraints and improve training speed. We cut off
the end of the 368 passages (10% of the training
data) that did not fit in the context. The prompts
were not truncated during evaluation.

In the small sample size experiments, we ac-
commodate for the smaller size by increasing the
learning rate to 1e−3. In the RAG CLAPNQ-T5-LG

experiments, the context is considerably longer so
we increase the context size to 1024. This main-
tains a similar amount of data that needs to be cut
off as in the other experiments at 317 and 346 for
the E5-CLAPNQ-T5-LG and E5-G-CLAPNQ-T5-LG

models (<10%). We accommodate for these ex-
periments with the longer context size by using

12https://huggingface.co/docs
/transformers/model_doc/flan-t5.
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Question: who are the characters in the black cat

Passage: Sephiria Arks ( Sefiria Ākusu ) , known as Number I, is the commander of the Numbers and is trusted
enough by Chronos to be given total control over killing Creed . Sephiria was one of the few members who were
‘‘born for Chronos’’ , as she stated that when she was an infant she underwent surgery to enhance her recovery
time from injuries . Sven once commented that her eyes allowed her to stare into the recesses of one ’s soul . This
empathy is her greatest strength, which allows her to utilize her powers of manipulation to their utmost extent .
She will do anything to finish her missions and will sacrifice whatever it takes in order to succeed in meeting an
objective . However, she does show some inner conflict in her manipulation, even questioning Belze about her
actions . She controls all of the Chronos Numbers ’ actions as well as many of the independent operatives in the
hunt for Creed with little interference from the Elders .

Responses
GPT 3.5
In the Black Cat series, there are several characters. One of the main characters is Sephiria Arks, also known
as Number I. She is the commander of the Numbers and has complete control over killing Creed. Sephiria
underwent surgery as an infant to enhance her recovery time from injuries and has the ability to stare into the
recesses of one’s soul. She is highly skilled in manipulation and will do whatever it takes to succeed in her
missions. Sephiria controls the actions of the Chronos Numbers and many independent operatives in the hunt for
Creed.
CLAPNQ-T5-LG

Sephiria Arks, known as Number I, is the commander of the Numbers and is trusted enough by Chronos to be
given total control over killing Creed. Sven once commented that her eyes allowed her to stare into the recesses
of one’s soul. This empathy is her greatest strength, which allows her to utilize her powers of manipulation to
their utmost extent.
Reference
No answer

Table 10: This is an Unanswerable question that is actually partially answerable from the passage. It
only mentions one character.

Question: what type of volcano is one tree hill

Passage: Maungakiekie One Tree Hill Maungakiekie / One Tree Hill after the removal of the ‘‘one tree’’ .
Highest point Elevation 182 m ( 597 ft ) Coordinates 36 ◦54 ’ 0’’ S 174 ◦46 ’ 59’’ E · / · 36.90000 ◦S 174.78306
◦E · / - 36.90000; 174.78306 Coordinates: 36 ◦54 ’ 0’’ S 174 ◦46 ’ 59’’ E · / · 36.90000 ◦S 174.78306 ◦E · /
- 36.90000; 174.78306 Geography Location North Island, New Zealand Geology Volcanic arc / belt Auckland
volcanic field Location

Responses
GPT 3.5
One Tree Hill is part of the Auckland volcanic field, which is a volcanic arc/belt.
CLAPNQ-T5-LG

No answer
Reference
No answer

Table 11: This is a difficult example which confused most annotators during the human evaluation. It
appears from the passage that the GPT answer may be correct but the answer is ‘‘scoria cone volcano’’
which is not in the passage.

a batch size of 8 and 10 epochs. In the exper-
iments comparing CLAPNQ and ASQA we also
used the longer context, epochs, and smaller batch
size to accomodate for the longer length of ASQA
questions and answers.

D Examples

We provide several examples of output comparing
the various LLMs as described in Section 7. See
Tables 10–13.
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Question: who is given credit for inventing the printing press

Passage: The world ’s first movable type printing press technology for printing paper books was made of
porcelain materials and was invented around AD 1040 in China during the Northern Song Dynasty by the
inventor Bi Sheng (990–1051) . Subsequently in 1377, the world ’s oldest extant movable metal print book,
Jikji, was printed in Korea during the Goryeo dynasty . Because of this, the diffusion of both movable - type
systems was, to some degree, limited to primarily East Asia, although various sporadic reports of movable
type technology were brought back to Europe by Christian missionaries, traders and business people who were
returning to Europe after having worked in China for several years and influenced the development of printing
technology in Europe . Some of these medieval European accounts are still preserved in the library archives of
the Vatican and Oxford University among many others . Around 1450 Johannes Gutenberg, introduced the metal
movable - type printing press in Europe, along with innovations in casting the type based on a matrix and hand
mould . The small number of alphabetic characters needed for European languages was an important factor .
Gutenberg was the first to create his type pieces from an alloy of lead, tin, and antimony – and these materials
remained standard for 550 years .

Responses
GPT 3.5
The invention of the printing press is commonly credited to Johannes Gutenberg, who introduced the metal
movable-type printing press in Europe around 1450. Gutenberg’s innovations in casting the type based on a
matrix and hand mould, along with the use of an alloy of lead, tin, and antimony for creating the type pieces, are
considered significant advancements in printing technology.
Mistral
Johannes Gutenberg of Mainz, Germany is given credit for inventing the metal movable - type printing system
in Europe and the printing press.
CLAPNQ-T5-LG

The world’s first movable type printing press technology for printing paper books was invented around AD
1040 in China during the Northern Song Dynasty by the inventor Bi Sheng (990–1051). Around 1450 Johannes
Gutenberg introduced the metal movable - type printing press in Europe.
Reference
The world ’s first movable type printing press technology for printing paper books was made of porcelain
materials and was invented around AD 1040 in China during the Northern Song Dynasty by the inventor Bi
Sheng (990–1051) . Around 1450 Johannes Gutenberg, introduced the metal movable - type printing press in
Europe.

Table 12: The GPT and Mistral answers look good but are only partially faithful to the passage, because
they does not give any credit to the innovation in China that is also mentioned in the passage. The GPT
answer is also too long.
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Question: where are nimbus clouds found in the sky

Passage 1 (GOLD): Nimbostratus has a diffuse cloud base generally found anywhere from near surface in the
low levels to about 3,000 m ( 9,800 ft ) in the middle level of the troposphere . Although usually dark at its base,
it often appears illuminated from within to a surface observer . Nimbostratus usually has a thickness of about
2000 to 4000 m . Though found worldwide, nimbostratus occurs more commonly in the middle latitudes . It is
coded C 2 on the SYNOP report .
Passage 2: Nimbostratus occurs along a warm front or occluded front where the slowly rising warm air mass
creates nimbostratus along with shallower stratus clouds producing less rain, these clouds being preceded by
higher - level clouds such as cirrostratus and altostratus . Often, when an altostratus cloud thickens and descends
into lower altitudes, it will become nimbostratus .
Passage 3: Multi-level nimbostratus is physically related to other stratiform genus - types by way of being
non-convective in nature . However, the other sheet - like clouds usually each occupy only one or two levels at
the same time . Stratus clouds are low - level and form from near ground level to 2,000 metres ( 6,600 ft ) at all
latitudes . In the middle level are the altostratus clouds that form from 2,000 metres ( 6,600 ft ) to 7,000 metres
( 23,000 ft ) in polar areas, 7,000 metres ( 23,000 ft ) in temperate areas, and 7,600 metres ( 24,900 ft ) in tropical
areas . . .

Responses
GPT 3.5
Gold Nimbostratus clouds are generally found anywhere from near the surface in the low levels to about 3,000 m
(9,800 ft) in the middle level of the troposphere. They can be found worldwide, but they occur more commonly
in the middle latitudes.
RAG Nimbostratus clouds are found in the middle level of the troposphere, typically anywhere from near the
surface to about 3,000 meters (9,800 feet) in altitude.
Mistral
Gold Nimbostratus clouds are found in the middle levels of the troposphere, at altitudes ranging from near the
surface up to about 3,000 meters (9,800 ft).
RAG Nimbostratus clouds are found in the middle levels of the troposphere, from near surface to about 3,000
m ( 9,800 ft ) in altitude. They are often preceded by higher-level clouds such as cirrostratus and altostratus and
are characterized by their thick, dark, and uniform appearance. Nimbostratus clouds are usually associated with
frontal systems and are responsible for producing continuous and heavy precipitation.
CLAPNQ-T5-LG

Gold Nimbostratus has a diffuse cloud base generally found anywhere from near surface in the low levels to
about 3,000 m ( 9,800 ft ) in the middle level of the troposphere. Though found worldwide, nimbostratus occurs
more commonly in the middle latitudes.
RAG Nimbostratus has a diffuse cloud base generally found anywhere from near surface in the low levels to
about 3,000 m ( 9,800 ft ) in the middle level of the troposphere. Stratus clouds are low - level and form from
near ground level to 2,000 metres ( 6,600 ft ) at all latitudes. In the middle level are the altostratus clouds that
form from 2,000 metres ( 6,600 ft ) to 7,000 metres ( 23,000 ft ) in polar areas, 7,000 metres ( 23,000 ft ) in
temperate areas, and 7,600 metres ( 24,900 ft ) in tropical areas.
Reference
Nimbostratus has a diffuse cloud base generally found anywhere from near surface in the low levels to about
3,000 m in the middle level of the troposphere. Though found worldwide, nimbostratus occurs more commonly
in the middle latitudes.

Table 13: In this example we compare the responses when just the GOLD answer is provided and the top
3 passages are provided when the first passage is the GOLD passage. All models provide good responses
when only the gold answer is provided. In the non-RAG setting CLAPNQ-T5-LG and Mistral provided
irrelevant information from the other passages about other clouds. All three missed the sentence that
they can be found world-wide in the RAG setup.

72


	Introduction
	Related Work
	Dataset
	Annotation Task
	Data Stats
	Answerable
	Unanswerable

	Retrieval Corpus

	Experiments and Results
	Retrieval
	Generation
	Full RAG Pipeline

	Human Evaluation
	Question Style Impact
	Discussion
	Future Directions
	Conclusion
	Annotation Tasks
	Dataset Creation
	Human Evaluation

	Prompts
	Implementation Details
	Examples

