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Abstract

Rationalization is a framework that aims to
build self-explanatory NLP models by ex-
tracting a subset of human-intelligible pieces
of their inputting texts. It involves a coop-
erative game where a selector selects the
most human-intelligible parts of the input
as the rationale, followed by a predictor
that makes predictions based on these se-
lected rationales. Existing literature uses the
cross-entropy between the model’s predic-
tions and the ground-truth labels to measure
the informativeness of the selected rationales,
guiding the selector to choose better ones. In
this study, we first theoretically analyze the
objective of rationalization by decomposing
it into two parts: the model-agnostic informa-
tiveness of the rationale candidates and the
predictor’s degree of fit. We then provide
various empirical evidence to support that,
under this framework, the selector tends to
sample from a limited small region, causing
the predictor to overfit these localized areas.
This results in a significant mismatch between
the cross-entropy objective and the informa-
tiveness of the rationale candidates, leading to
suboptimal solutions. To address this issue, we
propose a simple yet effective method that in-
troduces random vicinal1 perturbations to the
selected rationale candidates. This approach
broadens the predictor’s assessment to a vicin-
ity around the selected rationale candidate.
Compared to recent competitive methods, our
method significantly improves rationale qual-
ity (by up to 6.6%) across six widely used
classification datasets.

∗The corresponding authors.
1The term ‘‘vicinal’’ is borrowed from vicinal risk

minimization (Chapelle et al., 2000); ‘‘vicinal’’ means
neighboring or adjacent.

1 Introduction

With the success of deep learning, there are grow-
ing concerns over interpretability (Lipton, 2018).
Ideally, the explanation should be both faithful (re-
flecting the model’s actual behavior) and plausible
(aligning with human understanding) (Jacovi and
Goldberg, 2020; Chan et al., 2022). Post-hoc ex-
planations, which are trained separately from the
prediction process, may not faithfully represent
an agent’s decision, despite appearing plausible
(Lipton, 2018). In contrast to post-hoc methods,
ante-hoc (or self-explaining) techniques typically
offer increased transparency (Lipton, 2018) and
faithfulness (Yu et al., 2021), as the prediction
is made based on the explanation itself. There is
a stream of research that has exposed the unre-
liability of post-hoc explanations and called for
self-explanatory methods (Rudin, 2019; Ghassemi
et al., 2021; Ren et al., 2024).

In this study, our primary focus is on inves-
tigating a general model-agnostic self-explaining
framework called Rationalizing Neural Predic-
tions (RNP, also known as rationalization) (Lei
et al., 2016). RNP utilizes a cooperative game
involving a selector and a predictor. This game
is designed with a focus on ‘‘data-centric’’ (i.e.,
it is to explain the connection between a text
and the model-agnostic task label, rather than ex-
plaining the output of a specific model) feature
importance: The selector first identifies the most
informative part of the input, termed the ration-
ale (in practice, rationale selection is achieved
through masking unuseful tokens). Subsequently,
the rationale is transmitted to the predictor to
make predictions, as illustrated in Figure 1. The
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Figure 1: The standard rationalization framework RNP. The task is binary sentiment classification. X,Z, Ŷ , Y
represent the input, the selected rationale candidate, the prediction and the ground truth label; M is a sequence of
binary masks. θS , θP are the parameters of the selector and the predictor; and Hc denotes the cross-entropy.

selector and predictor are trained cooperatively
to maximize prediction accuracy. RNP and its
variants have been one of the mainstreams to
facilitate the interpretability of NLP models (Sha
et al., 2021, 2023; Yue et al., 2023; Liu et al.,
2023c; Storek et al., 2023; Zhang et al., 2023). And
besides its use for interpretability, rationalization
can also serve as a method for data cleaning, since
the extracted (Z, Y ) samples can act as a new
dataset. Some recent studies find that a predictor
trained with such a dataset can be more robust
(Chen et al., 2022) and generalizable (Wu et al.,
2022), since task-irrelevant, harmful information
has been removed.

Despite its strength, the cooperative game of
rationalization is difficult to train if the selec-
tor and the predictor are not well coordinated
(Yu et al., 2021). In this paper, we begin by
analyzing the objective of cooperative rational-
ization, decomposing the practical assessment
of rationale candidates by the selector (i.e.,
Hc(Y, Ŷ |Z)) into two parts: the model-agnostic
informativeness of the rationale candidates (i.e.,
H(Y |Z)), and the degree to which the predic-
tor fits the conditional distribution P (Y |Z) (i.e.,
DKL(P (Y |Z)||P (Ŷ |Z))), as shown in §4.1. Ini-
tially, due to random initialization, the selector
samples all rationale candidate regions evenly,
and all rationale candidates are fairly fitted by the
predictor, resulting in similar DKL. Therefore, the
selector tends to choose candidates with relatively
lower H(Y |Z). We then empirically observe that
once the selector identifies some good (but not
necessarily optimal) rationale candidates that have
relatively low H(Y |Z), it dramatically increases
the probability of selecting these candidates and
decreases the probability of selecting others, sam-
pling within a very small area (in fact, even a
single point, as shown in Empirical observation 1
of §4.2). This results in the predictor’s perspective
being limited to a small local area, only capable

of reasonably fitting a narrow range of rationale
candidates. Consequently, the optimal rationale,
despite having the lowest H(Y |Z), may be over-
looked due to a high DKL(P (Y |Z)||P (Ŷ |Z))
(please refer to Empirical observation 2 in §4.2).

To mitigate this issue, ensuring that the pre-
dictor equally fits any rationale candidates might
be a viable solution. However, we also find the
negative result that completely random sampling
across all possible areas, to allow the predictor
to fit all rationale candidates equally, renders the
predictor ineffective due to an excessively low
signal-to-noise ratio (see §4.3). As a result, we try
to develop a compromise solution.

Given the continuity of textual semantics
(‘‘continuity’’ does not refer to the adjacency
of words, but rather to the gradual, smooth change
in meaning when a small number of words are
altered, rather than a sudden shift), an empirical
conjecture is that if the selector identifies sub-
optimal rationale candidates with relatively low
H(Y |Z), then the optimal rationale is likely within
its vicinity. Therefore, the predictor only needs to
focus on fitting the rationale candidates within this
vicinity. Inspired by the philosophy of variational
autoencoders (VAE), we construct the vicinity by
introducing random perturbations to the selected
rationale candidates and use this new vicinity to
train the predictor. The architecture of our method
is shown in Figure 7, with Figure 8 showing its
intuition. Through this approach, we significantly
improved the rationale quality extracted by the
standard RNP on six datasets from two widely
used rationalization benchmarks, surpassing some
recently published RNP variants.

Our contributions are summarized as follows:
(1) Problem Identification: We formally ana-
lyze the objective of rationalization and identify
the practical gap between the rationales’ infor-
mativeness and the model’s assessment of them,
which is the primary contribution of this paper. (2)
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Empirical Evidence: We provide various empir-
ical evidence to demonstrate how this gap can
affect the quality of extracted rationales. (3) Sim-
ple Solution: We introduce a simple yet effective
method named vicinal evaluation rationalization
(VER) to mitigate this gap. Empirical results on
several widely used benchmarks demonstrate the
effectiveness of the proposed method. Addition-
ally, our method is straightforward and does not
require any additional auxiliary modules, pre-
serving its potential to be combined with future
methods.

2 Related Work

2.1 Cooperative Rationale Extraction
Rationalization is a general framework first pro-
posed by Lei et al. (2016). By extracting rationales
before making predictions, this framework can
ensure the rationale’s faithfulness to the model
prediction, as the predictor is just trained on the
selected rationales (Yu et al., 2021; Chang et al.,
2020). Rationalization has been one of the main-
streams to facilitate the interpretability of NLP
models (Yue et al., 2023; Storek et al., 2023;
Zhang et al., 2023; Liu et al., 2023b, 2024a,
2025). Recently, there has also been some work
attempting to extend it to the field of graph learn-
ing (Luo et al., 2020) and computer vision (Yuan
et al., 2022). Apart from improving interpretabil-
ity, recent work has also discovered that it can
serve as a method of data cleaning, as training a
predictor with the extracted rationales has been
found to increase robustness (Chen et al., 2022)
and generalization (Wu et al., 2022; Gui et al.,
2023).

Improving the Training of Rationalization.
The rationalization framework involves a coop-
erative framework between the selector and the
predictor, which requires careful optimization to
coordinate and is hard to train. Given this chal-
lenge, a number of research efforts focus on
refining the optimization process to improve the
rationalization. Bastings et al. (2019) replaced
the Bernoulli sampling distributions with rectified
Kumaraswamy distributions. Chang et al. (2019)
introduced a adversarial game and produces both
positive and negative rationales. Jain et al. (2020)
disconnected the training regimes of the selector
and predictor networks using saliency threshold.
Chang et al. (2020) tried to learn the invariance in
rationalization. Liu et al. (2023c) suggested that

the selector and the predictor need to be assigned
different learning rates. Yu et al. (2019) found
that if not properly coordinated, the selector and
the predictor may collude to use trivial patterns
to make the correct prediction. To address this
issue, 3PLAYER (Yu et al., 2019) tries to make
the unselected parts incapable of predicting the
label, so that informative parts are squeezed into
the selected parts; DMR (Huang et al., 2021) tries
to match the distribution between the selected ra-
tionales and the raw inputs; FR (Liu et al., 2022)
shares the encoder between the selector and the
predictor to make them regularize each other;
MGR (Liu et al., 2023a) reduces the likelihood
of collusion by training multiple selectors; NIR
(Storek et al., 2023) constructs a large vocabulary
based on the dataset and uses manually defined
rules to determine which tokens in the rationale
candidates selected by the selector are likely to
be irrelevant to the prediction, and randomly re-
places them with other meaningful words from
the vocabulary. Inter RAT (Yue et al., 2023) re-
duces training difficulties by blocking shortcuts.
CR (Zhang et al., 2023) selects rationales by addi-
tionally calculating the necessity and sufficiency
of each token. A2I (Liu et al., 2024b) attempts
to reduce the influence of model-added spurious
correlations through an attack-based instructor.

Our research can also be categorized as a
solution to training difficulties, and the distinct
contribution is a detailed analysis of a new po-
tential cause of these training difficulties. Our
practical method may seem similar to NIR at first
glance, but the underlying concept is completely
different. NIR stabilizes the training of the predic-
tor by replacing tokens in the selected rationale
candidates that are likely to lack specific seman-
tics with tokens from the vocabulary that have
rich semantics (which may not be present in the
original input X). However, a fundamental flaw
of NIR is that if the predictor scores the replaced
rationale candidate highly, the feedback received
by the selector would be to increase the proba-
bility of selecting the original rationale candidate
before replacement (which is not necessarily good
because the high score may come from the newly
added tokens). We will take NIR as a baseline and
also include some of the other latest methods.

2.2 Generative Explanation with LLMs
Generative explanation is a research line that is
close but orthogonal to our research. With the great
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success of LLMs, a new research line for explana-
tion is chain-of-thought. By generating (in contrast
to selecting) intermediate reasoning steps before
inferring the answer, the reasoning steps can be
seen as a kind of explanation. The intriguing tech-
nique is called chain-of-thought (CoT) reasoning
(Wei et al., 2022). However, LLMs sometimes ex-
hibit unpredictable failure modes (Kıcıman et al.,
2023) or hallucination reasoning (Ji et al., 2023),
making this kind of generative explanation not
trustworthy enough in some high-stakes scenar-
ios. Also, some recent research finds that LLMs
are not good at extractive tasks (Qin et al., 2023;
Li et al., 2023; Ye et al., 2023).

The Potential Impact of Rationalization in the
Era of LLMs. Compared to traditional ‘‘model-
centric’’ XAI methods which solely focus on the
model’s learned information, ‘‘data-centric’’ ap-
proaches primarily aim to extract model-agnostic
patterns inherent in the data. So, apart from im-
proving interpretability, rationalization can serve
as a method of data cleaning (Seiler, 2023).

Domain-specific large models often require su-
pervised fine-tuning using domain-specific data.
Uncleaned data may contain harmful information
such as biases and stereotypes (Sun et al., 2024).
Recent research suggests that training predictors
with extracted rationales can remove irrelevant
harmful information, enhancing robustness (Chen
et al., 2022) and generalization (Wu et al., 2022;
Gui et al., 2023). Considering that small models
are sufficient for simple supervised tasks and are
more flexible and cost-effective for training on
single datasets (e.g., searching hyperparameters
and adding auxiliary regularizers), using small
models for rationalization on a single dataset
and then using the extracted rationales for su-
pervised fine-tuning might prevent large models
from learning harmful information from new data.
Additionally, shortening input texts can also re-
duce the memory required for fine-tuning (Guan
et al., 2022). A recent study also finds that training
a small model for data selection and producing a
small subset is useful for fine-tuning LLMs (Xia
et al., 2024).

3 Background of Rationalization

Notations. We consider the text classification
task. We use fs(·) and fp(·) to represent the se-
lector and the predictor, with θs, θp being their
parameters, respectively. Upper case letters, such

as X and Y , represent randoms variables. And
lower case letters represent variable values. For
the sake of notation brevity, we do not distinguish
between vectors and scalars. X = X1:l represents
the texts of length l and Y represents the classes
in a dataset D. Generally, the dataset D is con-
sidered representing the distribution of P (Y |X)
such that it can be approximated by a predictor
which produces P (Ŷ |X) (usually by minimizing
the cross-entropy Hc(Y, Ŷ |X)):

Hc(Y, Ŷ |X) = H(Y |X)+DKL(P (Y |X)||P (Ŷ |X)), (1)

where we use Hc and H to distinguish between
cross-entropy and entropy. When we minimize
the cross-entropy, we are in fact minimizing
DKL(P (Y |X)||P (Ŷ |X), and we will finally
get P (Y |X) = P (Ŷ |X) if DKL(P (Y |X)||P (Ŷ |
X)) = 0. This is just what a normal classifica-
tion task does.

Then, we introduce the rationalization task. The
overall target of the rationalization task is to find
the evidence from X that best supports Y (not
the model predicted Ŷ in ante-hoc explanation).
Based on this target, the intuition is that good
rationales can be used to achieve high prediction
accuracy. As a result, the practical way to identify
rationales is to train a selector and a predictor that
cooperatively maximize the prediction accuracy,
as specified below.

For each (x, y) ∈ D, the selector first out-
puts a sequence of binary mask m = fs(x) =
[m1, · · · ,ml] ∈ {0, 1}l, where l is the sequence
length.2 Then, it forms the rationale candidate z
by the element-wise product:

z = m� x = [m1x1, · · · ,mlxl]. (2)

To simplify the notation, we denote fs(X) by Z
in the following sections, i.e., fs(X) = Z (here
fs(X) represents the whole dataset’s rationale set,
so we use upper case Z to represent it). With
the selector’s sampling, we get a set of (Z, Y )
samples Dz , which is generally considered to be
represent the distribution P (Y |Z) and serve as
the training data of the predictor. Then, standard

2In practice, the selector first outputs a Bernoulli dis-
tribution for each token and the mask for each token is
independently sampled using gumbel-softmax. Using rein-
forcement learning (Covert et al., 2023) to enable gradient
propagation is also a viable approach. However, this paper
follows the most commonly used gumbel-softmax in the
rationalization field for end-to-end training.
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rationalization attempts to identify the rationale
by minimizing the cross-entropy:

min
θs,θp

Hc(Y, Ŷ |Z),

s.t., (X,Y ) ∼ D, Z = fs(X), Ŷ = fp(Z).
(3)

Compactness and Coherence Regularizer. To
make the selected rationale human-intelligible, ra-
tionalization methods usually constrain the ra-
tionales by compact and coherent regularization
terms. In this paper, we use the most widely used
constraints proposed by Chang et al. (2020):

Ω(m) = λ1

∣∣∣∣
||m||1

l
− α

∣∣∣∣+ λ2

l∑

t=2

∣∣mt −mt−1

∣∣.

(4)
The first term encourages that the percentage of
the tokens being selected as rationales is close to a
pre-defined level α. The second term encourages
the rationales to be coherent.

4 Motivation

4.1 Linking Equation (3) to Mutual
Information and Understanding the
Potential Gaps

The theoretical support of Equation (3) for the
selector to identify rationales is the maximum
mutual information (MMI) criterion:

Z∗ = argmax
Z

I(Y ;Z)

= argmax
Z

(H(Y )−H(Y |Z))

= argmin
Z

H(Y |Z),

s.t., Z = fs(X), (X,Y ) ∼ D.

(5)

Although theoretically supported by the MMI cri-
terion, (5) is intractable in practice because the
real distribution of P (Y |Z) is not directly ac-
cessible. In practice, the common way is to use
the cross-entropy Hc(Y, Ŷ |Z) to approximate the
entropy H(Y |Z), and this is what Equation (3)
does.

It then leads to two questions: Why can
Hc(Y, Ŷ |Z) be used to approximate H(Y |Z), and
what specific approximations have been assumed?
Exploring these two questions will help us gain
a more specific and detailed understanding of the
effectiveness of Equation (3), going beyond vague
intuitions. This can assist us in more accurately
identifying potential issues in practice.

We rewrite (3) to decompose it into two parts:

Hc(Y, Ŷ |Z) = H(Y |Z) +DKL(P (Y |Z)||P (Ŷ |Z)), (6)

where DKL(P (Y |Z)||P (Ŷ |Z)) represent the
KL-divergence, indicating the error in approx-
imating the real distribution P (Y |Z) with the
predictor produced P (Ŷ |Z). Equation (6) con-
sists of two parts: the model-agnostic informative-
ness of Z (i.e., H(Y |Z)), and the degree of the
predictor fitting P (Y |Z).

4.2 Empirical Observations/Evidence on the
Practical Gap

Although the effectiveness of Equation (3) in
identifying rationales is theoretically supported
with the MMI criterion, the previous analysis in
§4.1 tells us there is a gap between theory and
practice. This section aims to provide empirical
evidence to verify the existence of the theoretical
gap.

Specifically, the selector gets the feedback
about the importance of the selected ration-
ale candidates through the predictor’s output
Hc(Y, Ŷ |Z), which consists of two compo-
nents: the model-agnostic informativeness of
Z, and how well the predictor assesses Z
(i.e., DKL(P (Y |Z)||P (Ŷ |Z))), as is shown in
Equation (6). Thus, the selector will be guided to
choose the rationales that have both low H(Y |Z)
and low DKL(P (Y |Z)||P (Ŷ |Z)), while the op-
timal rationales can only guarantee themselves
with low H(Y |Z). In practice, however, the pre-
dictor can only learn to assess rationales that have
already been selected by the selector. If the se-
lector’s selection set is focused on a small local
area, the assessment of the predictor on unsam-
pled regions will be biased. The problem is that
although the optimal rationales have the lowest
H(Y |Z), they are not guaranteed to have low
DKL(P (Y |Z)||P (Ŷ |Z)), resulting in obtaining
only suboptimal rationales. In the following, we
will show some empirical evidence that the opti-
mal rationales are usually not properly valued and
do not have the lowest cross-entropy under the
RNP framework.

Empirical Observation 1. (the selector samples
rationale candidates in a small area). Although
the selector’s choice already incorporates some
randomness, we find that in practical training,
when it identifies some relatively good rationale
candidates, it quickly increases the probability
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Figure 2: An experiment of the standard RNP on the Beer-Appearance dataset. We select about 20% (close to
the sparsity of human-annotated rationales in this dataset) tokens from the raw input to be the rationale. (a): The
non-overlap between two rationale candidates sampled by the two selectors that belong to two adjacent training
iterations. (b): The rationale quality (overlap between model-selected rationales and human-annotated ones). (c):
The prediction (classification) accuracy on the training (orange) and the validation set (green).

of selecting these potentially suboptimal rationale
candidates to rapidly improve predictive accuracy.
This causes its sampling to concentrate in a very
small local area, potentially missing the optimal
solution.

Figure 2 shows empirical evidence of it. Con-
sider the current selector as fs1 and it becomes fs2
after a training iteration. We take a same batch
of texts x, and the non-overlap between two ra-
tionales in Figure 2(a) is calculated as

m(1) = fs1(x), m
(2) = fs2(x). (7)

The non-overlap is calculated as ||m(1)−m(2)||1
||m(1)||1+||m(2)||1 .

We take the average of it within a mini-batch.
Initially, the selector explores a wide region,

but after finding some relatively good rationale
candidates, it rapidly increases the probability of
selecting these candidates. Figure 2(a) shows that
after about 100 training epochs, the difference
of selected rationale candidates between two it-
erations is only about 4%. Considering that the
rationale sparsity is about 20% and the maxi-
mum sequence length is 256, there are only about
4% ∗ 20% ∗ 256 ≈ 2 tokens that are changed
between two training iterations (even fewer, as
most texts are shorter than 256 tokens, see
Table 4), which means that the selector’s sam-
pling is focused on an almost ‘‘single point’’
and the predictor sees very limited data. This
causes the predictor’s focus to quickly converge
to a certain local area, reducing the likelihood
that other regions are reasonably assessed. At this
point, the quality of the rationale no longer grows
(Figure 2(b)), while the training accuracy contin-
ues to rise at a high rate (Figure 2(c)). At this
stage, the predictor is merely overfitting to some

trivial patterns in this locality, as evidenced by the
fact that we observed no increase in accuracy on
the validation set (Figure 2(c)).

Empirical Observation 2. (the cross-entropy
does not assess the unselected optimal rationale
properly). In intuition, the gold human-annotated
rationales are most informative and have the
lowest H(Y |Z). Thus, ideally (e.g., a predictor
that works like a human expert such that the
KL-divergence in Equation (6) is equal to 0 for
all possible Z), using the human-annotated ratio-
nales can best predict Y . However, we empirically
observe that sometimes the human-annotated ra-
tionales get lower prediction accuracy than the
model-selected ones when sent to RNP’s trained
predictor.

Figure 3(a) shows the accuracy of RNP’s
trained predictor with model-selected and
human-annotated rationales as input on three
rationalization datasets. We observe that some-
times the human-annotated gold rationales get
much lower accuracy than the model-selected
ones. It’s clear that gold rationales have lower
H(Y |Z). So, the reason of this phenomenon is
that the predictor does not fit the gold rationale
well and leads to high DKL(P (Y |Z)||P (Ŷ |Z))
for it. This observation to some extent supports
our hypothesis that the predictor does indeed
overfit to the points selected by the selector while
underfitting the potentially optimal rationales
around them, leading to inaccurate assessment of
using H(Y, Ŷ |Z) to approximate H(Y |Z).

Empirical Observation 3. (the predictor is
overfitting to trivial patterns). In Empirical ob-
servation 1, we mentioned that after the selector
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Figure 3: Two kinds of (a) accuracy and (b) cross-entropy on three classification datasets from HotelReviews
benchmark.‘‘model-selected rationale’’: the accuracy/cross-entropy of the prediction made by the predictor with
the input being the model-selected rationales; ‘‘gold rationale’’: the accuracy/cross-entropy with the input being
human-annotated gold rationales. Detailed setup is in Appendix A.3.

Figure 4: The average unsmoothness of the pre-
dictor. The details of the y-axis metric are in
Appendix A.4. The dataset is one of the most widely
used rationalization dataset Beer-Appearance.

confines its sampling to a very small area, the pre-
dictor overfits this small region while neglecting
others. Now, we further provide another evidence
of overfitting. Another indirect indicator of the
extent to which the model overfits trivial pat-
terns is the smoothness of the model (Virmaux
and Scaman, 2018; Fazlyab et al., 2019). If a
predictor learns many trivial patterns instead of
genuinely meaningful semantic features, then its
function surfaces typically exhibit non-smooth
patterns such as steep steps or spikes, resulting
in poor Lipschitz continuity (Liu et al., 2023c;
Szegedy et al., 2014; Weng et al., 2018). Typi-
cally, Lipschitz continuity is approximated by the
value of the variation of the output with respect
to the input over the entire dataset (i.e., Lipschitz
constant, lower is better). We follow the method
used in Liu et al. (2023c) to compute the Lipschitz
constant, which is given in Appendix A.4.

Figure 5: The rationale quality (F1 score) with differ-
ent perturbation rate. The results are from the same
experiments as Figure 4.

Figure 4 shows the unsmoothness of the pre-
dictor during training. ‘‘p = 0’’ refers to the
vanilla RNP, and ‘‘p ∈ [0.1, 0.5]’’ refer to our
method (which will be introduced in §4.3). Lower
y value means a smoother model function. We
see that the Lipschitz constant (unsmoothness) of
RNP grows for a long time, while our method
with p = 0.5 grows very slowly after about 70
epochs. Figure 5 shows the corresponding ration-
ale quality. Figures 4 and 5 are from the same
experiments, whose details are in Appendix A.4.
Combining Figures 4 and 5, we further observe
that the predictor’s overfitting significantly pre-
vents the selector from finding good rationales.

4.3 A Simple Method with Vicinal
Perturbation and Assessment

Empirical Observation 4. (negative results of
equally assessing all possible rationale candi-
dates). An intuitive way to address the issue
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Figure 6: The training accuracy and rationale quality
of a RNP model that first trains the predictor with
randomly sampled Dz and then trains the selector to
maximize the prediction accuracy.

is to decouple the training data of the predic-
tor from the selector. If the predictor’s training
data (Dz as mentioned in §3) is sampled ran-
domly rather than conditioned on the selector,
then the rationale candidates in every regions will
be able to be equally fitted, mitigating the impact
of unbalanced evaluation on Eq. (6). In practice,
however, random sampling may lead to a very
low signal-to-noise ratio, preventing the predic-
tor from effectively learning the semantics. For
example, in a widely used rationalization dataset
called Beer-Appearance, the average percentage
of the ground-truth rationale is about 18.4%. This
means that about 81.6% of the tokens in an input
text act as noise, making this method intractable
in practice. Figure 6 shows the results of such a
method. In the first 300 epochs, we randomly sam-
ple a set of rationale candidates (with the sparsity
constraint only) to form a Dz for each epoch to
train the predictor. And in the latter 300 epochs,
the predictor is fixed and we train the selector in
the same way as RNP (please refer to Appendix
A.6 for more details). Under this training ap-
proach, the predictor is expected to be capable of
evaluating rationale candidates effectively in any
regions. But Figure 6 does not show the results as
we expect. In fact, the model does not work at all,
due to the low signal-to-noise ratio received by
the predictor.

Based on the issues mentioned above, we try to
develop a compromise solution. Considering the
continuity of textual semantics, an empirical con-
jecture is that if the selector identifies suboptimal
rationale candidates with low H(Y |Z), then the

optimal rationales should be within their vicinity
(note that continuity here does not refer to the
adjacent positioning of words, but rather to the
number of words that need to be changed). This
conjecture is based on two considerations. First,
in a random state (where the predictor has no
bias toward any Z offset), all rationale candidates
have similar DKL(P (Y |Z)||P (Ŷ |Z)) values, but
the optimal rationales have lower H(Y |Z). Com-
bining this with Equation (6), theoretically, the
optimal rationales are more likely to be favored by
the predictor at the beginning of training. Second,
empirically, the vanilla RNP can select relatively
good rationales in most cases.

Based on this assumption, the predictor only
needs to evaluate the vicinity of the selector’s
selected region. Then, borrowing from the philos-
ophy of VAE, we randomly perturb the selector’s
output to sample a vicinity. Specifically, we start
by randomly flipping the elements in the selector’s
output m for which mi = 1 with a probability of
p (p is a hyperparameter), and then we count the
number of flips. Subsequently, we select the same
number of elements for which mj = 0 and flip
them to 1.

Formally, for the selector’s output m =
[m1,m2, · · · ,ml], we perturb it to be m′ =
[m′

1,m
′
2, · · · ,m′

l]:

m′
i = 1(εi > p), s.t., εi ∼ U(0, 1), ∀i, mi = 1,

m′
j = 1(εj ∈ topk(εJ)), s.t., εj ∼ U(0, 1),

∀j, mj = 0,
(8)

where k = ||mi − m′
i||1 and εJ is the collection

of all εj . p is a hyperparameter, indicating the
ratio of tokens in a rationale z that are replaced by
the tokens in the raw input x but not seen by the
predictor. It’s worth noting that, similar to VAE,
our approach doesn’t repeatedly perturb a single
data point; rather, full sampling of the vicinity is
achieved by individually sampling multiple data
points from a mini-batch. The perturbation occurs
only during training. This method is somewhat
similar to ε-greedy in reinforcement learning, but
is not the same. ε-greedy involves complete ran-
dom exploration with a probability of ε and the
exploration is more akin to the method described
as unsuccessful at the beginning of §4.3 (i.e., Em-
pirical observation 4). In contrast, our approach
focuses on exploration around local optima.

Figure 7 shows the comparison between the
standard rationalization framework RNP and our
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Figure 7: The comparison of the standard rationaliza-
tion framework RNP and our method VER.

Figure 8: The intuitive understanding of the pertur-
bation. The left is the raw input X . The black dots
represent rationale candidates, among which the red
one is the optimal rationale. The blue region is the area
that the selector has a high probability to sample.

method. Our approach is very simple and does not
involve any adjustments to the model structure,
making it scalable to those complex methods that
rely on structural modifications. Figure 8 provides
a toy example to show the intuition of our method.
On the left is the original raw input X . The black
dots represent rationale candidates, among which
the red one is the optimal rationale. The blue
region is the area that the selector has a high prob-
ability to sample. The region is quite small because
the selector quickly becomes overconfident about
certain suboptimal rationale candidates, leading to
a concentration of sampling in a very narrow local
area (see Empirical observation 1 in §4.2).

5 Experiments

5.1 Setup

Datasets. Although the process of rationale ex-
traction is unsupervised, the rationalization task
requires comparing the rationale quality extracted
by different models. This necessitates that the
test set includes ground-truth rationales, which
imposes special requirements on the datasets.
Following the conventional setup in the field of
rationalization, we employ six text classification
datasets from two widely used benchmarks.

The datasets are Beer-Appearance, Beer-
Aroma, and Beer-Palate (collected from the
BeerAdvocate [McAuley et al., 2012] bench-
mark); and Hotel-Location, Hotel-Service, and

Hotel-Cleanliness (collected from the HotelRe-
views [Wang et al., 2010] benchmark). Among
them, the beer-related datasets are most important
and used by nearly all previous research in the
field of rationalization. All of these datasets con-
tain human-annotated ground-truth rationales on
the test set (but not on the training set), making it
convenient to compare different methods’ perfor-
mance fairly. Among them, the three beer-related
datasets are most important and used by nearly all
of previous research in the field of rationalization.
The statistics of the datasets are in Appendix A.1.

To verify the generalizability of our VER, we
also perform supplementary experiments on two
different tasks. We use the MultiRC dataset for the
reading comprehension task, and use the FEVER
dataset for the fact extraction and verification task.
These two datasets are taken from the ERASER
benchmark (DeYoung et al., 2020).

Baselines. We compare with RNP (Lei et al.,
2016), DMR (Huang et al., 2021), Inter RAT (Yue
et al., 2023), NIR (Storek et al., 2023), CR (Zhang
et al., 2023), and A2I (Liu et al., 2024b). Among
them, RNP represents the direct counterpart of
our VER, and other methods stand for the latest
literature. All of them have been discussed in
§2. Aside from these rationalizations methods, we
also compare with two popular post-hoc methods:
LIME (Ribeiro et al., 2016) and Attention.3

Implementation Details. Each of the selec-
tor and predictor pairs contains an encoder
(e.g., RNN/Transformer) followed by a linear
layer. We use two types of encoders: GRUs
(with 100-dimensional GloVe as the word em-
bedding, following Inter RAT, Table 1) and
‘‘bert-base-uncased’’ (following CR, Table 2).
In comparison with the baselines, we keep the
perturbation rate of our VER as p = 0.3 for all
the datasets. Then, we further show the influ-
ence of hyperparameter p separately (Figure 9).
For DMR, NIR, A2I, and our VER, considering
they are all variants of the standard RNP, we first
manually tune the hyperparameters for RNP, and
then apply the hyperparameters to other methods.

3We refer to Lei et al. (2016) to implement the
attention-based model. Specifically, the attention-based
model calculates the normalized attention vector based on
all input tokens, and then average pools the hidden layer
states based on the attention weights, and uses the average
vector for task prediction. Meanwhile, attention-based model
selects top-k% tokens as rationale from the attention weights.

585



Methods
Datasets Beer-Appearance Beer-Aroma

S Acc P R F1 S Acc P R F1
LIME 15.1 (0.0) N/A 53.1 (0.1) 43.3 (0.1) 47.7 (0.1) 15.1 (0.0) N/A 32.9 (0.1) 31.8 (0.1) 32.3 (0.1)

Attention 15.1 (0.0) N/A 46.5 (3.6) 37.9 (2.9) 41.8 (3.2) 15.1 (0.0) N/A 50.0 (3.4) 48.4 (3.3) 49.2 (3.3)
RNP 14.7 (0.7) 78.2 (3.3) 75.0 (0.5) 59.7 (3.1) 66.5 (2.1) 15.2 (1.0) 81.7 (2.4) 67.0 (12.1) 64.7 (8.8) 65.8 (10.4)

Inter RAT 15.2 (1.1) N/A 57.0 (5.3) 46.9 (2.3) 51.4 (3.2) 16.1 (0.7) N/A 57.9 (2.4) 60.3 (2.5) 59.0 (2.1)
NIR 15.5 (0.4) 80.8 (1.2) 73.3 (1.3) 61.3 (2.2) 66.8 (1.7) 15.2 (0.2) 82.1 (7.1) 69.8 (6.0) 67.9 (5.3) 68.8 (5.6)

DMR 15.0 (1.1) 80.7 (2.9) 75.0 (0.8) 60.1 (1.7) 66.7 (1.2) 15.2 (1.3) 82.6 (1.3) 68.3 (3.9) 66.3 (5.6) 67.2 (4.5)
A2I 14.9 (0.3) 81.0 (1.2) 75.2 (0.9) 60.6 (1.7) 67.1 (1.3) 14.8 (0.1) 82.7 (2.3) 69.4 (2.5) 65.9 (2.6) 67.6 (2.5)

VER (ours) 14.4 (0.2) 81.5 (2.5) 82.2 (1.8) 64.1 (1.5) 72.0 (1.5) 14.9 (0.4) 84.2 (2.1) 71.8 (4.2) 68.6 (2.2) 70.0 (3.1)

Methods
Datasets Beer-Palate Hotel-Location

S Acc P R F1 S Acc P R F1
LIME 15.1 (0.0) N/A 5.1 (0.0) 6.2 (0.0) 5.6 (0.0) 15.2 (0.0) N/A 12.1 (0.1) 21.6 (0.2) 15.5 (0.2)

Attention 15.1 (0.0) N/A 35.5 (2.2) 43.1 (2.7) 38.9 (2.4) 15.2 (0.0) N/A 14.8 (8.1) 26.5 (14.5) 19.0 (10.4)
RNP 15.4 (0.6) 75.0 (3.5) 46.3 (3.6) 57.4 (4.9) 51.2 (4.0) 14.7 (0.4) 97.6 (0.4) 41.4 (1.6) 72.0 (2.7) 52.6 (1.9)

Inter RAT 15.3 (1.2) N/A 42.9 (1.1) 52.8 (3.7) 47.3 (1.7) 15.1 (1.2) N/A 28.8 (1.7) 50.8 (2.1) 36.7 (1.3)
NIR 14.3 (0.5) 82.4 (3.1) 49.8 (4.5) 57.4 (5.6) 53.3 (4.9) 13.9 (0.2) 97.3 (0.6) 42.2 (1.5) 69.3 (2.7) 52.5 (1.9)

DMR 15.2 (1.3) 81.9 (2.9) 47.1 (4.1) 57.5 (5.3) 52.0 (4.6) 14.8 (0.9) 97.2 (0.7) 41.6 (3.3) 72.7 (3.9) 52.9 (3.5)
A2I 15.3 (0.7) 81.3 (3.2) 50.9 (3.9) 62.0 (4.2) 55.8 (4.1) 15.0 (0.7) 97.5 (0.5) 41.7 (2.1) 73.1 (2.3) 53.1 (2.2)

VER (ours) 15.0 (0.2) 83.9 (2.1) 54.8 (4.5) 65.9 (5.0) 59.9 (4.7) 14.6 (0.2) 97.8 (0.3) 44.3 (0.4) 76.3 (0.8) 56.1 (0.4)

Methods
Datasets Hotel-Service Hotel-Cleanliness

S Acc P R F1 S Acc P R F1
LIME 15.2 (0.0) N/A 11.9 (0.1) 15.7 (0.2) 13.5 (0.2) 15.2 (0.0) N/A 10.9 (0.1) 18.7 (0.1) 13.8 (0.1)

Attention 15.1 (0.0) N/A 14.1 (3.4) 18.5 (4.5) 16.0 (3.9) 15.1 (0.0) N/A 16.3 (3.6) 27.7 (5.7) 20.6 (4.5)
RNP 15.3 (0.3) 96.5 (1.5) 41.0 (1.5) 54.6 (1.1) 46.8 (1.4) 15.3 (0.2) 97.2 (1.6) 28.1 (0.7) 48.7 (1.1) 35.6 (0.8)

Inter RAT 15.0 (0.8) N/A 28.9 (1.1) 38.1 (1.9) 32.8 (1.1) 14.4 (1.1) N/A 27.2 (2.1) 44.1 (2.4) 33.6 (2.1)
NIR 15.0 (0.3) 96.9 (0.4) 40.9 (1.5) 53.5 (1.2) 46.3 (1.4) 15.5 (0.4) 96.7 (0.9) 28.0 (0.6) 49.2 (1.0) 35.7 (0.6)

DMR 14.8 (0.7) 96.6 (2.0) 41.2 (2.1) 54.1 (3.1) 46.9 (2.6) 14.9 (0.5) 97.0 (0.5) 28.5 (1.1) 48.1 (1.7) 35.9 (1.3)
A2I 15.1 (0.4) 96.7 (0.6) 41.4 (1.7) 54.6 (1.3) 47.1 (1.5) 15.3 (0.3) 96.8 (1.0) 28.8 (0.6) 49.7 (1.1) 36.5 (0.7)
VER 14.9 (0.3) 97.1 (1.0) 42.4 (0.9) 55.3 (0.5) 48.0 (0.6) 15.3 (0.2) 97.3 (0.4) 30.3 (0.7) 52.3 (0.7) 38.3 (0.7)

Table 1: Results on standard benchmarks. Values in parentheses are the standard deviations. Notes:
LIME and Attention belong to post-hoc methods and the predictor is not trained on the rationales, so
we do not report the accuracy metric for them.

For Inter RAT, since it has originally been im-
plemented on the beer-related datasets, we apply
its original hyperparameters but only adjust the
sparsity regularizer in Equation (4). More details
are in Appendix A.2.

Metrics. Since predictive accuracy is influenced
by many other unknown factors besides the qual-
ity of the extracted rationale, it is not a good
metric. So, following the previous literature of
rationalization, we mainly focus on rationale
quality, which is measured by the overlap be-
tween the human-annotated rationales and the
model-selected tokens. (We note that this may
not be a perfect metric as evaluating explana-
tion quality is a complex problem [Pruthi et al.,
2022]. Nevertheless, this metric has been widely
adopted in previous research in this field and has
been empirically validated to make sense.) The
terms P,R, F1 denote precision, recall, and F1
score, respectively. Among them,P indicates how
much useless information is removed from the

raw text (the cleanliness of the extracted ration-
ale), andR indicates how much useful information
is extracted (comprehensiveness of the extracted
rationale). These metrics are the most frequently
used in rationalization. The term S represents the
average sparsity of the selected rationales, that is,
the percentage of selected tokens in relation to the
full text. Since the sparsity of ground-truth ratio-
nales on beer- and hotel-related datasets is around
10% ∼ 20%, we adjust α in Equation (4) to make
S be about 15% (since Equation (4) is only a soft
constraint, it cannot strictly limit S to be exactly
15%). Acc stands for the predictive accuracy. For
FEVER and MultiRC datasets, we follow NIR to
set S to be about 20%. For the results with BERT
encoder, we follow CR to make S be about 10%.

5.2 Results

Rationale Quality. Table 1 shows the com-
parisons of recent methods and our VER with
perturbation p = 0.3. In terms of the ration-
ale quality (F1 score), we outperform all of the
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Methods S P R F1
RNP* 10.0 (n/a) 40.0 (1.4) 20.3 (1.9) 25.2 (1.7)
A2R* 10.0 (n/a) 55.0 (0.8) 25.8 (1.6) 34.3 (1.4)
INVRAT* 10.0 (n/a) 56.4 (2.5) 27.3 (1.2) 36.7 (2.1)
CR* 10.0 (n/a) 59.7 (1.9) 31.6 (1.6) 39.0 (1.5)
VER(ours) 10.8 (0.5) 63.4 (8.7) 37.6 (7.0) 47.2 (7.9)

Table 2: Results with BERT encoder. The dataset
is the most widely used Beer-Appearance. *: Re-
sults obtained from CR (Zhang et al., 2023).

baselines by a large margin. Specifically, the im-
provements are up to 6.6% (Beer-Palate dataset).
We also improve the prediction accuracy to some
extent on the three beer-related datasets. But the
improvements on the hotel-related datasets are
not significant. The possible reason is that the
prediction accuracy of RNP on these datasets is
already very high. We also follow CR to conduct
a supplement experiment with BERT encoder on
the most widely used Beer-Appearance dataset
and compare with some other baselines that have
been implemented with BERT, and the results are
shown in Table 2. We still beat all the baselines.

Perturbation Rate. We show the results for
p values of [0, 0.1, 0.2, 0.3, 0.4, 0.5] in Figure 9
to demonstrate the robustness of our proposed
method. In most cases, our method can improve
the results of the standard RNP. On the one hand,
a higher perturbation rate can bring the predictor
a better evaluation of a larger region; on the other
hand, an overhigh perturbation rate can also bring
a very low signal-to-noise ratio, as mentioned at
the beginning of §4.3. We also observe that, for the
Appearance and Aroma datasets, p = 0.5 is best,
while for other datasets, a lower p = 0.3 is best.
This is because in the former two datasets, the
gold rationales occupy a larger proportion of the
raw input (see the dataset statistics in Table 4 of
Appendix A.1), thus have a higher signal-to-noise
ratio and are able to tolerate larger perturbations.
This phenomenon is consistent with our findings
at the beginning of §4.3 that too a high perturbation
rate can fail due to the high signal-to-noise ratio
(i.e., Empirical observation 4).

Quality of the Predictor’s Assessment of
Human-annotated (i.e., optimal) Rationales.
Ideally, the human-annotated (i.e., optimal) ra-
tionale is most informative and should achieve
high prediction accuracy when input to a good
predictor. But as illustrated in §4.2, this is not

Figure 9: The influence of the perturbation rate p on
(a) beer-related datasets and (b) hotel-related datasets.

always the case in practice, because the predictor
could inaccurately assess the gold rationales. To
further demonstrate that our VER can enhance
the predictor’s ability to assess rationales, we
conducted additional experiments comparing the
assessment of human-annotated gold annotated
rationales by the RNP’s predictor and the VER’s
predictor.

Figure 10(a) and 10(b) shows the predic-
tor’s accuracy/cross-entropy with the inputs being
human-annotated rationales (the details of the ex-
perimental settings are in Appendix A.5). We
observe that our method can make the predictor
assess the gold rationales more accurately, which
allows the selector to receive more accurate feed-
back about the gold rationales, thereby correctly
increasing the probability of selecting them.

Results on Different Tasks. To verify the ef-
fectiveness of our method on tasks other than
classification, we also perform experiments on the
reading comprehension task (using the MultiRC
dataset) and the fact extraction and verification
task (using the FEVER dataset). The datasets for
the above two tasks are taken from the ERASER
benchmark (DeYoung et al., 2020).

We mainly compare with the baselines that have
already performed experiments on these datasets
to avoid unfair comparisons resulted from hyper-
parameter choices. We follow the settings of NIR
to use ‘‘bert-base-uncased’’ as the encoder of both
the selector and the predictor (see Appendix A.2)
and get the results of the baselines from its original
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Figure 10: The quality of the predictor’s assessment of human-annotated gold rationales. (a) Accuracy. (b)
Cross-entropy. The x-axis represents different datasets.

Methods
Datasets MultiRC FEVER

S Acc P R F1 S Acc P R F1
A2R* 20.0 (n/a) 66.1 (1.9) 18.5 (1.6) 21.9 (2.2) 19.3 (1.8) 20.0 (n/a) 82.1 (3.2) 36.3 (0.6) 44.0 (0.3) 36.7 (0.5)
NIR* 20.0 (n/a) 66.4 (0.8) 22.6 (1.2) 26.9 (1.8) 23.8 (1.4) 20.0 (n/a) 78.2 (1.9) 39.0 (2.5) 47.2 (2.9) 39.5 (2.5)

VER (ours) 19.2 (1.2) 67.1 (2.3) 24.5 (1.8) 23.8 (2.2) 24.1 (2.0) 22.5 (2.2) 82.1 (2.6) 40.1 (1.6) 40.8 (1.8) 40.4 (1.7)

Table 3: Results with different tasks. *: Results obtained from the paper of NIR (Storek et al., 2023).

paper. The results are shown in Table 3. We see
that our VER is still effective on these two tasks.

6 Conclusion and Limitations

In this paper, we first theoretically analyze the
common approximation of the mutual information
maximization criterion, specifically the minimiza-
tion of cross-entropy, and its shortcomings when
applied to the cooperative self-explanatory frame-
work. We provide extensive empirical evidence
to verify the existence and negative impact of this
issue in practice. Subsequently, we propose a very
simple method to mitigate this problem, achieving
considerable improvements compared to existing
methods. A potential limitation of our approach is
that we only consider correlation, not causation,
so a future direction may be to integrate our work
with causal research studies.
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Datasets Train Dev Annotation
Pos Neg avg len Pos Neg avg len Pos Neg avg len S

Beer
Appearance 16891 16891 141 6628 2103 145 923 13 126 18.5
Aroma 15169 15169 144 6579 2218 147 848 29 127 15.6
Palate 13652 13652 147 6740 2000 149 785 20 128 12.4

Hotel
Location 7236 7236 151 906 906 152 104 96 155 8.5
Service 50742 50742 154 6344 6344 153 101 99 152 11.5
Cleanliness 75049 75049 144 9382 9382 144 99 101 147 8.9

Table 4: Statistics of the datasets used in this paper.

A Experimental Details

A.1 Datasets
BeerAdvocate (McAuley et al., 2012) is a benchmark that consists of comments about beer. It
contains three widely used text classification datasets: Beer-Appearance, Beer-Aroma, Beer-Palate.
In this datasets, each piece of text is a comment about the beer. For the Beer-Appearance dataset,
the classification label is the quality (bad/good, [0,1]) of the beer’s appearance. For Beer-Aroma and
Beer-Palate, the classification label is about the aroma and palate, respectively.

HotelReview (Wang et al., 2010) is a benchmark consists of hotel reviews. It contains three widely
used datasets: Hotel-Location, Hotel-Service, Hotel-Cleanliness. In this datasets, each piece of text is a
review about a hotel. For the Hotel-Location dataset, the classification label is the quality (bad/good,
[0,1]) of the hotel’s Location. For Hotel-Service and Hotel-Cleanliness, the classification label is about
the service and cleanliness, respectively.

The statistics of the datasets are in Table 4. Pos and Neg denote the number of positive and negative
examples in each set. S denotes the average percentage of tokens in human-annotated rationales to the
whole texts. avg len denotes the average length of a text sequence.

The other two datasets MultiRC and FEVER are taken from the ERASER benchmark (DeYoung
et al., 2020). Readers can refer to this benchmark for details.

A.2 Implementation Details
The code and detailed running instructions is aviable at https://github.com/jugechengzi
/Rationalization-VER.

The maximum sequence length is set to 256. We use the Adam optimizer (Kingma and Ba, 2015) with
its default parameters, except for the learning rate. The temperature for gumbel-softmax is the default
value 1. We implement the code with PyTorch on a RTX4090 GPU. We report the average results of
five random seeds, and the seeds are [1,2,3,4,5].

For NIR and our VER, considering they are both variants of the standard RNP, we first manually
tune the hyperparameters for RNP, and then apply the hyperparameters to both NIR and VER. For all
datasets, we use a learning rate of 0.0001. The batchsize is 128 for the beer-related datasets and 256 for
the hotel-related datasets. These hyperparameters are found by manually tuning the standard RNP and
are applied to both NIR and our VER.

The core idea of NIR is to inject noise into the selected rationales. We use RNP as its backbone. A
unique hyperparameter of NIR is the proportion of noise. Following the method in the original text, we
searched within [0.1, 0.2, 0.3] and found that 0.1 yielded the best results on most datasets, hence we
adopted 0.1 for this.

For our VER, the perturbation rate p is searched within [0.1, 0.2, 0.3, 0.4, 0.5]. We find that 0.5 is
the best for beer-related datasets but 0.3 is best for hotel-related datasets. For fair comparisons with
baselines, we uniformly adopt 0.3 for all datasets.

We found that the training of Inter RAT is very unstable. To avoid potential unfair factors, our main
settings are determined with reference to it. Except for the part about sparsity, we used its original
hyperparameters for it.
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For CR, we just keep the major settings (‘‘bert-base-uncased’’, the Beer-Appearance dataset, and the
sparsity of 10%) the same as it and copy its results from its original paper.

For the experiments on the MultiRC and FEVER datasets, we follow the settings of NIR and get the
results of the baselines from its original paper. Specifically, we use ‘‘bert-base-uncased’’ as the encoder
and the rationale sparsity is set to be about 20%.

A.3 Details About the Setup of Figure 3
We first train RNP in the usual manner. After training is completed, we fix both the selector and the
predictor. For ‘‘model-selected rationale’’: The selector receives the raw text of the test set as input and
extracts the corresponding rationale Z, which is then input into the predictor to obtain the prediction
accuracy/cross-entropy. For ‘‘gold rationale’’: The human-annotated rationale is directly input into the
predictor to obtain the accuracy/cross-entropy.

The range of cross-entropy is from 0 to ∞. If we take the mean, similar to accuracy, it might be
affected by extreme values and fail to reflect the overall situation of the dataset. Therefore, we use the
median instead.

A.4 The Details of the Experiments in Figure 4
Definition 1 (Definition 1 in Liu et al. (2023c)). A function f : Rn −→ R1 is Lipschitz continuous on
X ⊂ Rn if there exists a constant L ≥ 0 such that

∀xi, xj ∈ X , |f(xi)− f(xj)| ≤ L · d(xi, xj), (9)

over a distance metric d.

The smallest L is called the Lipschitz constant, denoted as

Lc = sup
xi,xj∈X

|f(xi)− f(xj)|
d(xi, xj)

, (10)

Lc represents the maximum ratio between variations in the output and variations in the input of a model,
and is used to measure Lipschitz continuity.

Discussing Lipschitz continuity is beyond the scope of this paper and we just follow the computational
method for Lipschitz constant as proposed by Liu et al. (2023c), which is described as follows (Appendix
A.4 of Liu et al. (2023c)): For each full text in the whole training set, we first generate one rationale Z
with the selector and then calculate ∇fp(Z). Note that here ∇f(Z) ∈ Rb×d is a matrix, where b is the
length of the rationale Z which may varies across different rationales and d is the dimension of the word
vector. We then take the average along the length of Z and get the unified ∇fp(Z) ∈ Rd. Then we
calculate ||∇fp(Z)||2 and take the maximum value over the entire training set as the approximate Lc.

A.5 Details About the Setup of Figure 10
We first train RNP and VER separately. Then, we extract and fix their predictors. The human-annotated
rationales are input into their predictors for testing, yielding the results shown in Figure 10.

A.6 Training the Predictor with Randomly Selected Dz

This is the experimental setup of Figure 6. The dataset is the most widely used Beer-Appearance. For
training iteration, we randomly select α% (here α = 12.5) tokens from each input text X . And the
predictor is trained with the randomly selected Dz for 300 epochs. Note that we resample at each
iteration. Then, the predictor is fixed and we train the selector just in the same way as the standard RNP.
We choose α = 12.5 because we find that when α = 12.5, the final sparsity on the test set is about
15%, which matches the sparsity of our formal experiments in Table 1.
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