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Abstract

Haitian Creole, spoken by millions in
Haiti and its diaspora, remains under-
represented in Natural Language Process-
ing (NLP) research, limiting the availabil-
ity of effective translation tools. In Mi-
ami, a significant Haitian Creole-speaking
population faces healthcare disparities ex-
acerbated by language barriers. Exist-
ing translation systems fail to address
key challenges such as linguistic varia-
tion within the Creole language, frequent
code-switching, and the lack of standard-
ized medical terminology. This work pro-
poses a structured methodology for the
development of an AI-assisted translation
and interpretation tool tailored for patient-
provider communication in a medical set-
ting. To achieve this, we propose a hy-
brid NLP approach that integrates fine-
tuned Large Language Models (LLMs)
with traditional machine translation meth-
ods. This combination ensures accurate,
context-sensitive translation that adapts to
both formal medical discourse and conver-
sational registers while maintaining lin-
guistic consistency. Additionally, we dis-
cuss data collection strategies, annotation
challenges, and evaluation metrics neces-
sary for building an ethically designed,
scalable NLP system. By addressing these
issues, this research provides a foundation
for improving healthcare accessibility and
linguistic equity for Haitian Creole speak-
ers.

Keywords: Haitian Creole, NLP, Health-
care, Low-resource Languages, LLM,
Code-switching, Variation

1 Introduction

Creole languages have historically been under-
represented—and often outright ignored—in Nat-
ural Language Processing (NLP) research (Joshi
et al., 2020; Lent et al., 2021). Many are classi-
fied as low-resource languages due to the scarcity
of annotated datasets and corpora. This is largely
attributed to several factors: the limited avail-
ability of speakers for endangered Creole lan-
guages, pervasive negative attitudes and stigma-
tization that discourage research investment, and
the overall lack of theoretical and applied linguis-
tic engagement with these languages (Mompelat,
2023). This neglect is particularly striking given
that Creole languages, as a group, are spoken by
millions of people worldwide. Their exclusion
from NLP research increases linguistic inequali-
ties and can limit access to crucial technologies,
including healthcare-related applications.

Despite these challenges, there has been a grow-
ing effort to develop NLP solutions for Creole
languages, leading to advancements in part-of-
speech tagging, syntactic parsing, named-entity
recognition, and machine translation (Cortegoso
and Viktor, 2021; Ramsurrun et al., 2024; Robin-
son et al., 2024; Schieferstein, 2018; Dabre and
Sukhoo, 2022; Lent et al., 2021; Macaire et al.,
2022). Researchers have increasingly adopted
hybrid approaches that combine traditional ma-
chine learning with more data-intensive neural and
large language model (LLM) techniques to ad-
dress data scarcity (Fekete et al., 2024; Smart
et al., 2024). This hybrid approach has proven
crucial for advancing NLP capabilities in low-
resource contexts like Creole languages. How-
ever, most existing models fail to account for lin-
guistic variation within Creoles, code-switching
patterns, and domain-specific terminology—three
key issues critical for real-world deployment, par-
ticularly in healthcare.

20



Due to the rapid expansion of NLP and AI
research, Creole researchers face a race against
time and technological advances. This urgency
often leads to an overemphasis on dominant vari-
eties within specific Creoles, while linguistic vari-
ation—present in all natural languages, includ-
ing Creoles—receives insufficient attention. Vari-
ation, whether diatopic, diachronic, diastratic, or
diaphasic, is frequently overlooked, resulting in
general LLMs and machine translation systems
failing to account for this diversity (Joshi et al.,
2024). This issue, described as translationese
by Volansky et al. (2015), can negatively impact
the very language communities these technologies
aim to serve.

A unique challenge shared by most Creole lan-
guages stems from their origins and ongoing lan-
guage contact situations. Creole-speaking com-
munities often exist in environments of constant
interaction with another language. This contact
leads to significant linguistic interference, man-
ifesting as diglossia in some contexts or bilin-
gualism in others. The propensity for inter-
lingual interference results in phenomena like
code-switching, borrowing, and other forms of
multilingual restructuring. These dynamics high-
light the critical need to incorporate linguistic vari-
ation into NLP research for Creole languages, en-
suring that technologies reflect their rich diversity
and complex sociolinguistic realities.

One domain where language access is critical is
healthcare. Haitian Creole, the most widely spo-
ken Creole language, is vastly underrepresented in
NLP, contributing to severe healthcare disparities
for Haitian Creole-speaking communities in mul-
tilingual environments like Miami. In these set-
tings, patients frequently switch between Haitian
Creole, French, English, and Spanish, a phe-
nomenon that existing translation systems fail to
handle effectively. Additionally, formal medical
discourse differs significantly from everyday con-
versational Haitian Creole, further complicating
automatic translation efforts.

The lack of medical translation tools tailored
to Haitian Creole leads to miscommunication be-
tween healthcare providers and patients, which
has been linked to misdiagnoses, non-compliance
with treatment plans, and preventable health com-
plications. Addressing this issue requires NLP
models that accurately capture Creole linguistic
variation, handle multilingual and code-switched

text, and integrate standardized medical terminol-
ogy—none of which are adequately covered by
current Haitian Creole language models.

This work proposes a structured methodology
for developing an AI-assisted translation and inter-
pretation tool specifically designed for healthcare
communication. Our approach prioritizes linguis-
tic variation, code-switching, and domain-specific
adaptation to create a culturally and context-
sensitive NLP system.

To achieve this, we:

1. Develop strategies to collect domain-specific
data, leveraging community engagement,
partnerships with local organizations, and
web scraping while adhering to ethical and
legal guidelines for medical data.

2. Design advanced annotation methods, in-
volving linguists, medical professionals, and
native speakers to ensure accurate and cultur-
ally appropriate translations.

3. Adopt a hybrid NLP approach, integrating
fine-tuned Large Language Models (LLMs)
with traditional machine translation methods
and Retrieval-Augmented Generation (RAG)
to handle complex sentence structures and
specialized medical language.

4. Define evaluation metrics that assess linguis-
tic variety, code-switching accuracy, and do-
main adaptation performance while incor-
porating human evaluation to measure real-
world usability.

By addressing these linguistic and computa-
tional challenges, this project contributes to both
NLP research and healthcare equity. It also pro-
vides a scalable framework for other low-resource
languages facing similar issues in medical trans-
lation, multilingual communication, and linguistic
variation.

2 Background and Related Work

Haitian Creole exhibits significant linguistic vari-
ation, including basilectal and mesolectal varieties
influenced by French and other languages. The
basilect-mesolect-acrolect continuum in Creole-
speaking territories describes the range of lan-
guage varieties, from the most Creole-like vari-
ety (the basilect) to the variety most closely re-
sembling the European lexifier language (in this

21



case, French), referred to as the acrolect. The
mesolect, or mesolectal zone, serves as an inter-
mediary area encompassing a blend of phonolog-
ical, lexical, morphosyntactic, and semantic fea-
tures from both the basilect and acrolect (Bernabé,
1982).

In this context, linguists have characterized the
mesolect as containing a Creole-based variety in-
fluenced by the acrolect, sometimes described as
a “Frenchified Creole.” In Haiti, this variety is
known as Kréyòl swa (Tezil, 2022). Conversely,
the continuum also includes a local French vari-
ety influenced by the basilect, often termed “Cre-
olized French.” Of particular interest to this work
is the relationship between the basilectal variety,
known as Krèyòl rèk, and Kréyòl swa within the
linguistic continuum.

Krèyòl rèk is predominantly spoken by mono-
lingual Haitian Creole speakers in Haiti and pos-
sesses distinctive features that set it apart from
Kréyòl swa, which is primarily used by bilingual
Haitian Creole-French speakers in Haiti and its di-
aspora. Due to their numerous structural differ-
ences, these two varieties need to be treated as two
distinct linguistic units. Krèyòl rèk is often associ-
ated with lower prestige and is viewed as the most
authentic representation of the basilectal variety,
while Kréyòl swa carries higher prestige due to
its proximity to French. These dynamics reflect
deeper sociolinguistic patterns tied to language,
identity, and power in Haitian society (Tezil, 2022;
Tézil, 2024).

Among NLP initiatives and LLM developments
for Haitian Creole and other Creole languages,
several notable contributions stand out. Lent
et al. (2024) introduced Creoleval, a multilingual
benchmark for Creole languages and Lent et al.
(2022) proposed guidelines for developing NLP
technologies for Creole languages. Older but
equally important initiatives include the Haitian
Creole language data by Carnegie Mellon 1, which
contains medical domain phrases and sentences;
the Universal Dependencies (UD) Haitian Creole
Autogramm Treebank (Jagodzińska et al.)2, with
sentences sourced from the Bible, novels, and
newspapers; and the Leipzig Corpora Collection3

1http://www.speech.cs.cmu.edu/haitian/
2https://github.com/

UniversalDependencies/UD_Haitian_
Creole-Autogramm - Accessed:2024-12-07

3https://corpora.uni-leipzig.de?
corpusId=hat_community_2017 - Accessed:2024-

a scraped Haitian Creole corpus primarily com-
posed of Wikipedia articles. Additionally, main-
stream multilingual LLMs, such as mBERT (De-
vlin et al., 2018), XLM-R (Conneau et al., 2019),
mT5 (Xue et al., 2020), and M2M-100 (Fan et al.,
2020), include Haitian Creole as part of their train-
ing data.

Despite these contributions, no existing model
sufficiently addresses the specific challenges of
our task. Variation is a critical component of NLP
tasks for Haitian Creole due to the complexity of
its linguistic landscape, which spans multiple vari-
eties and contact languages. Current models often
fail to encompass the linguistic diversity of Haitian
Creole, whether within Haiti or the broader dias-
pora. While linguistic variation can theoretically
be “learned” by systems through extensive data,
the scarcity of annotated resources for underrepre-
sented languages like Haitian Creole renders this
approach ineffective.

Another significant limitation of existing mod-
els is their lack of robust accuracy in han-
dling code-switching effectively for language
pairs containing low-resource languages in partic-
ular (Çetinoğlu et al., 2016; Sitaram et al., 2019;
Winata et al., 2022). This issue is also partic-
ularly pronounced in multilingual environments
like Miami, where Haitian Creole speakers fre-
quently switch between Haitian Creole, French,
English, and Spanish.

Finally, there is a lack of resources and mod-
els specifically designed for Haitian Creole in
domain-specific contexts, such as healthcare. This
gap is compounded by broader challenges in ex-
tending Creole languages beyond their tradition-
ally established functions, particularly in scientific
and technical domains. A notable effort in this
regard is the MIT-Ayiti lab’s initiative to create
new vocabulary for STEM materials4. However,
this project faced criticism from linguists for its
reliance on the lexifier language (French) to gen-
erate new Haitian Creole terms, which sparked de-
bates about linguistic authenticity and community
acceptance5.

This project therefore requires a series of tar-
geted steps to address the multifaceted challenges
of developing an accurate and culturally sensi-
tive machine translation (MT) model for Haitian
Creole speakers in Miami’s healthcare context.

12-07
4https://haiti.mit.edu/glossaryglose/
5https://rezonodwes.com/?p=314768
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By leveraging existing research and creating new
task-specific NLP resources, we aim to tackle the
following critical issues:

1. Addressing linguistic variation in Haitian
Creole to ensure the model can encode and
decode language reflective of the target com-
munity’s usage. This includes accurately rep-
resenting Kreyòl swa and Kreyòl rèk vari-
eties.

2. Managing code-switching in this multilin-
gual environment. The model must handle (a)
frequent switching between Haitian Creole
and French, and (b) more complex switching
among Haitian Creole, English, and Spanish,
which is common in Miami’s diverse linguis-
tic landscape.

3. Translating specialized medical terminology
accurately, which is crucial to facilitating ef-
fective communication between patients and
healthcare providers. This requires not only
linguistic precision but also cultural sensitiv-
ity.

4. Involving Haitian Creole-speaking commu-
nities in Miami throughout the development
process is key to ensuring cultural relevance
and linguistic authenticity. This includes col-
laboration with healthcare professionals, lin-
guists, and native speakers to guide resource
creation, annotation, and evaluation.

5. At a later stage, prioritizing ethical issues,
such as ensuring patient confidentiality and
addressing potential biases in the MT model.
Additionally, practical concerns, such as de-
ploying the model in real-time healthcare set-
tings, should be addressed to ensure usability.

To achieve these objectives, we propose evalu-
ating existing and new models across the follow-
ing tasks:

• Task 1: Classification and identification of
Kreyòl swa and Kreyòl rèk varieties.

• Task 2: Accuracy in producing texts in
Kreyòl swa and Kreyòl rèk.

• Task 3: Language identification for code-
switched texts, specifically Haitian Creole-
French and Haitian Creole-English-Spanish.

• Task 4: Domain-specific machine transla-
tion for Haitian Creole-English and Haitian
Creole-Spanish.

• Task 5 : Context-aware evaluation to ensure
that translations align with cultural norms
and healthcare-specific needs in real-world
situations.

By integrating these steps, the project aims to
address linguistic, cultural, and practical chal-
lenges, ensuring the resulting MT model is not
only accurate but also relevant and beneficial to the
Haitian Creole-speaking community in Miami’s
healthcare system.

3 Methodology and Guidelines

3.1 Linguistic Variation and Code-Switching

Addressing linguistic variation requires collecting
data that represent the diverse varieties of Haitian
Creole for classification tasks. Table 1 outlines ex-
isting corpora that form the basis of our investiga-
tion.

Corpora Genre Quantity
(Munro, 2010) SMS 80k mes-

sages
CMU (1997-1998) multi 2k sen-

tences,
33k to-
kens, 1.2m.
words

UD-HC multi 144 sen-
tences, 3k
tokens

Leipzig Wikipedia 23k sen-
tences, 32k
tokens,
290k words

Table 1: Corpora for Haitian Creole

While these corpora represent valuable re-
sources, they provide limited coverage of Haitian
Creole’s linguistic diversity. For example, Munro
(2010) compiled an 80k SMS corpus translated
into English, offering insights into informal, ca-
sual Creole. However, its spelling has been nor-
malized by the authors, diverging from Haiti’s
standard orthographic norms. For instance, Lewis
(2010) noted the alternation between the personal
pronouns mwen and m as reflecting high and low
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registers, respectively. The corpus homogenized
this feature by replacing all instances of m with
mwen, thereby prioritizing the high register. How-
ever,Valdman (2015) attributes this variation to
phonological processes or free variation rather
than solely register distinctions. This demon-
strates the need to include linguistics research and
developments in NLP.

The CMU corpus encompasses multiple gen-
res, including novels, political speeches, and train-
ing manuals, and provides parallel Haitian Creole-
English texts, including a medical domain sub-
set. It also includes audio recordings of 150
Haitian Creole speakers from diverse locations
(Pittsburgh, New York City, and Paris) recorded
in 1997-1998 while reading various texts. How-
ever, it does not offer authentic oral data that can
adequately represent diaphasic and diastratic vari-
ation.

The UD-HC treebank contains annotated data
from literature and newspapers, providing part-
of-speech, lemma, and dependency information.
However, its limited size —144 sentences and 3k
tokens—limits its scalability to more genres or ev-
eryday language use.

Lastly, the Leipzig corpus consists of 290k
words scraped from Haitian Creole Wikipedia ar-
ticles. While useful for understanding formal and
encyclopedic language, it lacks representation of
informal or spoken varieties.

Overall, the existing freely available corpora
each have their strengths and limitations, but
none explicitly represent the distinctions between
Kréyòl rèk and Kréyòl swa—whether in written
or spoken form—or include instances of code-
switching. Despite these limitations, these corpora
will provide a valuable and foundational base-
line for training and fine-tuning multilingual lan-
guage models to account for linguistic variation
and code-switching in Haitian Creole.

Now looking specifically at the medical field,
we collected pedagogical and instructional mate-
rials meant to facilitate patient-provider commu-
nication and information sharing (see examples in
Figures 1 and 2 from EMSC (2023) and USSAAC
(2023)). These documents provide, most of the
time, a medical term in English and its equivalent
in Haitian Creole, with or without the support of
pictures. These resources have clear limitations
as they show very limited and simplified medical
terminology and therefore fail to represent the vast

diversity of communicative situations a patient and
a provider might find themselves in.

3.2 Data Collection and Augmentation
Methods

Due to the limitations of the existing corpora of
Haitian Creole, data collection and augmentation
will be a necessary step to this project. For this, we
will engage linguists, educators, healthcare pro-
fessionals, and community leaders to help with
data collection, ensuring ethical representation,
and aligning linguistic standardization efforts with
community needs. Their expertise may also help
distinguish Kréyòl rèk from Kréyòl swa and re-
fine domain-specific terminology. To address the
specific needs of this project, we outline four key
strategies for augmenting the existing corpora.

3.2.1 Community Engagement
Engaging with the Haitian Creole-speaking com-
munity and the linguistics community is essential
for ensuring the cultural relevance and linguistic
authenticity of the collected data. Community-
driven initiatives such as focus groups, surveys,
and storytelling workshops can help capture lin-
guistic nuances that might otherwise go undoc-
umented. For instance, via oral interviews, we
propose collecting data on regional phonological
and syntactic variations and documenting infor-
mal language use and code-switching patterns in
real-life scenarios. Via crowdsourcing, we aim to
draw on successful methods like those from Abra-
ham et al. (2020), where mobile applications and
community events can be employed to gather di-
verse speech samples, particularly from underrep-
resented speakers. Collaborating with the commu-
nity also fosters trust and ensures that the data col-
lected reflect the use of the language in the real
world.

3.2.2 Web Scraping
Web scraping serves as a complementary strategy
to gather written data from online sources such as
blogs, forums, social media, and news websites.
The newly collected data shall update language
use as of today to augment the data collected 10
to over 20 years ago. Platforms popular within
the Haitian diaspora, especially those catering to
Miami’s multilingual community, are particularly
valuable. These sources can provide insights into
both formal registers, such as news articles, and in-
formal registers, such as casual online discussions.
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This will allow us to develop a model that is sen-
sitive to spelling variations in everyday communi-
cations.

3.2.3 Collaborations with Local
Organizations

Partnering with local organizations offers a prac-
tical and impactful avenue for gathering and eval-
uating domain-specific data. To train our model,
rather than using direct patient-provider interac-
tions, we will rely on publicly available health
resources, including patient education materi-
als, public health campaign documents, and in-
structional content developed specifically for the
Haitian Creole-speaking community. We will
collaborate with medical professionals and in-
terpreters to validate terminology, ensuring that
translated materials reflect the nuances of real-
world medical discourse. This expert-validated
data will also serve as feedback for reinforcement
learning, allowing us to fine-tune Large Language
Models (LLMs) by iteratively improving transla-
tions based on linguistic accuracy and domain rel-
evance.

Beyond medical content, linguistic diversity
will be reinforced by incorporating educational
materials, children’s literature, and oral narratives
from schools and cultural institutions. These ad-
ditional sources will provide valuable insights into
age-specific language use, different speech regis-
ters, and regional variations within Haitian Creole.

3.2.4 Machine Learning Methods for
Augmentation

The UD-HC treebank provides valuable syntac-
tic insights into Haitian Creole and is a key re-
source for improving NLP models. However, its
small size limits the ability of language models
to generalize effectively, making data augmen-
tation necessary for robust parsing. One effec-
tive method is to leverage structurally similar lan-
guages with larger datasets to enhance the parsing
performance of a Creole-specific syntactic parser.
This method was previously explored in Mom-
pelat et al. (2022) for parsing Martinican Cre-
ole (MC), another French-based Creole closely re-
lated to Haitian Creole. The approach involved us-
ing UD-French treebanks in Fine-tuning and Mul-
titask Learning methods to compensate for the
lack of annotated Martinican Creole data, result-
ing in promising improvements in parsing perfor-
mance.

For Haitian Creole, we propose a similar strat-
egy, combining the UD-HC treebank with our
UD-formatted Martinican Creole treebank while
also leveraging existing UD-French treebanks. By
applying multitask learning and fine-tuning tech-
niques, we aim to enhance syntactic parsing accu-
racy, ensuring that models trained on Haitian Cre-
ole can generalize more effectively across diverse
linguistic structures.

3.3 Annotation and Data Curation

Accurate and consistent annotation is fundamental
for training effective NLP models, especially for
low-resource languages like Haitian Creole. Given
Haitian Creole’s linguistic complexity—including
its regional variations, code-switching phenom-
ena, and diverse registers, careful curation and
processing of available corpora are essential. This
process involves cleaning, annotating, and stan-
dardizing data to ensure it can be effectively used
for both training and evaluation tasks.

3.3.1 Annotation Process
Capturing linguistic nuances such as phonologi-
cal variation, syntactic structures, and lexical dis-
tinctions requires the involvement of both linguists
and native speakers for both written and spoken
forms of Haitian Creole. To ensure consistency
and reliability across datasets, we will develop an-
notation guidelines tailored specifically to Haitian
Creole. These guidelines will integrate feedback
from linguistic experts, native speakers, and com-
munity stakeholders to address the diversity and
sociolinguistic dynamics of the language.

3.3.2 Data Cleaning and Preprocessing
To prepare the data for model training and fine-
tuning, we will implement a multi-step clean-
ing and preprocessing pipeline that will include
a normalization stage to resolve inconsistencies
in spelling, punctuation, and capitalization across
datasets. This step is particularly important for
reconciling informal and formal as well as inter-
lectal variations in the language. Data will also
be annotated for Part-of-Speech (POS) and de-
pendency Parsing. This will help leverage exist-
ing tools in performing tasks that require detailed
syntactic understanding, such as those involved in
code-switching decoding and domain-specific ut-
terance decoding and encoding.

With the current datasets available, this will in-
clude the augmentation of the UD treebank cor-
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pus, the normalization of the parallel text corpus
Haitian-English by the CMU, and the transcrip-
tion of the oral corpus to be collected within the
community.

To ensure the reliability and utility of the pre-
processed data, annotators will undergo rigorous
training to minimize errors and adhere to standard-
ized annotation guidelines. We will regularly use
calculated metrics to assess consistency among
annotators and identify areas needing further clar-
ification or refinement. Finally, a continuous feed-
back system between linguists and annotators will
address ambiguities in the data and refine annota-
tion practices over time.

4 Modeling Approach

The modeling approach for this project builds
upon recommendations from Zampieri et al.
(2020), combining traditional machine learning
methods with modern transformer-based tech-
niques. They point out that traditional classi-
fiers, such as support vector machines (SVMs),
have proven effective in distinguishing closely re-
lated languages but that advancements in contex-
tual embedding models, particularly BERT, have
outperformed traditional methods in tasks requir-
ing nuanced language understanding.

For Haitian Creole, multilingual transformer-
based models (e.g., mBERT, XLM-R) offer sig-
nificant potential to handle linguistic complexity
and code-switching. This section outlines strate-
gies to adapt and fine-tune these models to the
unique challenges of Haitian Creole in healthcare
contexts.

4.1 Leveraging Large Language Models

LLMs based on architectures like GPT have
proven particularly effective for language gener-
ation tasks driven by a given query or prompt.
These models, trained on vast datasets, excel
in language understanding, generation, and even
reasoning and have been used to create syn-
thetic data used to fine tune models (Long et al.,
2024). Advances in Retrieval-Augmented Gener-
ation (RAG) have further enhanced their utility, al-
lowing general-purpose models to be specialized
for specific tasks and domains, such as those en-
countered in the medical sphere (Amugongo et al.,
2024; Yu et al., 2024; Anandavally, 2024). For in-
stance, Wang et al. (2023) propose a framework
to align LLMs with conversational patterns char-

acteristic of medical consultations, enabling mod-
els to generate domain-specific, context-aware re-
sponses. This strategy provides a pathway for de-
signing models that are not only accurate in their
domain knowledge but also culturally sensitive in
their output.

The goal of the Haitian Creole transla-
tor/interpreter model is to deliver contextually ap-
propriate and linguistically accurate responses to
queries, particularly when bridging Haitian Cre-
ole and other languages like English and Spanish
in healthcare communication scenarios. This re-
quires a model capable of translating and inter-
preting domain-specific content accurately while
addressing linguistic nuances and sociolinguistic
dynamics.

The application of LLMs in medical contexts
has already demonstrated promising results across
various use cases. For example, models have
been employed to assist in diagnostics and pro-
vide clinical decision support, yielding improved
outcomes in patient care (Nazary et al., 2024).
LLMs have also been fine-tuned to offer med-
ical diagnostic advice and personalized patient
information (Panagoulias et al., 2024). Finally,
frameworks aligning LLMs with medical consul-
tation scenarios have successfully captured the nu-
ances of patient-provider interactions, enhancing
the relevance and accuracy of generated responses
(Wang et al., 2023).

While these advancements lay a strong foun-
dation, the specific linguistic and sociolinguistic
characteristics of Haitian Creole require special-
ized adaptations of LLMs. Pre-trained multilin-
gual models such as BERT, GPT, XLM-R, and
mT5 will be fine-tuned on Haitian Creole cor-
pora. This adaptation allows the models to capture
unique linguistic features, including morphosyn-
tactic patterns, phonological distinctions, and lex-
ical variations inherent to Haitian Creole. By com-
bining the generative capabilities of LLMs with
retrieval mechanisms, the model will integrate ex-
ternal domain-specific knowledge. This includes
medical terminology, patient-provider communi-
cation conventions, and sociolinguistic context,
ensuring responses are both accurate and cul-
turally appropriate. To address the challenges
of healthcare communication, the model will be
trained on authentic and synthetically generated
scenarios requiring high precision in translation
between Haitian Creole and English or Span-
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ish. This includes translating specialized med-
ical terms and interpreting patient narratives or
provider instructions.

4.2 Handling Code-Switching

Handling code-switching effectively is essential
for building a translator and interpreter model that
aligns with the linguistic realities of Haitian Cre-
ole speakers. This capability is particularly im-
portant in multilingual healthcare settings, where
accurate understanding and translation of mixed-
language input can directly impact patient out-
comes.

By addressing code-switching through tailored
datasets and fine-tuned multilingual architectures,
this project not only advances NLP for Haitian
Creole but also contributes to the broader field of
multilingual NLP by providing scalable solutions
for similar low-resource languages and mixed-
language contexts. Strategies involve incorporat-
ing loss functions that emphasize language bound-
ary detection and coherence, ensuring that the em-
beddings capture the relationships between lan-
guages, particularly between Haitian Creole and
French, and including examples from healthcare
and other formal domains to improve the model’s
performance in professional contexts.

5 Evaluation and Mitigation of Bias in
Domain-Specific Tasks

Ensuring fairness and accuracy in NLP models tai-
lored for Haitian Creole, particularly in domain-
specific tasks like healthcare communication, re-
quires a comprehensive evaluation framework.
This framework must address linguistic varia-
tion, code-switching, and the unique demands of
domain-specific applications. By carefully design-
ing evaluation criteria and incorporating iterative
improvements, this section outlines a strategy to
assess model performance while identifying and
mitigating biases that may affect the utility and in-
clusivity of the system.

5.1 Evaluation Metrics

To evaluate linguistic variety, the dataset must
include basilectal forms such as Kréyòl rèk and
mesolectal forms like Kréyòl swa. Evaluation
metrics in this context should assess the model’s
ability to accurately recognize and process these
distinct varieties. Precision and recall metrics
should be employed to determine how well the

model identifies key linguistic features unique to
each variety, while qualitative assessments should
gauge the naturalness and cultural appropriateness
of outputs.

For code-switching contexts, the dataset must
incorporate authentic instances of language
switching between Haitian Creole and other lan-
guages, particularly French, English, and Spanish,
as these are the most commonly intertwined in
multilingual settings like Miami. Evaluation
metrics here should measure the coherence and
fluency of the model’s outputs when processing
mixed-language inputs. BLEU and METEOR
scores can quantify translation quality in these
contexts, while human evaluators can provide
insights into the semantic and syntactic coherence
of the outputs.

In addressing registers, the dataset should span
a range of formal and informal language uses.
Formal registers may include medical documents
or professional communications, while informal
registers could consist of conversational Haitian
Creole found in social interactions or casual set-
tings. The evaluation for registers should mea-
sure the model’s ability to align outputs with the
expected level of formality or informality. Met-
rics like domain-specific accuracy and register ap-
propriateness scores can help quantify the model’s
adaptability across varying communication styles.

5.2 Mitigation bias

Haitian Creole speakers, particularly those from
diverse sociolinguistic backgrounds, will play a
central role in the evaluation process. Regu-
lar consultations with community members will
help identify biases that may not be apparent
through automated metrics alone. For example,
the model’s treatment of linguistic variation, such
as its handling of Kréyòl rèk versus Kréyòl swa,
will be closely examined for equitable representa-
tion. Healthcare professionals, linguists, and cul-
tural experts will provide critical insights to ensure
that the model aligns with real-world usage pat-
terns, particularly in sensitive contexts like medi-
cal communication. Their feedback will help re-
fine the system to avoid potentially harmful inac-
curacies or cultural missteps.
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6 Scalability and Generalization to NLP
Field

To ensure the scalability and adaptability of the
methodologies developed, the model must be
tested with Haitian Creole-speaking populations
in various contexts, including Haiti, the wider
Caribbean, and diaspora communities across
North America and beyond.

Testing across these diverse linguistic and cul-
tural environments will help validate the tool’s
flexibility in capturing regional and sociolinguis-
tic nuances. The outcomes of this testing will
also provide valuable insights into the scalability
of the framework to other under-resourced lan-
guages. Many such languages share challenges
similar to those faced by Haitian Creole, such as
limited availability of annotated datasets, signif-
icant regional variation, and a lack of domain-
specific corpora.

7 Conclusion

7.1 Contributions to NLP

By demonstrating the effectiveness of these ap-
proaches for Haitian Creole, this research shows
the blueprints for a replicable framework for ad-
dressing these issues in other low-resource lan-
guages. This generalization is particularly impor-
tant for the global NLP field, as it paves the way
for scalable solutions that can address linguistic
diversity and underrepresentation on a larger scale.
By prioritizing inclusivity and contextual accu-
racy, this project seeks to inspire advancements
in multilingual NLP, empowering researchers and
communities worldwide.

7.2 Future Work

To achieve the large-scale objectives of this
project, the next phases will focus on parallel pri-
orities: (1) expanding data collection and (2) de-
veloping hybrid NLP experiments to determine the
most effective methods given the available data.
Running these two priorities simultaneously will
allow for progressive model refinement and scal-
able dataset expansion, ensuring that each itera-
tion improves both real-world and synthetic data
quality. Our proposed timeline is as follows:

1. Short-term (0-12 months):

• Collect additional data through commu-
nity engagement, web-based sources,

and expert annotation to increase lin-
guistic coverage across Haitian Creole
varieties.

• Develop and evaluate hybrid NLP
models, comparing traditional machine
learning approaches with fine-tuned
LLMs

• Generate initial synthetic data to aug-
ment low-resource datasets, using real-
world data to fine-tune LLMs and miti-
gate biases in synthetic outputs.

2. Mid-term (12-24 months):

• Scale up the dataset by integrating val-
idated synthetic data and iteratively im-
prove data augmentation pipelines

• Conduct user studies with Haitian Cre-
ole speakers and healthcare profession-
als to assess usability, cultural appropri-
ateness, and translation accuracy.

3. Long-term (24+ months)

• Deploy the AI-assisted translation tool
in clinical settings, community health
programs, and mobile applications.

• Refine real-time translation capabili-
ties, integrating adaptive learning mech-
anisms to continuously improve model
accuracy based on new data and real-
world usage.

• Expand research to other Creole lan-
guages, applying the methodology to
support low-resource language NLP be-
yond Haitian Creole.

To foster open research and collaboration, all
datasets, fine-tuned models, and evaluation frame-
works will be made publicly available, supporting
ongoing advancements in NLP for Haitian Creole
and other under-resourced languages.
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tocritique de l’espace littéraire antillais. La linguis-
tique, 18(Fasc. 1):85–109.
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A Appendix A: Example Patient-Provider Communication Cards

To illustrate the challenges of medical translation and register adaptation in Haitian Creole, we provide
sample patient-provider communication cards below.

Haitian Creole General needs – 12+ target – photos & text

SUCTION WHAT’S MY STATUS? CALL MY FAMILY LIGHTS ON/OFF

TROUBLE BREATHING PAIN MEDICINE HOT       COLD

BATHROOM REPOSITION MOUTH CARE LETTER BOARD

MAYBE - PETÈT DON’T KNOW – PA KONNEN LATER - PITA 

ASPIRASYON 

TWOUB 
RESPIRASYON 

TWALÈT

KISA ETA MWEN 
YE? RELE FANMI M 

LIMYÈ YO 
LIMEN/ETENN 

DOULÈ MEDIKAMAN CHO / FRÈT 

REPOZISYONE 
SWEN POU 

BOUCH TABLO LÈT YO 

Figure 1: Example patient-provider communication cards in Haitian Creole and English for Adults.

For a more comprehensive set of Haitian-English medical communication cards, see USSAAC (2023).

Figure 2: Example patient-provider communication cards in Haitian Creole and English for Children and
Families.

For a more comprehensive set of Haitian-English medical communication cards, see EMSC (2023).
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