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Abstract

In this work, we reframe multilingual neu-
ral machine translation (NMT) as a feder-
ated meta-learning problem and introduce
a translation dataset for the low-resource
Kirundi language. We aggregate machine
translation models (→ en) locally trained
on varying (but related) source languages
to produce a global meta-model that en-
codes abstract representations of key se-
mantic structures relevant to the parent lan-
guages. We then use PerFedAvg to fit the
global model onto a specified target lan-
guage in a few-shot manner. The target
language may live outside the subset of
parent languages (such as closely-related
dialects or sibling languages), which is par-
ticularly useful for languages with limit-
edly available sentence pairs. We first de-
velop a novel dataset of Kirundi-English
sentence pairs curated from Biblication
translation. We then demonstrate that a
federated learning approach can produce a
tiny 4.8M Kirundi translation model and
a stronger NLLB-600M model which per-
forms well on both our Biblical corpus and
the FLORES-200 Kirundi corpus.

1 Introduction

The federated learning (FL) paradigm has drawn
great interest for its inherent privacy, scalability,
and performance across myriad vision and lan-
guage tasks. Recent works have proposed feder-
ated learning as a solution for low-resource ma-
chine translation (Tupitsa et al., 2024; Moskvoret-
skii et al., 2024a). Centralized federated learning
often focuses on optimizing a global model by ag-
gregating weights over a cluster of clients trained
on identical tasks (with varying local datasets). Cur-
rent literature suggests a global model can also be

used as a meta-model to increase model perfor-
mance and convergence speed (Fallah et al., 2020;
Chen et al., 2018). In the meta-learning setting,
clients train on similar, but heterogeneous tasks,
enabling few-shot adaptation to new tasks of the
same flavor.

In this paper, we attempt to utilize federated
learning, viewed through the meta-learning lens, to
produce a seq2seq translation model for Kirundi,
which despite having 11.2 million speakers, is
rarely considered in literature and lacks transla-
tion resources. Here, the meta-task is → en ma-
chine translation, with varying source language.
We aggregate a global model over a small clus-
ter of parent seq2seq models. The parent models
train higher-resource Bantu languages, specifically
Luganda, Bemba, and Kinyarwanda.

To the best of our knowledge, the FLORES-
200 dataset (Costa-jussà et al., 2022) is the
only publicly-available parallel translation corpus
of Kirundi, containing roughly 2000 sentences
(aligned with 200 other languages). We produce a
novel corpus of 29,506 English to Kirundi sentence
pairs by scraping pairs from parallel corpuses of the
New and Old Testament produced by The Interna-
tional Bible Society (available at bible.com). We
demonstrate that the federated meta-learning strat-
egy can boost performance on both the FLORES-
200 Kirundi and our Bible corpus. We use our ap-
proach to construct a tiny, but performant 4 million
parameter run → en model and to improve the per-
formance of NLLB-600M, which has already been
trained to translate Kirundi (among many other
languages).

2 Algorithm and Preliminaries

The PerFedAvg algorithm combines FedAvg
(McMahan et al., 2017), Reptile (Nichol et al.,
2018), and personalization to increase convergence
speed and stability. To rapidly adapt to a new lan-
guage for a machine translation task (in our case,
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run → en), we split our approach into 3 steps,
similar to PerFedAvg (Fallah et al., 2020).

1. Global Model Training. Using the FedAvg
federated learning algorithm (McMahan et al.,
2017), we aggregate gradients across multiple
clients. Each client holds data for a language
exclusive to them. Training is performed, and
gradients are aggregated to update the global
model, which is used by clients for the next
epoch of training. It is well-known the het-
ereogeneous weighting of gradients during
aggregation is required to achieve optimal per-
formance (Moskvoretskii et al., 2024a; Fallah
et al., 2020; Tupitsa et al., 2024; Kairouz et al.,
2021). We use the Optuna library to fine-tune
gradient weighting rather than using an even
average (McMahan et al., 2017) or weighing
by the the amount of client data (Fallah et al.,
2020).

2. Reptile Meta-Learning. The fine-tuning is
tested against a subset of Kirundi training data.
We run the Reptile algorithm (Nichol et al.,
2018) 10 times on our model after training the
global model to improve model performance
as outlined by PerFedAvg. Reptile enables
our meta-model (i.e., federated global model)
to quickly adapt to run → en translation by
repeatedly sampling other parental translation
tasks and performing SGD on each parent task,
then updating the initialization parameters in
the direction of the of the run → en loss min-
ima. This will prepare our global model for
rapid personalization towards our full Kirundi
training sets.

3. Kirundi Personalization. We take our fine-
tuned, Reptile-optimized global model and
then perform full training over our Kirundi
datasets.

3 Experiments

3.1 Kirundi Dataset

While machine translation work has been per-
formed for other African languages(Vegi et al.,
2022; Emezue and Dossou, 2022; Omwoma et al.,
2024; Nyoni and Bassett, 2021), besides FLORES-
200, there are no other widely-known parallel cor-
pora for Kirundi. Despite having 11.2 million
speakers, it is underrepresented in the machine
translation community. One of the initiatives of

this work was to curate a new dataset of sentence
pairs to stimulate further work on this language.

Using the Kirundi Bible we were able to di-
rectly translate English sentences to their Kirundi
counterparts. The Kirundi verse pairs were ex-
tracted and cleaned from the Kirundi Bible found at
https://www.bible.com/. The dataset itself con-
tains 29,506 sentence pairs. For training purposes,
we truncated the full set down to sentence pairs
with token lengths <= 11 (for a total of 1317 pairs)
during training with a train dev/test of 80%/20%.
We intend to release these sentence pairs on GitHub
following the deanonymization of this submission.

3.2 Training

Small seq2seq model. For our tiny model sce-
nario, we use 4.8M parameter Seq2Seq torch
models with Bahdanau attention (Bahdanau et al.,
2014), Adam optimizers, and NLL loss (Sutskever
et al., 2014). Learning rate is set to 1e− 5, weight
decay to 1e − 4. FedAvg for our global model
is run for 50 communication rounds where every
client participates in 1 local epoch per round. Af-
ter 25 communication rounds, Optuna is used to
finetune the gradient weights (i.e., model mixture)
every 5 rounds. Reptile is run for 10 rounds. After
the global meta-model is prepared for knowledge
transfer, we run local Kirundi training (i.e., per-
sonalization) for 100 epochs. We source Luganda-
English pairs from a published Zenodo set (Kimera
et al., 2023) and Kinyarwanda-English pairs from
a biblical translation.

NLLB. For federated training of NLLB-600M
Kirundi, we adopt the same hyperparameters as the
tiny model scenario, but we do not perform Optuna
finetuning due to the sheer size of the model. That
is, we use equal weighting of the parent Luganda,
Bemba, and Kinyarwanda models, with all training
and test data sourced from FLORES-200.

3.3 Translation Tasks

3.3.1 Kirundi Bible Corpus
In Table 1, we record the BLEU scores of various
models on our Bible corpus. PerFedAvg refers to
parental model weighting Nk/N where Nk is the
number of training samples for client k and N =∑

k Nk. Equal weighting sets federated weights
equal to 1/k (in our case k = 3). Frozen weights
applies an Optuna fine-tuned, Reptile-optimized
global meta-model directly on the Kirundi bible
test set. No global model trains the tiny seq2seq
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Model BLEU Score
Fine-Tuned FL +
Personalization 20.67

PerFedAvg
Weights

17.66

Equal Weights 17.89
Frozen Weights 17.01

No Global Model 17.70
NLLB-600M 23.85

Table 1: Kirundi Bible Dataset. Highest achieved
BLEU scores of different algorithms averaged over
3 runs on our Kirundi Bible Corpus. NLLB is also
included as a baseline.

model from scratch (no federated learning). Fine-
Tuned FL + Personalization weights refers to Op-
tuna+Reptile global model fine-tuning in addition
to Kirundi bible train set personalization. We ob-
serve that a federated model with fine-tuned par-
ent model mixtures can achieve the highest per-
formance – lagging only the NLLB-600M model
which is roughly 125x its size.

3.3.2 FLORES-200 Corpus

Model BLEU Score
Fine-Tuned FL +

Personalization FL
19.26

NLLB-600M
(Unchanged

Default Weights)
23.46

NLLB-600M (No
FL +

Personalization)
23.45

NLLB-600M (FL
+ Personalization) 25.51

Table 2: FLORES-200 Dataset. Highest achieved
BLEU scores of different algorithms averaged over
3 runs on the FLORES-200 Kirundi dataset.

In Table 2, we study how our various models
perform on the FLORES-200 Kirundi corpus of
roughly 2000 sentence pairs (approximately 1000
pairs for train/test). Fine-tuned FL + Personaliza-
tion performs respectably on FLORES-200 with no
personalization the FLORES train set, indicating
the Bible training corpus imbues our tiny model
with general knowledge of modern Kirundi. We ob-
serve that federated learning is able to improve the
performance of NLLB-600M, which is already pre-

trained on massive web corpora of Bantu languages
(Costa-jussà et al., 2022).

3.3.3 K-shot Learning
We can see across all of our ablation training curves,
depicted in Figure 1, using a global model (Fine-
Tuned FL) for pre-training leads to an increase
in performance. It maintains this improvement in
all k-shot tasks. We found that improvement was
especially impressive in few-shot learning envi-
ronments, with consistent increases despite a low
amount of accessible training data.

In addition to this, we can also observe a much
faster convergence for the pre-trained model in Fig-
ure 1. The pre-trained model can be seen converg-
ing 5 to 10 rounds before a model trained without
a meta-model.

These improvements in training speed and ac-
curacy can be explained by the pre-trained model
having already seen similar examples during the
training of the global model. With this in mind,
using a global model as a meta-model presents an
avenue for improving model performance when
target language data is low, but data from related
languages is available.

3.4 Weighting Algorithms

In Figure 2, we review different weighting strate-
gies and their performance compared to our al-
gorithm. Compared to the PerFedAvg strategy
(weighting proportional to size of training data),
we can see increased performance in our algorithm.
PerFedAvg weights on sample count, but in our
case, we have a low number of clients with dif-
fering amounts of data. As a result, PerFedAvg
weighting results in overfitting to a specific lan-
guage which is detrimental in obtaining optimal
meta-model weights.

We also compare our algorithm to equally
weighting gradients from all clients. If finding
the truest average of our client languages during
our global model training was the most effective
for personalization, this strategy would yield the
highest performance. However, during our weight
tuning, we found that oftentimes certain languages
would be weighted as more important to person-
alization. For example, during training, we found
that weights from our Kinyarwanda client would
be weighted slightly higher than other clients. In-
tuitively, this is because Kinyarwanda has a closer
lexical similarity to our target language of Kirundi
compared to Bemba or Luganda.
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Figure 1: Comparing performances of fine-tuning from a pre-trained global model and training from
scratch in different k-shot settings.
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Figure 2: Comparing the performance of different weighting strategies applied during training of the
global model.

We also analyze the performance of personaliza-
tion with frozen intermediate weights. Again, our
algorithm outperforms this setting. This demon-
strates the task as more than a fine-tuning task, but
a more complex meta-learning problem.

From these results, we can surmise that there
exists a most optimal set of weights for each client
that is based on the lexical similarity of the parent
languages used in training the global model to our
target languages.

3.5 Parental Model

We also explored the impact of other Bantu lan-
guages on our personalization step, replacing Lu-
ganda in our parent languages with Swahili. We
previously discussed the correlation of lexical sim-
ilarity to a target language and the importance of
a parent language. Other studies have claimed un-
related parent models should not have an impact
on the personalization step (Moskvoretskii et al.,
2024b). However, from our experiment illustrated
in Figure 2, we can see that an unrelated language
has deleterious effects on performance. Despite
being a Bantu language, Swahili is much less lexi-
cally related to Kirundi than Luganda. As a result,
the drop in performance can be associated with our
Swahili client effectively poisoning the weights of
global model with an unrelated task.

4 Conclusion

In this work, we curate a dataset and develop an
algorithm for English to Kirundi translation. De-
spite being a widely spoken Bantu language, there
were no previously existing translation resources
for Kirundi. Despite limited sentence pairs, our
work shows a translation model can be developed
with certain federated learning techniques to pro-
vide support for an underrepresented language.
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