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Abstract

In this paper we present a pilot study and
a qualitative analysis of the errors made
by three large language models (LLMs)
prompted to identify personal information
(PI) in texts written in languages with vary-
ing resource availability: Komi (extremely
low), Polish (medium), and English (high).
Our analysis shows that LLMs perform
better in detection of PI when provided
with JSON-eliciting prompts. We also
conjecture that the rich morphology and
inflectionality of languages like Komi and
Polish might affect the models’ perfor-
mance. The small-scale parallel dataset of
text that we introduce here can be used as
a starting point in developing benchmarks
for evaluation of PI detection with longer
textual contexts and LLMs.

1 Introduction
The lack of data for low-resourced languages is a
known problem in computational linguistics. This
problem can result in biases “within and across so-
cieties” (Søgaard, 2022), since the speakers of such
languages can effectively be excluded from using
language technology tools. Building infrastructure
that uses such technology as LLMs to study and
preserve low-resourced languages is important.
A key concern in the development of NLP in-

frastructure is the privacy of the data subjects and
other individuals mentioned.1 Linguistic data typ-
ically includes names, family relationships, health
status, or other sensitive details, especially when
collected texts are personal conversations, narra-
tives, or interviews (Szawerna et al., 2024), and
even seemingly scarce or incomplete PI may be
used to reidentify the data subject (Salehi et al.,

1For more on legal requirements regarding privacy in EU,
see Official Journal of the European Union (2016).

2017) and result in discrimination based on, for ex-
ample, medical conditions or faith. Methods to ob-
fuscate identities of data subjects have long been
employed in linguistics (Thomas, 2010; Wang
et al., 2024), but only a few of them have used
computational approaches for identification of PI
in low-resourced languages like Komi (Hämäläi-
nen et al., 2023). Since personal information has
been found in data used to train LLMs for many
high-resourced languages – raising concerns about
potential leaks in their outputs (Subramani et al.,
2023) – it is crucial to protect privacy of data in
these languages. However, protecting personal in-
formation in low-resourced languages is especially
important as these languages already struggle with
limited datasets, funding, and institutional sup-
port, making them particularly vulnerable to pri-
vacy risks.
In this pilot study we take a step towards bet-

ter PI detection in low-resourced languages and
prompt currently available LLMs. Such models,
trained on multilingual corpora, can be prompted
to perform a range of tasks, from text classification
to text generation, even in languages where limited
training data is available (A Pirinen, 2024; Pura-
son et al., 2024b). LLMs have been studied in the
context of low-resourced Uralic languages for the
task of POS tagging (Alnajjar et al., 2024). They
have also been used to support the creation of on-
line dictionary tools (Alnajjar et al., 2020). The
role of LLMs in PI detection in high-resourced lan-
guage like English and Chinese has started being
explored only recently (Yang et al., 2023), while
their role in the context of low-resourced languages
for PI detection remains unexplored.
To facilitate research in that direction, here we

analyze the differences in the behavior of three
LLMs in PI detection in languages with varied
resource availability and linguistic structure. We
use text data from two Uralic languages, Komi-
Permyak and Komi-Zyrian. We construct a paral-
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lel corpus containing Komi sentences2 with their
Polish and English translations. We prompt Llama
3.1 with 8B parameters (Grattafiori et al., 2024),
Mistral 7B (Jiang et al., 2023), and Gemma 2 with
9B parameters (Gemma Team et al., 2024) for PI
detection and test six different prompt configura-
tions. Our contributions, therefore, consist of 1)
a small, native speaker-curated parallel corpus
of sentences containing potential personal infor-
mation in Komi, English, and Polish3, and 2) an
initial analysis of how three LLMs perform on the
aforementioned dataset with respect to language’s
resource availability and inflectionality.

2 Materials and Methods

Data We looked at the Universal Dependencies
treebanks for Komi-Permyak and Komi-Zyrian
(Rueter et al., 2020; Partanen et al., 2018; Ze-
man et al., 2024) and found that there are 366
sentences in which there is at least one word
that is labeled with one of the semantic tags
for proper nouns as used in the GiellaLT infras-
tructure (Pirinen et al., 2023). These seman-
tic tags classify names and nouns into categories
such as animal (Sem/Ani), female (Sem/Fem) and
male names (Sem/Mal), objects (Sem/Obj), organ-
isations (Sem/Org), places (Sem/Plc), surnames
(Sem/Sur), and web addresses (Sem/Web). Blok-
land et al. (2020) have previously used these se-
mantic tags to identify nouns which are possible
instances of PI in a rule-based PI detection system.
Among the sentences with semantic tags for

proper nouns, 170 were translated to English and
Polish by authors of this study. The sentences
were first translated by the first author of this study
(a native Komi-Permyak speaker and a proficient
English speaker) from Komi-Permyak and Komi-
Zyrian to English with the help of Neurotõlge4
(Yankovskaya et al., 2023; Purason et al., 2024a),

2Originating from Komi corpora (Rueter et al., 2020; Par-
tanen et al., 2018; Zeman et al., 2024); we feature 143 sen-
tences in Komi-Zyrian and 27 sentences in Komi-Permyak.

3It is important to highlight that there exists no compre-
hensive definition of what it means to be a low-resourced lan-
guage (Nigatu et al., 2024); traditionally, due to small amounts
of available data among other things, Komi and many other
Uralic languages have been considered low-resourced. Polish
boasts a significantly larger collection of corpora, tools and
models than Komi (Dadas, 2019), and has been positioned as
the higher-resourced counterpart of West Slavic minority lan-
guages such as Kashubian, Silesian, or Sorbian (Torge et al.,
2023; Rybak, 2024), but in comparison with English, its re-
sources are still very limited.

4https://translate.ut.ee

PI categories Text JSON
PI only Prompt 1 Prompt 2

Megyesi et al. (2018) Prompt 3 Prompt 4
Subramani et al. (2023) Prompt 5 Prompt 6

Table 1: Prompts by tag and output type.

Google Translate5 and Majbyr Translate6. Pol-
ish translations were created by the second author
(a native Polish speaker and a proficient English
speaker) based off of the English translations, and
with the help of Google Translate in some cases.
The original names of people and places were pre-
served during translation into English and the final
form of the translated sentence was always over-
seen by a human. In the end, our data included 35
sentences with female names, 47 sentences with
male names, 49 sentences with place names, and
39 sentences with surnames in them. Some sen-
tences contain more than one name, possibly of
different types. Importantly, more information that
could be considered personal and which does not
necessarily belong to the aforementioned types
may be found in sentences, and was impossible to
account for during the sentence extraction process.
Our resulting dataset can be accessed on Zenodo
via https://zenodo.org/records/14845329.

Models and prompts We tested three multilin-
gual pre-trained large language models: Llama 3.1
with 8B parameters (Grattafiori et al., 2024), Mis-
tral 7B (Jiang et al., 2023), and Gemma 2 with 9B
parameters (GemmaTeam et al., 2024)7. Themod-
els and their weights were accessed via Ollama8.
Uploading data containing PI to third-party ser-
vices is not optimal, which is why we chose mod-
els that we were able to run locally. Note that we
chose recent LLMs which are similar in size and
comparable.
We used six different one-shot prompts, passed

to the models together with the sentences, follow-
ing the official guide on prompting Llamamodels9,
with a similar structure to the one used by Yang
et al. (2023) for PI detection. The prompts varied in
terms of (i) the output format (produce a sentence
with PI instances replaced with appropriate tags
or a JSON structure) and (ii) the PI classification.

5https://translate.google.com
6https://translate.majbyr.com
7In the paper we refer to these models as Llama,

Mistral, andGemma respectively.
8http://ollama.com
9https://www.llama.com/docs/how-to-guides/

prompting/
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System: You are amultilingual personal information de-
tection tool. Personal information is information that
can lead to someone in the text being reidentified, like
their name, surname, middle name, patronymic, nick-
name, where they live, address, city, country, zip code,
where theywork, study, or spend a lot of their time, what
unique lines or modes of transport they travel with, their
age, any dates mentioned in the text, phone numbers,
personal identity numbers, bank account numbers, other
number sequences, e-mail addresses, urls, their work ti-
tles, education, types of family relations, information
about faith, political beliefs, sexuality, ethnicity, unique
achievements, etc.
User: For each token in the given text, determine
whether it is a piece of personal information. Return
the text with “PI” replacing every instance of personal
information.
Example:
Text: I’m from Slovakia , but one of my best friends ,
Marie , is from Norway .
Result: I’m from PI , but one of my best friends , PI , is
from PI.
Text: [PLACEHOLDER]
Result:

Figure 1: One of the prompt templates used in this
study. When fed to a model, [PLACEHOLDER] is
replaced with an actual text.

For PI classification we used different category for-
mulations: (1) a “PI” category encompassing all
personal information, (2) detailed name- and ge-
ographical location-related categories inspired by
Megyesi et al. (2018), and (3) a slightly re-phrased
PI categorization from Subramani et al. (2023).
See Table 1 for a summary of the combinations.
All of the prompts included the description of the
task, tags, output format, and a single example of
an input-output pair followed by the input that the
model should generate output for. Examples can
be found in Figure 1 and Appendix A.

3 General error analysis
After feeding the models the prompt–sentence
combinations, we collected their outputs, which
we subsequently manually analyzed. We begin
with an analysis of the errors encountered and then
proceed to examine two specific examples. In this
pilot study we did not run any quantitative analy-
sis, as the data we have lacks token-level annota-
tion of PI in two of the three languages. Moreover,
the annotation that we do have for Komi is using
the GiellaLT tags, and not the aforementioned cat-
egories (1-3); thus, our analysis is preliminary.

Komi Gemma ignores case markers in words
identified as PI. For example, in the Komi-Zyrian

sentence Сiйӧ быдмис Парижын, Францияса
юркарын ‘He grew up in Paris.INE10, the capi-
tal.INE of France.LOC’, themodel marks only part
of the word Францияса ‘France.LOC’, ignoring
the marker -са. In contrast, it marks the entire
word when it appears in the genitive case in Komi-
Permyak, e.g. Франциялӧн ‘of France.GEN’.
When asked to tag PI, Gemma often misidenti-
fies the language as Russian or Urdmut and trans-
lates the text into English. It also frequently
asks for more context to identify PI, refusing to
produce an output. Llama rarely provides out-
put, referring to concerns about revealing infor-
mation that could lead to reidentification. Mod-
els are good at identifying first names and sur-
names (albeit worse with culture-specific names),
but they struggle with names of places. For ex-
ample, Gemma mistakenly tags Парижын ‘in
Paris.INE’ in both Komi varieties as situation
andФранция ‘France.NOM’ as society. Llama
detects spans correctly, but often assigns the wrong
tag: labelling быдмис ‘grew up’ in both Komi
varieties as birth, Парижын ‘in Paris.INE’ as
records, Франция ‘France.NOM’ as birth and
юркарын ‘the capital.INE’ as society. While
Mistral provides output in the requested format,
it struggles with tagging, changes spelling and
produces many hallucinations. For example, it
marks the personal pronoun Сiйӧ ‘he/she.NOM’
in Komi-Zyrian as PI and completely alters the
initial sentence from Сiйӧ быдмис Парижын,
Францияса юркарын ‘He grew up in Paris.INE,
the capital.INE of France.LOC’ to PI абыдмис
Пирижин, PI юркарын, where only юркарын
‘the capital.INE’ is a correct word.

English Gemma can not only mark a name
as PI but also sometimes identify and tag related
pronouns when asked to provide output in JSON
format, e.g. [...] replied Galina, with a dry
smile from the corner of her mouth [...]. How-
ever, it does not always follow the instructions and
sometimes invents tags that are not part of the
tagset, such as <other> for ambiguous PI cate-
gories. In one instance it is also able to assign the
<social> tag to Comrade and <character> to
Voroshilov, where the latter is a surname and the
former is a noun referring to Voroshilov. Llama
generates extensive explanations and often refuses

10Morphological analysis for Komi words was con-
ducted with the help of uralicNLP: https://github.com/
mikahama/uralicNLP?tab=readme-ov-file
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to perform the task, mirroring its behavior on
Komi. It also hallucinates tags and fails to mask
multi-token PI spans accurately such as tagging
only Voroshilov as <firstname_male> in Com-
rade Voroshilov. While deciding whether Com-
rade is a part of a PI span can be problematic, it
is not unprecedented to find such titles included in
the span: Pilán et al. (2022) include elements like
Mr. or Dr. into the same span as the name and
surname. Therefore, it is possible that inclusion
of Comrade in reference to Voroshilov can lead to
reidentifcation of this person in a different situa-
tion. Mistral, while hallucinating and omitting
many PI instances, performs better at masking an-
glophone names. For example, it correctly masks
names like Mary, Peter, and Jane using appropri-
ate tags. However, it fails to mask names such
as Svezhov (ko.: Свежов), Petya (ko.: Петя), or
Sasha (ko.: Саша). Additionally, it masks Masha
(ko.: Маша) as <firstname_unknown>, indicat-
ing a lack of understanding of the name’s gender
(typically female). All models demonstrate (i) a
tendency to over-generate and provide unrequested
explanations that are difficult to evaluate and (ii)
struggle with maintaining consistency in tag as-
signment.

Polish Gemma appears to misclassify inflec-
tional cases of the words thus assigning it to the
wrong gender. For example, in the sentence [...]
tuż obok domu Epimowa Punegowa ‘[...] in
the immediate vicinity of the Epimov.GEN Pune-
gov.GENhouse’ themodelmistakenly assignsEpi-
mowa and Punegowa to <surname_female> and
<surname_male> respectively, while both these
are male names. Llama refuses to perform the
task stating that it cannot give away information
that could lead to someone being re-identified. It
also incorrectly identifies same words in same sen-
tences across multiple prompts: under two differ-
ent prompts it tags cerata ‘oilcloth’ as either a
street name or a type of a document. Mistral’s
output is not supplemented by extensive explana-
tions, but the model tends to hallucinate and pro-
duce incorrect tags. For example, when asked
to mark personal information as PI in Dorósł w
Paryżu, stolicy Francji ‘He grew up in Paris.INS,
the capital of France.GEN’, while the model as-
signs PI_City to Paryżu and PI_Country to
Francji, it also incorrectly assigns PI_Name to
Dorósł which is a verb. Note that these tags are
hallucinated - they are not like the ones we have

prompted the model to produce. Mistral also of-
ten translates Polish sentences into English in its
output.

3.1 Case analysis
We analyze outputs produced byGemma for the
prompt 4 as specified in Table 1, becauseGemma
has shown to be the most consistent in the quality
of its outputs. Each example has output for En-
glish (top) and tokenized output for Komi-Permyak
(middle) and Polish (bottom). We will focus on the
two characters mentioned in each sentence: Petya
and Masha. The main reason for choosing these
sentences in particular for comparison is that at
a first glance, they only differ in terms of what
verb they feature. However, in Komi and Polish,
these two verbs have a different influence, elicit-
ing specific case endings in the object of the sen-
tence (Masha). By comparing these two sentences
we can therefore investigate how themodel handles
this grammatical and morphological diversity.

(1) F-M
Petya
F-U
Петя
F-U
Petja

befriends

ёртасьö

zaprzyjaźnia się z

F-F
Masha

S-U
Машакöт

F-F
Maszą

.

.

.

(2) F-M
Petya
F-U
Петя
F-M
Petja

loves

любит

kocha

F-F
Masha
S-U

Маша
S-F

Maszę

о с

.

.

.

In both of the examples in English the model
correctly assigned <firstname_male> to Petya
and <firstname_female> to Masha, suggest-
ing that the semantic difference in the verbs
has no effect between these two sentences,
at least in English. In example 1, in Komi-
Permyak, the model marked Петя ‘Petya.NOM’
as <firstname_unknown> and Машакöт
‘Masha.COM’ as <surname_unknown>. For
Polish, it identified Petja ‘Petya.NOM’ as
<firstname_unknown> and Maszą ‘Masha.INS’
as <firstname_female>. While Petya is marked
correctly as <firstname_male> when given
English text, the model cannot identify the gender
in Komi-Permyak and Polish. The model also
thinks that Машакöт ‘Masha.COM’ is a surname
without gender indicator. Mistakes like this (the
model thinks there is e.g. no gender indicator)
might result in leakage of situational and societal
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context, because the affix -кöт in Машакöт
indicates comitative case that is used to express
companionship, and this type of information
can be considered personal. In example 2, the
model seems to now identify Petja ‘Petya.NOM’
in Polish as <firstname_male>, while think-
ing that Maszę ‘Masha.ACC’ is an instance
of <surname_female>. For Komi-Permyak,
the model translates the example into Russian
(the original text is Петя любитö Машаöс
‘Petya.NOM loves Masha.ACC’) and tokenizes
the affix. This example demonstrates a fragile
behavior of Gemma and combined with our
general error analysis, suggests that models often
try to translate input in less familiar language to
a language that is more known to them (English,
Russian). While Russian and Komi-Permyak
share the cyrillic alphabet, the similarities and
grammatical differences between two languages
cannot be exploited by LLMs, because intricacies
in less-resourced languages are then reduced to
phenomena in a language with more resources.

4 Discussion and conclusions

Our small qualitative examination suggests that
across the languages, models, and prompts that we
tested,Gemmawith JSON-eliciting prompts per-
forms best. Overall, the models exhibited the best
performance on the English sentences, followed by
Polish, with Komi being the most difficult. One
problem for the models is the rich morphology of
Komi variants and Polish. The models also denote
that they lack context to make a judgment, which
highlights the difficulty in disambiguating whether
a piece of information is personal or not. They are
often trying to default to English or ask for an En-
glish translation when asked to perform the task
on a low-resourced language that they cannot rec-
ognize. The models also learn differently from var-
ious tagsets: the one from Subramani et al. (2023)
is hard to generalize from, while tags based on
Megyesi et al. (2018) appear to be assigned cor-
rectly more often. Non-anglophone names, espe-
cially Komi ones, are hard for models to tag, espe-
cially in terms of the gender.
While Yang et al. (2023) consider their find-

ings for high-resourced languages to be promising,
we consider it better to err on the side of caution
regarding any conclusions on the performance of
LLMs on PI identification task for low-resourced
languages. Our impression is that even though the

models’ perform well on other NLP tasks, in this
case, their outputs require manual post-processing
and are not immune to hallucinations. This makes
them highly unreliable for the incredibly high-
stakes task of PI detection on their own with the
prompts used, even for high-resourced languages,
but especially for the low-resourced ones, where
the error rate appears to be higher. Future work
should focus on evaluating models on longer texts
with more context and further refinement of the
best-performing prompts.
This is — to the best of our knowledge — the

first study investigating the performance of LLMs
on PI detection in more than just high-resourced
languages (specifically, in such low-resourced lan-
guage as Komi), and the first one examining how
LLMs handle inflectionality in this task. We are
also contributing a novel parallel dataset translated
by native speakers. We hope that our work will in-
spire more research on the topics within the inter-
section of LLMs, PI detection, and low-resourced
languages.

Limitations and Ethical Concerns

This is a preliminary and qualitative analysis. Our
experiment featured six different prompts, three
different models and three different languages,
leading to 6×3×3 sets of outputs. In order to fully
support our claims based on the analysis of these
outputs, we require evaluation and statistical anal-
ysis. This entails the manual annotation of the out-
puts and annotation guideline development, which
was beyond the scope of this pilot study.
Another limitation of this experiment is the

small number of samples, which may not reflect
in style and content the types of utterances that
are of interest for people wishing to use LLMs
to detect personal information. Additionally, the
translations into Polish were not done directly from
the original, but via intermediate languages. It is
also possible that more extensive tweaking of the
prompt texts could lead to better performance, at
least on the high-resourced language.
We also note that we aggregated the Komi-

Zyrian and Komi-Permyak data without consider-
ing the differences in the models’ performance be-
tween them, largely due to the fact that there are so
few samples available for Komi-Permyak.
While the data that we used was sourced from

openly available corpora and, therefore, likely does
not pose any privacy concerns, we want to high-
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light that we do not encourage the use of LLMs for
PI detection without manual post-processing to en-
sure that no personal information is leaked, as the
results are not consistent enough even for English.
It is also important to keep in mind that LLMs
are computationally rather heavy, and processing
larger batches of text will have a noticeable carbon
footprint, meaning that more lightweight solutions
with similar performance may be a better choice.
It is also essential to remember that LLM services
hosted online may collect the users’ data, so the
only way to use them for PI detection without trig-
gering privacy risks is to run them locally, which
can impose high hardware requirements.

Acknowledgments

This work has been possible thanks to the fund-
ing of numerous grants from the Swedish Re-
search Council. The first author is supported
by a grant from the Swedish Research Council
(VR project 2014-39) for the establishment of
the Centre for Linguistic Theory and Studies in
Probability (CLASP) at the University of Gothen-
burg. The second author’s work is funded by
the project Grandma Karl is 27 years old: Auto-
matic pseudonymization of research data with the
funding number 2022-02311 for the years 2023-
2029. That author is also supported by the Swedish
national research infrastructure Nationella Språk-
banken, funded jointly by contract number 2017-
00626 for the years 2018-2024, as well 10 partici-
pating partner institutions.

References
Flammie A Pirinen. 2024. Keeping up appearances—

or how to get all Uralic languages included into
bleeding edge research and software: generate, con-
vert, and LLM your way into multilingual datasets.
In Proceedings of the 9th International Workshop
on Computational Linguistics for Uralic Languages,
pages 123–131, Helsinki, Finland. Association for
Computational Linguistics.

Khalid Alnajjar, Mika Hämäläinen, and Jack Rueter.
2024. Leveraging transformer-based models for pre-
dicting inflection classes of words in an endangered
Sami language. In Proceedings of the 9th Interna-
tional Workshop on Computational Linguistics for
Uralic Languages, pages 41–48, Helsinki, Finland.
Association for Computational Linguistics.

Khalid Alnajjar, Mika Hämäläinen, Jack Rueter, and
Niko Partanen. 2020. Ve‘rdd. narrowing the gap

between paper dictionaries, low-resource NLP and
community involvement. In Proceedings of the 28th
International Conference onComputational Linguis-
tics: System Demonstrations, pages 1–6, Barcelona,
Spain (Online). International Committee on Compu-
tational Linguistics (ICCL).

Rogier Blokland, Niko Partanen, and Michael Rießler.
2020. A pseudonymisation method for language
documentation corpora: An experiment with spo-
ken Komi. In Proceedings of the Sixth International
Workshop on Computational Linguistics of Uralic
Languages, pages 1–8, Wien, Austria. Association
for Computational Linguistics.

Sławomir Dadas. 2019. A repository of polish NLP re-
sources. Github.

Gemma Team, Morgane Riviere, Shreya Pathak,
Pier Giuseppe Sessa, Cassidy Hardin, Surya Bhu-
patiraju, Léonard Hussenot, Thomas Mesnard,
Bobak Shahriari, Alexandre Ramé, Johan Ferret, Pe-
ter Liu, Pouya Tafti, Abe Friesen, Michelle Cas-
bon, Sabela Ramos, Ravin Kumar, Charline Le Lan,
Sammy Jerome, Anton Tsitsulin, Nino Vieillard, Pi-
otr Stanczyk, Sertan Girgin, Nikola Momchev, Matt
Hoffman, Shantanu Thakoor, Jean-Bastien Grill,
Behnam Neyshabur, Olivier Bachem, Alanna Wal-
ton, Aliaksei Severyn, Alicia Parrish, Aliya Ah-
mad, Allen Hutchison, Alvin Abdagic, Amanda
Carl, Amy Shen, Andy Brock, Andy Coenen, An-
thony Laforge, Antonia Paterson, Ben Bastian, Bilal
Piot, Bo Wu, Brandon Royal, Charlie Chen, Chintu
Kumar, Chris Perry, Chris Welty, Christopher A.
Choquette-Choo, Danila Sinopalnikov, David Wein-
berger, Dimple Vijaykumar, Dominika Rogozińska,
Dustin Herbison, Elisa Bandy, Emma Wang, Eric
Noland, Erica Moreira, Evan Senter, Evgenii Elty-
shev, Francesco Visin, Gabriel Rasskin, Gary Wei,
Glenn Cameron, GusMartins, Hadi Hashemi, Hanna
Klimczak-Plucińska, Harleen Batra, Harsh Dhand,
Ivan Nardini, Jacinda Mein, Jack Zhou, James
Svensson, Jeff Stanway, Jetha Chan, Jin Peng Zhou,
Joana Carrasqueira, Joana Iljazi, Jocelyn Becker,
Joe Fernandez, Joost van Amersfoort, Josh Gordon,
Josh Lipschultz, Josh Newlan, Ju yeong Ji, Kareem
Mohamed, Kartikeya Badola, Kat Black, Katie Mil-
lican, Keelin McDonell, Kelvin Nguyen, Kiranbir
Sodhia, Kish Greene, Lars Lowe Sjoesund, Lau-
ren Usui, Laurent Sifre, Lena Heuermann, Leti-
cia Lago, Lilly McNealus, Livio Baldini Soares,
Logan Kilpatrick, Lucas Dixon, Luciano Martins,
Machel Reid, Manvinder Singh, Mark Iverson, Mar-
tin Görner, Mat Velloso, Mateo Wirth, Matt Davi-
dow, Matt Miller, Matthew Rahtz, Matthew Wat-
son, Meg Risdal, Mehran Kazemi, Michael Moyni-
han, Ming Zhang, Minsuk Kahng, Minwoo Park,
Mofi Rahman, Mohit Khatwani, Natalie Dao, Nen-
shad Bardoliwalla, Nesh Devanathan, Neta Dumai,
Nilay Chauhan, Oscar Wahltinez, Pankil Botarda,
Parker Barnes, Paul Barham, Paul Michel, Peng-
chong Jin, Petko Georgiev, Phil Culliton, Pradeep
Kuppala, Ramona Comanescu, Ramona Merhej,
Reena Jana, Reza Ardeshir Rokni, Rishabh Agarwal,

170

https://aclanthology.org/2024.iwclul-1.16/
https://aclanthology.org/2024.iwclul-1.16/
https://aclanthology.org/2024.iwclul-1.16/
https://aclanthology.org/2024.iwclul-1.16/
https://aclanthology.org/2024.iwclul-1.5/
https://aclanthology.org/2024.iwclul-1.5/
https://aclanthology.org/2024.iwclul-1.5/
https://doi.org/10.18653/v1/2020.coling-demos.1
https://doi.org/10.18653/v1/2020.coling-demos.1
https://doi.org/10.18653/v1/2020.coling-demos.1
https://doi.org/10.18653/v1/2020.iwclul-1.1
https://doi.org/10.18653/v1/2020.iwclul-1.1
https://doi.org/10.18653/v1/2020.iwclul-1.1
https://github.com/sdadas/polish-nlp-resources/
https://github.com/sdadas/polish-nlp-resources/


Ryan Mullins, Samaneh Saadat, Sara Mc Carthy,
Sarah Cogan, Sarah Perrin, Sébastien M. R. Arnold,
Sebastian Krause, Shengyang Dai, Shruti Garg,
Shruti Sheth, Sue Ronstrom, Susan Chan, Timo-
thy Jordan, Ting Yu, Tom Eccles, Tom Hennigan,
Tomas Kocisky, Tulsee Doshi, Vihan Jain, Vikas Ya-
dav, Vilobh Meshram, Vishal Dharmadhikari, War-
ren Barkley, Wei Wei, Wenming Ye, Woohyun Han,
Woosuk Kwon, Xiang Xu, Zhe Shen, Zhitao Gong,
Zichuan Wei, Victor Cotruta, Phoebe Kirk, Anand
Rao, Minh Giang, Ludovic Peran, Tris Warkentin,
Eli Collins, Joelle Barral, Zoubin Ghahramani, Raia
Hadsell, D. Sculley, Jeanine Banks, Anca Dragan,
Slav Petrov, Oriol Vinyals, Jeff Dean, Demis Has-
sabis, Koray Kavukcuoglu, Clement Farabet, Elena
Buchatskaya, Sebastian Borgeaud, Noah Fiedel, Ar-
mand Joulin, Kathleen Kenealy, Robert Dadashi, and
Alek Andreev. 2024. Gemma 2: Improving open
language models at a practical size.

Aaron Grattafiori, Abhimanyu Dubey, Abhinav Jauhri,
Abhinav Pandey, Abhishek Kadian, Ahmad Al-
Dahle, Aiesha Letman, Akhil Mathur, Alan Schel-
ten, Alex Vaughan, Amy Yang, Angela Fan, Anirudh
Goyal, Anthony Hartshorn, Aobo Yang, Archi Mi-
tra, Archie Sravankumar, Artem Korenev, Arthur
Hinsvark, Arun Rao, Aston Zhang, Aurelien Ro-
driguez, Austen Gregerson, Ava Spataru, Baptiste
Roziere, Bethany Biron, Binh Tang, Bobbie Chern,
Charlotte Caucheteux, Chaya Nayak, Chloe Bi,
Chris Marra, Chris McConnell, Christian Keller,
Christophe Touret, Chunyang Wu, Corinne Wong,
Cristian Canton Ferrer, Cyrus Nikolaidis, Damien
Allonsius, Daniel Song, Danielle Pintz, Danny
Livshits, DannyWyatt, David Esiobu, Dhruv Choud-
hary, Dhruv Mahajan, Diego Garcia-Olano, Diego
Perino, Dieuwke Hupkes, Egor Lakomkin, Ehab Al-
Badawy, Elina Lobanova, EmilyDinan, EricMichael
Smith, Filip Radenovic, Francisco Guzmán, Frank
Zhang, Gabriel Synnaeve, Gabrielle Lee, Geor-
gia Lewis Anderson, Govind Thattai, Graeme Nail,
Gregoire Mialon, Guan Pang, Guillem Cucurell,
Hailey Nguyen, Hannah Korevaar, Hu Xu, Hugo
Touvron, Iliyan Zarov, Imanol Arrieta Ibarra, Is-
abel Kloumann, Ishan Misra, Ivan Evtimov, Jack
Zhang, Jade Copet, Jaewon Lee, Jan Geffert, Jana
Vranes, Jason Park, Jay Mahadeokar, Jeet Shah,
Jelmer van der Linde, Jennifer Billock, Jenny Hong,
Jenya Lee, Jeremy Fu, Jianfeng Chi, Jianyu Huang,
Jiawen Liu, Jie Wang, Jiecao Yu, Joanna Bitton,
Joe Spisak, Jongsoo Park, Joseph Rocca, Joshua
Johnstun, Joshua Saxe, Junteng Jia, Kalyan Vasuden
Alwala, Karthik Prasad, Kartikeya Upasani, Kate
Plawiak, Ke Li, Kenneth Heafield, Kevin Stone,
Khalid El-Arini, Krithika Iyer, Kshitiz Malik, Kuen-
ley Chiu, Kunal Bhalla, Kushal Lakhotia, Lauren
Rantala-Yeary, Laurens van der Maaten, Lawrence
Chen, Liang Tan, Liz Jenkins, Louis Martin, Lo-
vish Madaan, Lubo Malo, Lukas Blecher, Lukas
Landzaat, Luke de Oliveira, Madeline Muzzi, Ma-
hesh Pasupuleti, Mannat Singh, Manohar Paluri,
Marcin Kardas, Maria Tsimpoukelli, Mathew Old-
ham, Mathieu Rita, Maya Pavlova, Melanie Kam-
badur, Mike Lewis, Min Si, Mitesh Kumar Singh,

Mona Hassan, Naman Goyal, Narjes Torabi, Niko-
lay Bashlykov, Nikolay Bogoychev, Niladri Chat-
terji, Ning Zhang, Olivier Duchenne, Onur Çelebi,
Patrick Alrassy, Pengchuan Zhang, Pengwei Li,
Petar Vasic, Peter Weng, Prajjwal Bhargava, Pratik
Dubal, Praveen Krishnan, Punit Singh Koura, Puxin
Xu, Qing He, Qingxiao Dong, Ragavan Srinivasan,
Raj Ganapathy, Ramon Calderer, Ricardo Silveira
Cabral, Robert Stojnic, Roberta Raileanu, Rohan
Maheswari, Rohit Girdhar, Rohit Patel, Romain
Sauvestre, Ronnie Polidoro, Roshan Sumbaly, Ross
Taylor, Ruan Silva, Rui Hou, Rui Wang, Saghar Hos-
seini, Sahana Chennabasappa, Sanjay Singh, Sean
Bell, Seohyun Sonia Kim, Sergey Edunov, Shaoliang
Nie, Sharan Narang, Sharath Raparthy, Sheng Shen,
Shengye Wan, Shruti Bhosale, Shun Zhang, Simon
Vandenhende, Soumya Batra, Spencer Whitman,
Sten Sootla, Stephane Collot, Suchin Gururangan,
Sydney Borodinsky, Tamar Herman, Tara Fowler,
Tarek Sheasha, Thomas Georgiou, Thomas Scialom,
Tobias Speckbacher, Todor Mihaylov, Tong Xiao,
Ujjwal Karn, Vedanuj Goswami, Vibhor Gupta, Vig-
nesh Ramanathan, Viktor Kerkez, Vincent Gonguet,
Virginie Do, Vish Vogeti, Vítor Albiero, Vladan
Petrovic, Weiwei Chu, Wenhan Xiong, Wenyin Fu,
Whitney Meers, Xavier Martinet, Xiaodong Wang,
Xiaofang Wang, Xiaoqing Ellen Tan, Xide Xia, Xin-
feng Xie, Xuchao Jia, Xuewei Wang, Yaelle Gold-
schlag, Yashesh Gaur, Yasmine Babaei, Yi Wen, Yi-
wen Song, Yuchen Zhang, Yue Li, Yuning Mao,
Zacharie Delpierre Coudert, Zheng Yan, Zhengx-
ing Chen, Zoe Papakipos, Aaditya Singh, Aayushi
Srivastava, Abha Jain, Adam Kelsey, Adam Sha-
jnfeld, Adithya Gangidi, Adolfo Victoria, Ahuva
Goldstand, Ajay Menon, Ajay Sharma, Alex Boe-
senberg, Alexei Baevski, Allie Feinstein, Amanda
Kallet, Amit Sangani, Amos Teo, Anam Yunus,
Andrei Lupu, Andres Alvarado, Andrew Caples,
Andrew Gu, Andrew Ho, Andrew Poulton, An-
drew Ryan, Ankit Ramchandani, Annie Dong, Annie
Franco, Anuj Goyal, Aparajita Saraf, Arkabandhu
Chowdhury, Ashley Gabriel, Ashwin Bharambe, As-
saf Eisenman, Azadeh Yazdan, Beau James, Ben
Maurer, Benjamin Leonhardi, Bernie Huang, Beth
Loyd, Beto De Paola, Bhargavi Paranjape, Bing Liu,
Bo Wu, Boyu Ni, Braden Hancock, Bram Wasti,
Brandon Spence, Brani Stojkovic, Brian Gamido,
Britt Montalvo, Carl Parker, Carly Burton, Catalina
Mejia, Ce Liu, Changhan Wang, Changkyu Kim,
Chao Zhou, Chester Hu, Ching-Hsiang Chu, Chris
Cai, Chris Tindal, Christoph Feichtenhofer, Cynthia
Gao, Damon Civin, Dana Beaty, Daniel Kreymer,
Daniel Li, David Adkins, David Xu, Davide Tes-
tuggine, Delia David, Devi Parikh, Diana Liskovich,
Didem Foss, Dingkang Wang, Duc Le, Dustin Hol-
land, Edward Dowling, Eissa Jamil, Elaine Mont-
gomery, Eleonora Presani, Emily Hahn, Emily
Wood, Eric-Tuan Le, Erik Brinkman, Esteban Ar-
caute, Evan Dunbar, Evan Smothers, Fei Sun, Fe-
lix Kreuk, Feng Tian, Filippos Kokkinos, Firat Oz-
genel, Francesco Caggioni, Frank Kanayet, Frank
Seide, Gabriela Medina Florez, Gabriella Schwarz,
Gada Badeer, Georgia Swee, Gil Halpern, Grant

171

http://arxiv.org/abs/2408.00118
http://arxiv.org/abs/2408.00118


Herman, Grigory Sizov, Guangyi, Zhang, Guna
Lakshminarayanan, Hakan Inan, Hamid Shojanaz-
eri, Han Zou, Hannah Wang, Hanwen Zha, Haroun
Habeeb, Harrison Rudolph, Helen Suk, Henry As-
pegren, Hunter Goldman, Hongyuan Zhan, Ibrahim
Damlaj, Igor Molybog, Igor Tufanov, Ilias Leon-
tiadis, Irina-Elena Veliche, Itai Gat, Jake Weiss-
man, James Geboski, James Kohli, Janice Lam,
Japhet Asher, Jean-Baptiste Gaya, Jeff Marcus, Jeff
Tang, Jennifer Chan, Jenny Zhen, Jeremy Reizen-
stein, Jeremy Teboul, Jessica Zhong, Jian Jin, Jingyi
Yang, Joe Cummings, Jon Carvill, Jon Shepard,
Jonathan McPhie, Jonathan Torres, Josh Ginsburg,
Junjie Wang, Kai Wu, Kam Hou U, Karan Sax-
ena, Kartikay Khandelwal, Katayoun Zand, Kathy
Matosich, Kaushik Veeraraghavan, KellyMichelena,
Keqian Li, Kiran Jagadeesh, Kun Huang, Kunal
Chawla, Kyle Huang, Lailin Chen, Lakshya Garg,
Lavender A, Leandro Silva, Lee Bell, Lei Zhang,
Liangpeng Guo, Licheng Yu, Liron Moshkovich,
Luca Wehrstedt, Madian Khabsa, Manav Avalani,
Manish Bhatt, Martynas Mankus, Matan Has-
son, Matthew Lennie, Matthias Reso, Maxim Gro-
shev, Maxim Naumov, Maya Lathi, Meghan Ke-
neally, Miao Liu, Michael L. Seltzer, Michal Valko,
Michelle Restrepo, Mihir Patel, Mik Vyatskov,
Mikayel Samvelyan, Mike Clark, Mike Macey, Mike
Wang, Miquel Jubert Hermoso, Mo Metanat, Mo-
hammad Rastegari, Munish Bansal, Nandhini San-
thanam, Natascha Parks, Natasha White, Navy-
ata Bawa, Nayan Singhal, Nick Egebo, Nicolas
Usunier, Nikhil Mehta, Nikolay Pavlovich Laptev,
NingDong, NormanCheng, Oleg Chernoguz, Olivia
Hart, Omkar Salpekar, Ozlem Kalinli, Parkin Kent,
Parth Parekh, Paul Saab, Pavan Balaji, Pedro Rittner,
Philip Bontrager, Pierre Roux, Piotr Dollar, Polina
Zvyagina, Prashant Ratanchandani, Pritish Yuvraj,
Qian Liang, Rachad Alao, Rachel Rodriguez, Rafi
Ayub, RaghothamMurthy, RaghuNayani, RahulMi-
tra, Rangaprabhu Parthasarathy, Raymond Li, Re-
bekkah Hogan, Robin Battey, Rocky Wang, Russ
Howes, Ruty Rinott, Sachin Mehta, Sachin Siby,
Sai Jayesh Bondu, Samyak Datta, Sara Chugh, Sara
Hunt, Sargun Dhillon, Sasha Sidorov, Satadru Pan,
Saurabh Mahajan, Saurabh Verma, Seiji Yamamoto,
Sharadh Ramaswamy, Shaun Lindsay, Shaun Lind-
say, Sheng Feng, Shenghao Lin, Shengxin Cindy
Zha, Shishir Patil, Shiva Shankar, Shuqiang Zhang,
Shuqiang Zhang, Sinong Wang, Sneha Agarwal,
Soji Sajuyigbe, Soumith Chintala, Stephanie Max,
Stephen Chen, Steve Kehoe, Steve Satterfield, Sudar-
shan Govindaprasad, Sumit Gupta, Summer Deng,
Sungmin Cho, Sunny Virk, Suraj Subramanian,
Sy Choudhury, Sydney Goldman, Tal Remez, Tamar
Glaser, Tamara Best, Thilo Koehler, Thomas Robin-
son, Tianhe Li, Tianjun Zhang, Tim Matthews,
Timothy Chou, Tzook Shaked, Varun Vontimitta,
Victoria Ajayi, Victoria Montanez, Vijai Mohan,
Vinay Satish Kumar, Vishal Mangla, Vlad Ionescu,
Vlad Poenaru, Vlad Tiberiu Mihailescu, Vladimir
Ivanov, Wei Li, WenchenWang, Wenwen Jiang, Wes
Bouaziz, Will Constable, Xiaocheng Tang, Xiaojian
Wu, Xiaolan Wang, Xilun Wu, Xinbo Gao, Yaniv

Kleinman, Yanjun Chen, YeHu, Ye Jia, YeQi, Yenda
Li, Yilin Zhang, Ying Zhang, Yossi Adi, Youngjin
Nam, Yu, Wang, Yu Zhao, Yuchen Hao, Yundi Qian,
Yunlu Li, Yuzi He, Zach Rait, Zachary DeVito,
Zef Rosnbrick, Zhaoduo Wen, Zhenyu Yang, Zhi-
wei Zhao, and Zhiyu Ma. 2024. The llama 3 herd
of models.

Mika Hämäläinen, Jack Rueter, Khalid Alnajjar, and
Niko Partanen. 2023. Working towards digital doc-
umentation of Uralic languages with open-source
tools and Modern NLP methods. In Proceedings of
the Big Picture Workshop, pages 18–27, Singapore.
Association for Computational Linguistics.

Albert Q. Jiang, Alexandre Sablayrolles, Arthur Men-
sch, Chris Bamford, Devendra Singh Chaplot, Diego
de las Casas, Florian Bressand, Gianna Lengyel,
Guillaume Lample, Lucile Saulnier, Lélio Re-
nard Lavaud, Marie-Anne Lachaux, Pierre Stock,
Teven Le Scao, Thibaut Lavril, Thomas Wang, Tim-
othée Lacroix, and William El Sayed. 2023. Mistral
7b.

Beáta Megyesi, Lena Granstedt, Sofia Johansson, Ju-
lia Prentice, Dan Rosén, Carl-Johan Schenström,
Gunlög Sundberg, Mats Wirén, and Elena Volodina.
2018. Learner corpus anonymization in the age of
GDPR: Insights from the creation of a learner cor-
pus of Swedish. In Proceedings of the 7th workshop
on NLP for Computer Assisted Language Learning,
pages 47–56, Stockholm, Sweden. LiU Electronic
Press.

Hellina Hailu Nigatu, Atnafu Lambebo Tonja, Ben-
jaminRosman, Thamar Solorio, andMonojit Choud-
hury. 2024. The zeno‘s paradox of ‘low-resource’
languages. In Proceedings of the 2024 Conference
on Empirical Methods in Natural Language Process-
ing, pages 17753–17774, Miami, Florida, USA. As-
sociation for Computational Linguistics.

Official Journal of the European Union. 2016. Con-
solidated text: Regulation (EU) 2016/679 of the eu-
ropean parliament and of the council of 27 april
2016 on the protection of natural persons with re-
gard to the processing of personal data and on the
free movement of such data, and repealing directive
95/46/EC (general data protection regulation) (text
with EEA relevance). Official Journal, (Document
02016R0679-20160504).

Niko Partanen, Rogier Blokland, KyungTae Lim,
Thierry Poibeau, and Michael Rießler. 2018. The
first Komi-Zyrian Universal Dependencies tree-
banks. In Proceedings of the Second Workshop on
Universal Dependencies (UDW 2018), pages 126–
132, Brussels, Belgium. Association for Computa-
tional Linguistics.

Ildikó Pilán, Pierre Lison, Lilja Øvrelid, Anthi Pa-
padopoulou, David Sánchez, and Montserrat Batet.
2022. The text anonymization benchmark (TAB):
A dedicated corpus and evaluation framework for
text anonymization. Computational Linguistics,
48(4):1053–1101.

172

http://arxiv.org/abs/2407.21783
http://arxiv.org/abs/2407.21783
https://doi.org/10.18653/v1/2023.bigpicture-1.2
https://doi.org/10.18653/v1/2023.bigpicture-1.2
https://doi.org/10.18653/v1/2023.bigpicture-1.2
http://arxiv.org/abs/2310.06825
http://arxiv.org/abs/2310.06825
https://aclanthology.org/W18-7106/
https://aclanthology.org/W18-7106/
https://aclanthology.org/W18-7106/
https://doi.org/10.18653/v1/2024.emnlp-main.983
https://doi.org/10.18653/v1/2024.emnlp-main.983
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A02016R0679-20160504
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A02016R0679-20160504
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A02016R0679-20160504
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A02016R0679-20160504
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A02016R0679-20160504
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A02016R0679-20160504
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A02016R0679-20160504
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A02016R0679-20160504
https://doi.org/10.18653/v1/W18-6015
https://doi.org/10.18653/v1/W18-6015
https://doi.org/10.18653/v1/W18-6015
https://doi.org/10.1162/coli_a_00458
https://doi.org/10.1162/coli_a_00458
https://doi.org/10.1162/coli_a_00458


Flammie Pirinen, Sjur Moshagen, and Katri Hiovain-
Asikainen. 2023. GiellaLT — a stable infrastruc-
ture for Nordic minority languages and beyond. In
Proceedings of the 24th Nordic Conference on Com-
putational Linguistics (NoDaLiDa), pages 643–649,
Tórshavn, Faroe Islands. University of Tartu Library.

Taido Purason, Aleksei Ivanov, Lisa Yankovskaya, and
Mark Fishel. 2024a. SMUGRI-MT - machine
translation system for low-resource Finno-Ugric lan-
guages. In Proceedings of the 25th Annual Confer-
ence of the European Association forMachine Trans-
lation (Volume 2), pages 31–32, Sheffield, UK. Euro-
pean Association for Machine Translation (EAMT).

Taido Purason, Hele-Andra Kuulmets, andMark Fishel.
2024b. Llms for extremely low-resource finno-ugric
languages.

Jack Rueter, Niko Partanen, and Larisa Ponomareva.
2020. On the questions in developing computational
infrastructure for Komi-permyak. In Proceedings of
the Sixth International Workshop on Computational
Linguistics of Uralic Languages, pages 15–25,Wien,
Austria. Association for Computational Linguistics.

Piotr Rybak. 2024. Transferring BERT capabilities
from high-resource to low-resource languages us-
ing vocabulary matching. In Proceedings of the
2024 Joint International Conference on Computa-
tional Linguistics, Language Resources and Evalu-
ation (LREC-COLING 2024), pages 16745–16750,
Torino, Italia. ELRA and ICCL.

Bahar Salehi, Dirk Hovy, Eduard Hovy, and Anders
Søgaard. 2017. Huntsville, hospitals, and hockey
teams: Names can reveal your location. In Proceed-
ings of the 3rd Workshop on Noisy User-generated
Text, pages 116–121, Copenhagen, Denmark. Asso-
ciation for Computational Linguistics.

Anders Søgaard. 2022. Should we ban English NLP for
a year? In Proceedings of the 2022 Conference on
Empirical Methods in Natural Language Processing,
pages 5254–5260, Abu Dhabi, United Arab Emi-
rates. Association for Computational Linguistics.

Nishant Subramani, Sasha Luccioni, Jesse Dodge, and
Margaret Mitchell. 2023. Detecting personal infor-
mation in training corpora: an analysis. In Pro-
ceedings of the 3rd Workshop on Trustworthy Nat-
ural Language Processing (TrustNLP 2023), pages
208–220, Toronto, Canada. Association for Compu-
tational Linguistics.

Maria Irena Szawerna, Simon Dobnik, Therese Lind-
ström Tiedemann, Ricardo Muñoz Sánchez, Xuan-
Son Vu, and Elena Volodina. 2024. Pseudonymiza-
tion categories across domain boundaries. In
Proceedings of the 2024 Joint International Con-
ference on Computational Linguistics, Language
Resources and Evaluation (LREC-COLING 2024),
pages 13303–13314, Torino, Italia. ELRA and
ICCL.

Margaret Thomas. 2010. Names, epithets, and
pseudonyms in linguistic case studies: A histori-
cal overview. Names: A Journal of Onomastics,
58(1):13–23.

Sunna Torge, Andrei Politov, Christoph Lehmann,
Bochra Saffar, and Ziyan Tao. 2023. Named en-
tity recognition for low-resource languages - profit-
ing from language families. In Proceedings of the
9th Workshop on Slavic Natural Language Process-
ing 2023 (SlavicNLP 2023), pages 1–10, Dubrovnik,
Croatia. Association for Computational Linguistics.

SixuanWang, JunjunMuhamad Ramdani, Shuting (Al-
ice) Sun, Priyanka Bose, and Xuesong (Andy) Gao.
2024. Naming research participants in qualitative
language learning research: Numbers, pseudonyms,
or real names? Journal of Language, Identity & Ed-
ucation, pages 1–14.

Jianliang Yang, Xiya Zhang, Kai Liang, and Yuenan
Liu. 2023. Exploring the application of large lan-
guage models in detecting and protecting personally
identifiable information in archival data: A compre-
hensive study*. In 2023 IEEE International Confer-
ence on Big Data (BigData), pages 2116–2123.

Lisa Yankovskaya, Maali Tars, Andre Tättar, and Mark
Fishel. 2023. Machine translation for low-resource
Finno-Ugric languages. In Proceedings of the 24th
Nordic Conference on Computational Linguistics
(NoDaLiDa), pages 762–771, Tórshavn, Faroe Is-
lands. University of Tartu Library.

Daniel Zeman, Joakim Nivre, Mitchell Abrams,
Elia Ackermann, Noëmi Aepli, Hamid Aghaei,
Željko Agić, Amir Ahmadi, Lars Ahrenberg,
Chika Kennedy Ajede, Arofat Akhundjanova,
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A Appendix: Prompt templates and
examples from the parallel dataset

Here we show examples of sentences from our
dataset, as well as the prompts 1 through 6, as de-
fined in section 2 and Table 1.

(3) Ko.: Митяяслӧн керкаыс бокынджык
грездса мукӧд керкаясысь , но зэв гажа
местаын , неуна кыр горув лэччыштан —
Эжва визувтӧ .
Pol.: Dom Mitji jest oddalony od reszty
domów w wiosce , ale w bardzo miłym
miejscu , dołem stromego zbocza płynie
Eżwa .
Eng.: Mitya’s house is remote from other
houses in the village, but in a very pleasant
place, slightly down a steep slope - the Ezhva
flows.

(4) Ko.: — Эн тэрмасьӧй , Аннаыд ачыс
бӧръяс , кодi колӧ , — дорйис пӧдругасӧ
Зоя .
Pol.: - Nie pospieszaj , Anna sama zdecy-
duje kto jest potrzebny - Zoja wsparła swoją
przyjaciółkę .
Eng.: “Don’t rush, Anna will choose who
is needed herself,” Zoya supported her friend.

System: You are a multilingual personal information de-
tection tool. Personal information is information that can
lead to someone in the text being reidentified, like their
name, surname, middle name, patronymic, nickname,
where they live, address, city, country, zip code, where
they work, study, or spend a lot of their time, what unique
lines or modes of transport they travel with, their age,
any dates mentioned in the text, phone numbers, personal
identity numbers, bank account numbers, other number
sequences, e-mail addresses, urls, their work titles, edu-
cation, types of family relations, information about faith,
political beliefs, sexuality, ethnicity, unique achievements,
etc.
User: For each token in the given text, determine whether
it is a piece of personal information. Return the text with
“PI” replacing every instance of personal information.
Example:
Text: I’m from Slovakia , but one of my best friends ,
Marie , is from Norway .
Result: I’m from PI , but one of my best friends , PI , is
from PI.
Text: [PLACEHOLDER]
Result:

Figure 2: Prompt 1, [PLACEHOLDER] is replaced
with an actual text.

System: You are a multilingual personal information de-
tection tool. Personal information is information that can
lead to someone in the text being reidentified, like their
name, surname, middle name, patronymic, nickname,
where they live, address, city, country, zip code, where
they work, study, or spend a lot of their time, what unique
lines or modes of transport they travel with, their age,
any dates mentioned in the text, phone numbers, personal
identity numbers, bank account numbers, other number
sequences, e-mail addresses, urls, their work titles, edu-
cation, types of family relations, information about faith,
political beliefs, sexuality, ethnicity, unique achievements,
etc.
User: For each token in the given text, determine whether
it is a piece of personal information. Return the results in
a JSON format.
Example:
Text: I’m from Slovakia , but one of my best friends ,
Marie , is from Norway .
Result:
{

"1":{"I’m":""},
"2":{"from":""},
"3":{"Slovakia":"PI"},
"4":{",":""},
"5":{"but":""},
"6":{"one":""},
"7":{"of":""},
"8":{"my":""},
"9":{"best":""},
"10":{"friends":""},
"11":{",":""},
"12":{"Marie":"PI"},
"13":{",":""},
"14":{"is":""},
"15":{"from":""},
"16":{"Norway":"PI"},
"17":{".":""}

}

Text: [PLACEHOLDER]
Result:

Figure 3: One of the prompt templates used in this
study. When fed to a model, [PLACEHOLDER] is
replaced with an actual text.
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System: You are a multilingual personal information de-
tection tool. Personal information is information that can
lead to someone in the text being reidentified, classified
according to the following pattern:
<firstname_female> — women’s given names
<firstname_male> — men’s given names
<firstname_unknown> — given name that does not have
an obvious binary gender
<surname_female> — women’s surnames
<surname_male> — women’s surnames
<surname_unknown> — women’s surnames
<patronymic_female> — a woman’s patronymic
<patronymic_male> — a man’s patronymic
<street> — street names, names of squares, avenues, etc.
<city> — cities, villages, towns
<region> — regions smaller than a country
<country> — countries
<geo>—other geographical elements, such as mountains,
lakes, rivers
<age> — age in digits or words
User: For each token in the given text, determine whether
it is a piece of personal information. Return the text with
an appropriate tag replacing every instance of personal in-
formation.
Example:
Text: I’m from Slovakia , but one of my best friends ,
Marie , is from Norway .
Result: I’m from <country> , but one of my best friends ,
<firstname_female> , is from <country>.
Text: [PLACEHOLDER]
Result:

Figure 4: Prompt 3, [PLACEHOLDER] is replaced
with an actual text.

System: You are a multilingual personal information de-
tection tool. Personal information is information that can
lead to someone in the text being reidentified, classified
according to the following pattern:
<firstname_female> — women’s given names
<firstname_male> — men’s given names
<firstname_unknown> — given name that does not have
an obvious binary gender
<surname_female> — women’s surnames
<surname_male> — women’s surnames
<surname_unknown> — women’s surnames
<patronymic_female> — a woman’s patronymic
<patronymic_male> — a man’s patronymic
<street> — street names, names of squares, avenues, etc.
<city> — cities, villages, towns
<region> — regions smaller than a country
<country> — countries
<geo>—other geographical elements, such as mountains,
lakes, rivers
<age> — age in digits or words
User: For each token in the given text, determine whether
it is a piece of personal information and assign the appro-
priate tag. Return the results in a JSON format.
Example:
Text: I’m from Slovakia , but one of my best friends ,
Marie , is from Norway .
Result:
{

"1":{"I’m":""},
"2":{"from":""},
"3":{"Slovakia":"<country>"},
"4":{",":""},
"5":{"but":""},
"6":{"one":""},
"7":{"of":""},
"8":{"my":""},
"9":{"best":""},
"10":{"friends":""},
"11":{",":""},
"12":{"Marie":"<firstname_female>"},
"13":{",":""},
"14":{"is":""},
"15":{"from":""},
"16":{"Norway":"<country>"},
"17":{".":""}

}

Text: [PLACEHOLDER]
Result:

Figure 5: Prompt 4, [PLACEHOLDER] is replaced
with an actual text.
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System: You are a multilingual personal information de-
tection tool. Personal information is information that can
lead to someone in the text being reidentified, classified
according to the following pattern:
<birth> — characteristics true of a person at birth, most
of which are difficult or impossible to change, such as na-
tionality, gender, caste, etc.
<society> — include characteristics that commonly de-
velop throughout a person’s life and are defined in many
countries as a specially designated “status", such as immu-
nization status.
<social> — categories corresponding to social groups
such as teams or affiliations – e.g. member of the women’s
softball team, student of Carnegie Mellon University.
<character> — sequences of letters and numbers that can
often uniquely identify a person or a small group of peo-
ple; they change relatively infrequently and can therefore
persist as sources of identification for years or decades –
e.g. a name, surname, social security number, credit card
number, IBAN, or e-mail address.
<records> — information typically consists of a persis-
tent document or electronic analog that is not generally-
available, but can allow for the (reasonable) identification
of an individual – e.g. financial or health records.
<situation> — uniquely identify an individual, but that is
restricted to a given context or point in time – e.g. date,
time, GPS location, place of residence.
User: For each token in the given text, determine whether
it is a piece of personal information. Return the text with
an appropriate tag replacing every instance of personal in-
formation.
Example:
Text: I’m from Slovakia , but one of my best friends ,
Marie , is from Norway .
Result: I’m from <birth> , but one of my best friends ,
<character> , is from <birth>.
Text: [PLACEHOLDER]
Result:

Figure 6: Prompt 5, [PLACEHOLDER] is replaced
with an actual text.

System: You are a multilingual personal information de-
tection tool. Personal information is information that can
lead to someone in the text being reidentified, classified
according to the following pattern:
<birth> — characteristics true of a person at birth, most
of which are difficult or impossible to change, such as na-
tionality, gender, caste, etc.
<society> — include characteristics that commonly de-
velop throughout a person’s life and are defined in many
countries as a specially designated “status", such as immu-
nization status.
<social> — categories corresponding to social groups
such as teams or affiliations – e.g. member of the women’s
softball team, student of Carnegie Mellon University.
<character> — sequences of letters and numbers that can
often uniquely identify a person or a small group of peo-
ple; they change relatively infrequently and can therefore
persist as sources of identification for years or decades –
e.g. a name, surname, social security number, credit card
number, IBAN, or e-mail address.
<records> — information typically consists of a persis-
tent document or electronic analog that is not generally-
available, but can allow for the (reasonable) identification
of an individual – e.g. financial or health records.
<situation> — uniquely identify an individual, but that is
restricted to a given context or point in time – e.g. date,
time, GPS location, place of residence.
User: For each token in the given text, determine whether
it is a piece of personal information and assign the appro-
priate tag. Return the results in a JSON format.
Example:
Text: I’m from Slovakia , but one of my best friends ,
Marie , is from Norway .
Result:
{

"1":{"I’m":""},
"2":{"from":""},
"3":{"Slovakia":"<birth>"},
"4":{",":""},
"5":{"but":""},
"6":{"one":""},
"7":{"of":""},
"8":{"my":""},
"9":{"best":""},
"10":{"friends":""},
"11":{",":""},
"12":{"Marie":"<character>"},
"13":{",":""},
"14":{"is":""},
"15":{"from":""},
"16":{"Norway":"<birth>"},
"17":{".":""}

}

Text: [PLACEHOLDER]
Result:

Figure 7: One of the prompt templates used in this
study. When fed to a model, [PLACEHOLDER] is
replaced with an actual text.

178


