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Abstract
The performance of multilingual large lan-
guage models (LLMs) in low-resource
languages, such as Latvian, has been
under-explored. In this paper, we in-
vestigate the capabilities of several open
and commercial LLMs in the Latvian lan-
guage understanding tasks. We evaluate
these models across several well-known
benchmarks, such as the Choice of Plau-
sible Alternatives (COPA) and Measur-
ing Massive Multitask Language Under-
standing (MMLU), which were adapted
into Latvian using machine translation.
Our results highlight significant variabil-
ity in model performance, emphasizing
the challenges of extending LLMs to low-
resource languages. We also analyze
the effect of post-editing on machine-
translated datasets, observing notable im-
provements in model accuracy, particu-
larly with BERT-based architectures. We
also assess open-source LLMs using the
Belebele dataset, showcasing competi-
tive performance from open-weight mod-
els when compared to proprietary sys-
tems. This study reveals key insights into
the limitations of current LLMs in low-
resource settings and provides datasets for
future benchmarking efforts.

1 Introduction

The recent progress of large language models
(LLMs) has made them very popular and widely
used. Being the most widely used natural lan-
guage processing technique (NLP) today, LLMs
differ in their performance depending on several
key factors, such as, the quality and size of the
training data, the model architecture, the computa-
tional resources used for training, and the specific
tasks they are evaluated on.

Most of the language data used for training
LLMs is in English and few other widely spoken
languages, while other languages, especially less-
and low-resourced, are represented by very small
portions of data. For example, in recently de-
veloped EuroLLM Multilingual Language Models
for Europe, English language data form 50% of
training data, while low-resourced languages, such
as Latvian, Lithuanian, Estonian, Finnish, and oth-
ers are represented by about 1% of data (Martins
et al., 2024). As a result, although many language
models are multilingual and powerful in language
transfer, they have generally demonstrated consid-
erably less reliable results on low-resource lan-
guages (Lai et al., 2023; Ahuja et al., 2024).

The fast growth of LLMs in size, language cov-
erage, and overall quality, has made benchmark-
ing critical for assessing LLM performance and
capabilities across various tasks. A wide range
of benchmarks are available to evaluate differ-
ent capabilities of large language models. They
span multiple categories, including natural lan-
guage understanding and generation, robustness,
ethics, or biases of the models (Chang et al., 2024).
LLMs have demonstrated impressive gains on nat-
ural language understanding (NLU) benchmarks,
starting from GLUE (Wang et al., 2018) and Su-
perGLUE (Wang et al., 2019) with 10 tasks related
to different NLU problems, followed by MMLU
(Hendrycks et al., 2020) covering nearly 60 sub-
jects and Bigbench (Srivastava et al., 2023) with
more than 200 tasks, as well as many other bench-
marks. However, many of these benchmarks fo-
cus on the English language, as well as some other
widely spoken languages and only some attempts
have been made to evaluate LLM performance on
low-resource languages.

A recent study of LLMs for European languages
(Ali and Pyysalo, 2024) has identified eight EU
languages as low-resource (Croatian, Estonian,
Irish, Latvian, Lithuanian, Maltese, Slovak, and
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Slovene).
The aim of this paper is to conduct an initial

assessment of natural language understanding and
reasoning skills of different LLMs for the low-
resource Latvian language:

• our first group of experiments aims to evalu-
ate NLU capabilities of different BERT fam-
ily (Devlin et al., 2019) LLMs using Choice
of Plausible Alternatives (COPA) dataset
(Section 3);

• as next, we evaluate the performance of two
commercial LLMs (ChatGPT-3.5 Turbo and
Google Gemini 1.0) on widely used Mea-
suring Massive Multitask Language Under-
standing (MMLU) dataset (Section 4);

• finally, we use a multilingual Belebele dataset
to understand the impact of machine trans-
lation on the performance of different open-
source LLMs (Section 5).

We provide the datasets used in our experi-
ments to facilitate further benchmarking of Lat-
vian1, ensuring that researchers have access to the
resources necessary to replicate and build upon
our work. By making these datasets publicly avail-
able, we aim to support the development of robust
tools and methodologies for the Latvian language,
as well as foster collaboration and facilitate ad-
vancements in natural language understanding for
low-resourced languages.

2 Related Work

Latvian is an Indo-European language of the
Baltic branch with about 1.5 million native speak-
ers. Taking into account its size, it is rather
well supported by language technologies (Skadin, a
et al., 2022). However, in the context of LLMs the
Latvian language is a low-resource language (Ali
and Pyysalo, 2024).

Before 2024, only limited research has been
conducted on the performance of BERT fam-
ily language models (e.g., Znotin, š and Bārzdin, š
(2020), Vı̄ksna and Skadin, a (2020)). A widely
used Latvian dataset to assess LLM perfor-
mance on different natural language processing
tasks (NER, POS-tagging, dependency parsing)
is FullStack-LV dataset (Gruzitis et al., 2018).
Comparison of several BERT family models that

1https://github.com/LUMII-AILab/
VTI-Data

include Latvian (mBERT (Devlin et al., 2019),
LVBERT (Znotin, š and Bārzdin, š, 2020), and Lit-
Lat BERT (Ulčar and Robnik-Šikonja, 2021))
has been performed by Ulčar and Robnik-Šikonja
(2021). The evaluation showed that the LitLat
BERT model has the best performance in named
entity recognition, part-of-speech tagging, and
word analogy tasks, whereas LVBERT demon-
strated the best score for the dependency parsing
task.

Until 2024, there were no datasets available to
assess the natural language understanding and rea-
soning skills of LLMs in Latvian and compare
them across different models or languages. For ex-
ample, mBERT’s performance has been evaluated
using the XNLI dataset (Conneau et al., 2018) - an
evaluation corpus for language transfer and cross-
lingual sentence understanding in 15 languages,
but it does not contain any Latvian samples. Simi-
larly, the dataset for the evaluation of multilingual
LLMs developed by Okapi (Lai et al., 2023), in
which the English part was translated with the help
of ChatGPT, covers 26 languages, but does not in-
clude any of the the Baltic languages (the “small-
est” language is Danish with 6 million speakers,
followed by Slovak with 7 million speakers).

Latvian is mentioned as one of the languages
on which the GPT-4 model was evaluated with
MMLU benchmark (Achiam et al., 2023). The
prompts were machine-translated from English
into Latvian. When comparing GPT-4’s 3-shot ac-
curacy on MMLU across different languages, En-
glish reaches 85.5% (only 70.1% for GPT 3.5),
while Latvian – 80.9% (Achiam et al., 2023).

Different approach has been chosen by Dar ‘gis
et al. (2024), who used standardized Latvian high
school centralized graduation exams as a bench-
mark dataset. They showed that several open-
source models have reached competitive perfor-
mance in NLU tasks, narrowing the gap with GPT-
4, while keeping notable deficiencies in natural
language generation tasks (specifically in gener-
ating coherent and contextually appropriate text
analyses).

Recently META has released the Belebele
benchmark (Bandarkar et al., 2024). This bench-
mark was used to evaluate three masked language
models (XLM-V, INFOXLM and XLM-R) and
several LLMs (GPT3.5-TURBO, FALCON, and
LLAMA). The accuracy of these models for the
Latvian language varies from 37.6% for FALCON
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40B 5-shot In-Context Learning model to 74.1%
for Translate-Train-All XLM-V Large model.

Finally, European LLM leader-board that in-
cludes Latvian has been recently published on
HuggingFace.2 This leaderboard provides a com-
parison of more than 15 open-source multilingual
LLMs across several machine-translated bench-
marks – ARC, GSM8K, HellaSwag, MMLU and
TruthFullQA.

3 Evaluation of BERT Family Models

While today LLMs offer broad multilingual capa-
bilities, they may not always be the best solution
for low-resourced languages, thus in some cases
BERT-based models still remain relevant as a cost-
effective, adaptable, and open-source alternative
for research and real-world applications in under-
represented languages. Although several BERT
models include Latvian, their NLU capabilities
have not been assessed due to the absence of nec-
essary evaluation datasets.

3.1 COPA Dataset
In our first experiment, conducted in early spring
of 2024, we evaluated several BERT models using
the machine-translated 3 version of the Choice of
Plausible Alternatives (COPA) dataset (Roemmele
et al., 2011).

The COPA dataset consists of 1000 common-
sense casual reasoning samples. The task is to se-
lect the alternative that more plausibly has a causal
relation with the premise. The dataset is split
equally into two parts, one for development and
the other for evaluation.

3.2 Selected Models
The following models that include Latvian
have been selected: multilingual BERT model
(mBERT, Devlin et al. (2019)), LVBERT (Znotin, š
and Bārzdin, š, 2020), and LitLat BERT (Ulčar and
Robnik-Šikonja, 2021). mBERT and LVBERT
models implement the BERT reference architec-
ture, while the LitLat BERT model is based on
RoBERTa-base architecture (Liu et al., 2019). The
mBERT model is pre-trained on a corpus that in-
cludes text from 104 languages, the LitLat BERT
model is trained on Latvian (LV), Lithuanian
(LT), and English (EN), and LVBERT is trained

2https://huggingface.co/spaces/
openGPT-X/european-llm-leaderboard

3In this experiment we used Tilde Translator https://
tilde.ai/machine-translation/

Model Languages Parameters
(million)

mBERT 104 lang. 110
LVBERT LV 110
LitLat BERT LV, LT, EN 125

Table 1: Selected language models.

Machine-
translated Post-edited

mBERT 54.62% 55.00%
LVBERT 60.38% 61.54%
LitLat BERT 58.46% 62.69%

Table 2: Accuracy of BERT models on COPA
dataset.

solely on Latvian. None of them share training
datasets; however, there is some overlap between
mBERT and LVBERT models, as they both con-
tain Wikipedia datasets. Table 1 summarizes lan-
guage models selected for the evaluation, their lan-
guage coverage and the parameter count.

3.3 Experimental Setup

BERT models require fine-tuning of the pre-
trained model for COPA task. For this, model
weights were acquired from HugginFace website.4

We added an additional linear layer and a soft-
max function to the pre-trained models. During
the fine-tuning process for the COPA task, we ex-
perimented with different learning rates (5e-5, 4e-
5, 3e-5, 2e-5) while keeping the batch size fixed at
32 and training for 10 epochs.

We split the development dataset into 400 sam-
ples used for training and 100 samples for vali-
dation. The highest accuracy on the validation
dataset on all models was achieved using 5e-5
learning rate.

3.4 Results

The evaluation dataset consists of 500 machine-
translated samples, from which 260 were post-
edited by native Latvian speaker. Table 2 com-
pares the evaluation results between 260 machine-
translated and post-edited samples.

4https://huggingface.co/google-bert/
bert-base-multilingual-cased, https:
//huggingface.co/AiLab-IMCS-UL/lvbert,
https://huggingface.co/EMBEDDIA/
litlat-bert
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Notably, post-edited machine translation sam-
ples bring an improvement of a few percentages.
The most significant improvement has been ob-
served for the LitLat BERT model with more than
4 percentage points. Similar gains have been no-
ticed with BERT models in Estonian, where the
post-editing lead to an improvement of a few per-
centages (Kuulmets et al., 2022). When compared
to English BERT model (70.6%) the Latvian mod-
els perform significantly worse.

4 Evaluation of Commercial LLMs

As next, in spring 2024, we evaluated the perfor-
mance of several commercial models on the Lat-
vian language to assess their capabilities in han-
dling low-resource languages.

4.1 MMLU Dataset

Measuring Massive Multitask Language Under-
standing (MMLU) benchmark (Hendrycks et al.,
2020) consists of various multiple-choice ques-
tions across 57 different subjects, grouped in four
categories: human sciences (philosophy, history,
jurisprudence, etc.), social sciences (economics,
sociology, geography, etc.), STEM (high school
mathematics, college computer science, etc.), and
miscellaneous (finance, accounting, global facts,
etc.). The motivation for selecting MMLU bench-
mark comes from both its popularity and the fact
that the results are available for wide-range of
LLMs, including OpenAI’s GPT-4 (Achiam et al.,
2023), Google’s Gemini family of models (Gem-
iniTeam et al., 2024), and the recently announced
NVIDIA’s NVLM 1.0 (Dai et al., 2024). Similarly
to COPA, MMLU was not available in Latvian,
and thus was machine-translated for our experi-
ments.

4.2 Selected Language Models

For our experiments, we selected two cost-
effective AI models that support Latvian and are
available via a public API: GPT-3.5 Turbo5 and
Google Gemini 1.0 Pro.6 These models were cho-
sen based on their balance of affordability and
performance, making them suitable for conduct-
ing comprehensive tests without exceeding budget
constraints.

5https://platform.openai.com/docs/
models/gpt-3-5-turbo

6https://ai.google.dev/gemini-api/
docs/models/gemini

Machine-
translated Post-edited

ChatGPT-3.5 Turbo 78.79% 81.82%
Gemini 1.0 Pro 81.82% 90.90%

Table 3: MMLU evaluation results (accuracy)
in sociology domain with machine-translated and
post-edited prompts.

4.3 Experimental Setup
The evaluation of ChatGPT-3.5 Turbo and Gem-
ini Pro 1.0 was performed using the API provided
by the developers of the models. During the eval-
uation of Gemini Pro 1.0, the safety filters were
disabled, since with the default configuration for
some prompts, no answer was provided. Both
models were evaluated using 2-shot prompts, i.e.,
the first two multiple-choice question-answer pairs
serve as examples and the model is expected to
provide the correct answer for the third question.

During the evaluation, we observed that some-
times the output of models is inconsistent with
the expected format. For example, if the correct
answer is D, the model could also output varia-
tions, e.g., (D), D. 0,4, or (D) 0,4. These cases
were also considered as correct answers. This ap-
proach differs from Laskar et al. (2023) where the
authors performed additional manual evaluation of
prompts.

4.4 Results
Table 4 shows the evaluation results of machine-
translated MMLU dataset per subject for both
Gemini Pro 1.0 and ChatGPT-3.5 Turbo mod-
els. Overall, the accuracy of Gemini 1.0 Pro is
6.09 percentage points higher than ChatGPT-3.5
Turbo. For multiple subjects the difference of
accuracy exceeds 20 percentage points. For in-
stance, college biology, econometrics, human sex-
uality. However, there are also subjects, in which
ChatGPT-3.5 Turbo model performed better, like
computer security and public relations.

Our choice of few-shot prompts differs from
those reported for English. ChatGPT-3.5 Turbo
reached 67% accuracy for English using 0-shot
prompts. The average accuracy of our results for
Latvian across all subjects is 52.58%. The differ-
ence is significant, considering that our evaluation
provided two additional examples. For English
ChatGPT-3.5 Turbo accuracy of 5-shot prompts is
around 70% and for Gemini 1.0 Pro accuracy is
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Subject ChatGPT-3.5 Turbo Gemini Pro 1.0
abstract algebra 37.500 32.260
anatomy 46.600 44.190
astronomy 54.000 72.920
business ethics 48.480 40.625
clinical knowledge 57.950 55.290
college biology 37.500 62.500
college chemistry 34.375 37.930
college computer science 39.390 41.940
college mathematics 24.240 40.000
college medicine 57.890 58.930
college physics 29.410 28.125
computer security 78.780 63.630
conceptual physics 29.410 52.000
econometrics 31.580 52.630
electrical engineering 41.600 56.520
elementary mathematics 43.200 41.530
formal logic 31.430 37.140
global facts 33.330 39.390
high school biology 64.070 77.450
high school chemistry 42.420 42.370
high school computer science 63.630 78.790
high school European history 70.900 77.780
high school geography 61.530 78.460
high school government and politics 65.625 79.370
high school macroeconomics 50.000 69.230
high school mathematics 34.090 30.120
high school microeconomics 55.700 69.620
high school physics 40.810 45.830
high school psychology 65.190 80.190
high school statistics 40.270 42.860
high school US history 63.240 76.120
high school world history 64.100 69.620
human aging 55.400 64.380
human sexuality 58.130 78.570
international law 75.000 65.000
jurisprudence 69.400 88.890
logical fallacies 51.850 53.700
machine learning 40.540 50.000
management 73.530 76.470
marketing 78.200 89.120
medical genetics 66.670 63.640
miscellaneous 66.530 71.150
moral disputes 52.170 59.650
moral scenarios 26.510 24.480
nutrition 63.730 64.700
philosophy 60.109 67.000
prehistory 59.260 52.880
professional accounting 30.430 47.190
professional law 33.140 51.970
professional medicine 51.110 66.670
professional psychology 50.980 53.000
public relations 72.200 50.000
security studies 53.090 56.250
sociology 78.780 80.600
US foreign policy 72.720 78.790
virology 43.640 48.150
world religions 75.440 66.670
Average 52.577 58.672

Table 4: Comparison of Gemini Pro 1.0 and ChatGPT-3.5 Turbo on MMLU (accuracy, %).
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around 71.8% .
We also verify the impact of post-editing. As

the dataset is vast, post-editing was performed
only for the prompts of the sociology subject. The
results in Table 3 show an increase of accuracy for
both models – ChatGPT-3.5 Turbo achieves a 3.03
percentage point increase, while Gemini 1.0 Pro
achieves a more substantial gain of 9,08 percent-
age points.

5 Evaluation of Open LLMs

We continue to explore the impact of machine
translation on benchmarking using the recently
released multilingual Belebele dataset, which in-
cludes Latvian. We compare the performance
of several popular open-weight LLM families
(Gemma, Llama, Mistral, and Qwen) using both
the original and machine-translated versions of the
dataset.

5.1 Belebele Dataset

Belebele is a multiple-choice machine reading
comprehension dataset (Bandarkar et al., 2024).
The dataset was created without the use of ma-
chine translation technology, relying solely on ex-
perts fluent in English and the target language. For
each language the dataset contains 900 questions.
Each question is based on a short passage from the
FLORES-200 dataset (NLLBTeam et al., 2022)
and has four multiple choice answers.

To assess the impact of machine translation
we translated English (EN) part of the Belebele
dataset into Latvian (LV) and Latvian part into
English using two different machine translation
strategies – machine translation system DeepL7

and GPT-4o-mini with system prompting. We
used the original English and Latvian parts of
this dataset as references to evaluate transla-
tions. Results of the automatic evaluation are
summarized in Table 5. For both translation
directions DeepL demonstrates better translation
(BLEU (Papineni et al., 2002) and ChrF (Popović,
2015) scores), when compared to GPT-4o-mini.
Since Latvian is a low-resource morphologically
rich free-word order language, automatic scores
for English->Latvian machine translation direc-
tion are lower than for Latvian->English direction.

7https://www.deepl.com/en/translator

LV: Izlasi tekstu un atbildi uz jautājumu:
EN: Read the text and answer to the question:

{{flores_passage}}
{{question}}
A: {{option1}}
B: {{option2}}
C: {{option3}}
D: {{option4}}

LV: Atbildi formātā ’Pareizā atbilde ir X’,
kur X ir pareizās atbildes burts.

EN: Answer in form ’Correct answer is X’,
where X is the letter of the correct answer.

Figure 1: Prompt structure.

5.2 Selected Language Models
The most popular open LLM families were se-
lected: Gemma2 (GemmaTeam et al., 2024),
Llama3 (Dubey et al., 2024), Mistral-large (Jiang
et al., 2023) and Qwen (Bai et al., 2023). A 5-
bit K-quantized version was used for every model.
We also included OpenAI’s GPT-4o and GPT-4o-
mini models for reference as the most popular
closed commercial models.

5.3 Experimental Setup
All tests were run using the Ollama toolkit8 on
a computer with 8x interconnected Nvidia A100
80GB GPUs.

The questions were asked directly in a zero-
shot approach with each model’s default system
prompt (see Figure 1).

Some models answered with just the required
phrase, some also added explanation. Therefore
we used a case-insensitive regular expression:

(?:Atbilde ir|Answer is)[*\s(]*([A-D])

to find the model’s answer in the response.
Each question was asked three times with three

different seeds to test the robustness of the models.
Robustness was measured as percentage of ques-
tions to which the model chose the same answer
in all three cases. The top models scored 99%
robustness on human translated English data and
98% for human translated Latvian data.

5.4 Results
The evaluation results (accuracy) for different
LLMs are summarized in Table 6. Each of 900
questions is considered to be answered correctly
only if all three responses were equal and correct.

8https://github.com/ollama/ollama
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Language pair Section BLEU chrF
DeepL GPT DeepL GPT

English->Latvian passages 0.36 0.28 65.8 60.6
English->Latvian questions 0.29 0.18 64.7 53.1
English->Latvian answers 0.32 0.22 64.4 58.2
Latvian->English passages 0.43 0.38 69.3 67.3
Latvian->English questions 0.48 0.34 69.7 61.4
Latvian->English answers 0.34 0.26 63.7 62.0

Table 5: Evaluation of DeepL and GPT-4o-mini translations (BLEU and ChrF scores).

English Latvian
Model DeepL GPT Belebele DeepL GPT Belebele
gemma2:27b 85% 87% 94% 90% 87% 91%
gemma2:9b 82% 85% 94% 87% 85% 88%
gemma2:2b 69% 73% 83% 55% 54% 58%
gpt-4o 87% 88% 95% 93% 90% 94%
gpt-4o-mini 83% 86% 94% 88% 85% 88%
llama3.1:405b 87% 89% 96% 91% 90% 92%
llama3.1:70b 84% 87% 94% 87% 85% 87%
llama3.1:8b 71% 74% 87% 62% 59% 63%
mistral-large:123b 87% 88% 96% 86% 80% 85%
qwen2:72b 85% 87% 94% 87% 84% 87%
qwen2:7b 79% 79% 89% 63% 61% 67%
qwen2.5:72b 85% 87% 96% 89% 87% 91%
qwen2.5:32b 86% 89% 95% 88% 86% 91%
qwen2.5:14b 83% 85% 94% 76% 73% 78%
Average 82% 85% 93% 82% 79% 83%

Table 6: Evaluation results for different LLMs on original (Belebele column) and machine translated
(DeepL and GPT columns) datasets (accuracy).

5.4.1 Original Belebele Dataset

The best result of 96% accuracy for English is
achieved by several models - Qwen2.5, Mistral-
large, Llama3.1, while for Latvian only gpt-4o
achieved 94% accuracy, followed by several open
LLMs - llama3.1:405b with 92% accuracy and
gemma2:27b and qwen2.5:72b and 32b with 91%
accuracy. gpt-4o also seems the most balanced
model with only one percentage point difference
in accuracy between Latvian and English.

In general, the model’s accuracy seems to cor-
relate with the parameter size - the smaller the
model, the lower is accuracy. Although our re-
sults are not directly comparable with the results
obtained by the authors of the Belebele dataset,
it seems that most recent LLMs demonstrate bet-
ter "understanding" of low-resource languages and
the results of the best open-weight LLMs differ
only by 2-3 percentage points when compared to

commercial ones.

5.4.2 Machine Translated Datasets
Evaluation results in Table 6 demonstrate a de-
crease of accuracy in case of machine-translated
datasets. For English, the accuracy for the
machine-translated dataset is always below 90%,
dropping by at least 5 percentage points.

In case of Latvian, most of the models demon-
strate comparable performance for both original
and machine-translated datasets, with only a 1-
3 percentage point decrease when tested on MT-
datasets.

Although the automatic evaluation of MT (see
Table 5) indicated that DeepL MT outperformed
GPT in terms of standard MT quality metrics, the
results for English in this natural language under-
standing task showed a different trend. Specif-
ically, models demonstrated better performance
when using the GPT-translated dataset rather than
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the DeepL-translated version.

6 Conclusion

In this study, we provided an initial assessment
of several large language models’ performance in
Latvian across different natural language under-
standing tasks.

Results of our evaluation of multilingual com-
mercial and open-source models highlights the
disparities in model accuracy when applied to low-
resource languages.

Our findings indicate that for the low-resource
language Latvian, the top-performing LLMs can
achieve similar results on both the original
(human-created) and machine-translated datasets.
However, machine translation proved less effec-
tive for high-resource language benchmarks, such
as English, where it significantly impacted model
accuracy.

While machine translation offers a feasible
route to generate benchmarks for low-resource
languages, it is not without its pitfalls. The choice
of translation method and the inherent properties
of the language models significantly influence the
outcomes of benchmarking exercises.

Additionally, the benchmarking of open-source
LLMs against proprietary systems reveals a nar-
rowing performance gap. Despite these advances,
significant challenges remain, including the lack
of comprehensive evaluation datasets tailored to
Latvian.

By introducing adapted versions of the COPA9

and MMLU10 datasets and evaluating models on
the Belebele dataset, this paper lays the ground-
work for further research in benchmarking.11

Future work should focus on creating robust,
high-quality datasets specifically for low-resource
languages and exploring novel architectures that
can better generalize across linguistic diversity.
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