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Abstract

Music-to-music-video generation is a challeng-
ing task due to the intrinsic differences between
the music and video modalities. The advent
of powerful text-to-video diffusion models has
opened a promising pathway for music-video
(MV) generation by first addressing the music-
to-MV description task and subsequently lever-
aging these models for video generation. In this
study, we focus on the MV description genera-
tion task and propose a comprehensive pipeline
encompassing training data construction and
multimodal model fine-tuning. We fine-tune
existing pre-trained multimodal models on our
newly constructed music-to-MV description
dataset based on the Music4All dataset, which
integrates both musical and visual information.
Our experimental results demonstrate that mu-
sic representations can be effectively mapped
to textual domains, enabling the generation of
meaningful MV description directly from mu-
sic inputs. We also identify key components
in the dataset construction pipeline that criti-
cally impact the quality of MV description and
highlight specific musical attributes that war-
rant greater focus for improved MV description
generation.

1 Introduction

Generating a music-video (MV) to match a given
piece of music is a challenging task due to the in-
herent differences between the music and video
modalities. Despite the challenges, MV genera-
tion holds significant potential for enhancing the
music experience by providing a visual narrative
that aligns with the music’s tone, style, and mood,
offering a more immersive and engaging way for
audiences to connect with the music. Compared to
generating music or audio from a given video (Tian
et al., 2024; Kang et al., 2024), the reverse task
is more complex, as the video modality typically
conveys richer spatial and temporal information
than music. However, with the advent of text-to-
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video diffusion models (Yang et al., 2024; Polyak
et al., 2024; Kong et al., 2024), videos can now be
generated from textual descriptions. This develop-
ment enables MV generation to be divided into two
subtasks: (1) music-to-MV description generation
and (2) MV description-to-MV generation. As il-
lustrated in Fig. 1, MV descriptions can be further
refined using large language models (LLMs) like
GPT (OpenAl, 2023) to fit specific text-to-video
models (Khachatryan et al., 2023). In this study, we
focus on the first task: generating MV descriptions
from music.

To this end, we propose a practical pipeline for
data construction and model training to generate
meaningful MV descriptions based on music in-
puts. Additionally, we explore methods to enhance
the alignment of the generated descriptions to the
given music. Specifically, we investigate the im-
pact of various data sources—such as music, mu-
sic genre tags, MV type tags, and lyrics under-
standing text—on the quality of the generated MV
descriptions when fine-tuning multimodal LLMs
like NEXT-GPT (Wu et al., 2024). As shown in
Fig. 1, our approach first leverages existing mu-
sic understanding models (Zhao et al., 2024; Mao
et al., 2025) to extract lyrics understanding text.
We then fine-tune a multimodal LLLM to process
these diverse inputs and generate MV descriptions.
The training data is constructed from gold-standard
MVs, incorporating music-related information to
enhance the connection between music and the gen-
erated descriptions. Unlike prior studies on MV
generation, such as ViPE (Shahmohammadi et al.,
2023), which focused solely on lyrics as input, our
work emphasizes leveraging multiple modalities
and evaluates the effectiveness of various combina-
tions of input data in connecting multimodal repre-
sentations for MV description generation.

To facilitate this study, we construct a music-
to-MV description training and evaluation dataset
using the Music4All dataset (Santana et al., 2020).
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Figure 1: Pipeline of music-to-MYV generation. We focus on multimodal model training of Stage 2 in this study.

Empirical results on the NExT-GPT baseline and
multimodal LLMs fine-tuned with our dataset
demonstrate that meaningful MV descriptions can
be generated from music and music-related textual
inputs after multimodal fine-tuning. An ablation
study on different combinations of input sources,
including music, music genre tags, MV type tags,
and lyrics understanding text, reveals that music
and MV type tags are key components for high-
quality MV description generation. While music
genre tags and lyrics understanding text also con-
tribute positively, they can be used interchangeably.
Our findings can contribute to future study on en-
hancing MV descriptions and temporal alignment
between music, lyrics, and the generated MV.

2 Proposed Method

In this section, we present the pipeline proposed for
training a multimodal LLM specifically tailored to
the music-to-MV description generation task. For
the first time, our pipeline incorporates a broader
range of musical information beyond lyrics as in-
puts, aiming to enrich the holistic understanding
of the music. Additionally, we introduce strate-
gies to ensure the generated MV descriptions are
more closely aligned with the musical inputs. The
curated dataset is then utilized to fine-tune a mul-
timodal LLM for performing the MV description
generation task.

2.1 Data Construction

This section outlines our proposed pipeline for con-
structing training and evaluation datasets for the
music-to-MV description generation task.

2.1.1 MYV Datasets

We construct our datasets based on the Music4All
dataset (Santana et al., 2020), which comprises
approximately 100k music clips paired with corre-
sponding MVs and enriched with metadata such as
energy, valence, and genre. To enhance the dataset,
we leverage the OpenMU model (Zhao et al., 2024)
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to generate lyrics understanding text for all music
clips in Music4All. This process effectively inter-
prets the lyrics for each piece of music, providing
concise textual information related to the lyrics.
Additionally, we filter out MVs that consist solely
of static images rather than actual video footage.
After filtering, the final dataset includes 56, 446
samples, 55, 000 for training and 1, 446 for testing.

2.1.2 Construction of Input Data for Music
and Associated Information

After preparing the training and evaluation splits
of music clips, M Vs, lyrics understanding text, and
metadata from the Music4All dataset, we curate
various data types as inputs for the MV description
generation task. To incorporate richer musical in-
formation across different modalities, we include
music genre tags and lyrics understanding text as
inputs in addition to the music clips. Moreover, to
refine the output MV descriptions and make the
task less open-ended, we specify the style of the
output by providing MV type tags. These tags are
assigned to the MV clips using GPT-40 mini (Ope-
nAl, 2023) and include ten category candidates:
Live Performance, Lyric Video, Animation, Story
Narrative, Artistic/Abstract, Dance Performance,
Behind-the-Scenes, Nature/Scenic, Static/Dynamic
Picture Montage, and Cinematic Drama.'

As shown in Fig. 2, the four types of inputs
are used to train the multimodal LLM, guided by a
fixed instruction: “Generate a concise video prompt
that captures the essence of the MV, incorporating
the music’s tone, style, and lyrical themes. The
prompt should reflect the specified MV type and
align with the music genre to ensure stylistic coher-
ence for guiding a text-to-video model.”

2.1.3 Construction of Output Data for MV
Description

The output MV descriptions should provide rich
content detailing the visual elements of the MV

!Generated based on suggestions from GPT-40 mini.
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Figure 2: Process for creating music-to-MV description training datasets (top) and an example of utilizing the

generated data to train music-to-text LLMs (bottom).

while remaining closely tied to musical features,
such as tempo, downbeats, and high-level char-
acteristics like the mood conveyed by the music.
To achieve this, we first utilize GPT-40 mini to
caption MV clips and extract relevant visual con-
texts. Next, we refine these captions using GPT-
40 mini again, integrating key musical features,
including music captions, low-level musical at-
tributes, and lyrics understanding. Music captions
and lyrics understanding texts are generated using
the OpenMU music understanding model, while
low-level musical features are extracted with open-
source tools (Bock et al., 2016), following the
methodology of LLark (Gardner et al., 2024). The
constructed MV description dataset includes two
main components: an overview and a frame-by-
frame breakdown, with frame captions extracted at
two-second intervals for each 30-second MV clip.
Examples of music captions, low-level music fea-
tures, and a complete version of an MV description
are provided in Appendix A.
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2.2 Multimodal Model Training

We utilize NEXT-GPT (Wu et al., 2024), an any-to-
any multimodal training framework, to fine-tune
our model using the constructed music-to-MV de-
scription datasets. Following NExT-GPT’s method-
ology, the fine-tuning process is divided into mul-
tiple stages. In the first stage, we fine-tune only
the adaptor between the ImageBind (Girdhar et al.,
2023) encoder and the Vicuna LLM (Zheng et al.,
2023) utilizing the music captioning task. In the
second stage, we simultaneously fine-tune the adap-
tor and apply LoRA (Hu et al., 2022) fine-tuning
to Vicuna with the constructed music-to-MV de-
scription dataset. As illustrated in Fig. 2, the input
data including the music clip is sequentially format-
ted, followed by a fixed instruction. The model is
trained to generate MV descriptions comprising an
overall summary and frame-by-frame breakdowns.
We fine-tune for 5 and 2 epochs in the first and sec-
ond stages, respectively, utilizing a learning rate of
le—4 and a batch size of 2. Training is conducted
on 2 NVIDIA A6000 GPUs. For LoRA, the rank
and alpha are both set to 32, following NExT-GPT.



Model

BLEU-1 BLEU ROUGE-P ROUGE-R ROUGE-F1 BERT-P BERT-R BERT-F1

Baseline

NExXT-GPT (Wu et al., 2024) 8.3 0.2 20.7 9.2 11.8 80.9 76.5 78.6
Main results

DO+@+3+@ 429 14.6 229 23.2 22.7 874 86.4 86.9
Ablation study

@+3+® 42.5 14.4 224 22.8 22.3 87.2 86.2 86.7
DO+@+3 43.6 14.7 23.0 23.5 229 874 86.7 87.0
DO+3+® 42.8 14.5 22.8 23.2 22.7 87.3 86.4 86.9
DO+@+®@ 422 14.1 21.7 22.5 21.8 86.9 86.2 86.5
@+03 41.8 14.0 21.8 224 21.8 87.2 86.1 86.6
O+ 424 14.4 223 22.8 222 87.2 86.2 86.6
DO+@ 41.3 13.8 214 224 21.6 86.8 86.0 86.4
Sanity check (w/o inputs, solely w/ instructions during inference)

DO+@+3+® 39.3 13.2 20.2 22.5 21.0 85.8 85.6 85.7
O+@ 39.7 12.5 20.3 20.8 20.3 86.1 85.6 85.9

Table 1: Results of MV description generation on the Music4All dataset. We provide BLEU-1 and BLEU-4 scores
for BLEU, along with precision, recall, and F1 scores for both ROUGE-L and BERT-score. (), @), 3, and @
represent music, music genre tags, MV type tags, and lyrics understanding text, respectively. The top three values in

each metric are highlighted in bold.

3 Evaluation

Using the 1, 446 test samples from our constructed
dataset, we evaluate the generated MV descrip-
tions with BLEU (Papineni et al., 2002), ROUGE-
L (Lin, 2004), and BERT-score (Zhang et al.,
2020), considering different combinations of in-
puts: (D) music, @) music genre tags, 3 MV type
tags, and @) lyrics understanding text. Addition-
ally, we present several MV frames generated by
Text2Video-Zero (Khachatryan et al., 2023) to test
the feasibility of the entire proposed MV genera-
tion pipeline in Appendix B, using the ground-truth
MYV descriptions annotated by us as input.

3.1 Main Results

As shown in Table 1, our proposed pipeline for
music-to-MV description generation achieves sig-
nificant improvements over the NExT-GPT base-
line after fine-tuning for a specific music domain.
This demonstrates that, with the proposed datasets
and pipeline, music can be effectively mapped to
the text domain. Comparing the main results with
sanity checks that remove all inputs during infer-
ence (leaving only a fixed instruction), we observe
that our carefully designed inputs for music-related
information substantially contribute to the quality
of the generated MV descriptions. Interestingly, af-
ter training, the model can generate reasonable MV
descriptions even without any inputs, suggesting
that the NExT-GPT model successfully adapts to
the MV description generation downstream task.
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3.2 Ablation Study

Through an ablation study exploring different com-
binations of data sources, we find that settings
DO+D+3 and D+B+@ achieve comparable or
even slightly better performance to the full data
combination (D+@+@+@). This suggests that
the contributions of music genre tags (@) and
lyrics understanding text (@) are interchangeable,
without providing additional benefits when used
together. Observing the results of (D+@3), we note
that music genre tags (@) and lyrics understanding
(@) positively impact the results and are not re-
dundant inputs. When comparing the top three
performing settings (D+2+Q), O+3+@, and
DO+D+B3+@®) with the combinations @+3)+@
and D+@+@, we observe a significant perfor-
mance drop. This highlights the importance of
including both music (D)) and MV type tags ().
Seeing the results of (D)+@), the simultaneous inclu-
sion of music genre tags () and MV type tags ()
yields consistent improvement across all metrics.
Moreover, the results of @+@3) demonstrate that
even with simple tags for music and MV, the model
can generate reasonable MV descriptions, suggest-
ing future opportunities to enhance the model’s per-
formance by leveraging finer-grained features such
as temporal alignment between lyrics and musical
waves.

4 Conclusion

In this study, we explored data construction and
multimodal training pipelines for the music-to-MV



description task, with the goal of building robust
base models for the broader music-to-MV genera-
tion task. Our results on the constructed Music4All
dataset highlight key data sources that significantly
impact the quality of MV descriptions. Future work
could extend our proposed dataset construction
pipeline to additional music domains. Addition-
ally, exploring more effective methods to align MV
descriptions or MVs with the corresponding music
could pave the way for improved performance in
this challenging task.

Limitations

The proposed approach has several limitations:
(1) The pipeline was evaluated on a single con-
structed dataset. Testing on additional datasets
could strengthen the claims made in this paper. (2)
The pipeline focuses on converting music into MV
descriptions for MV generation tasks, but relying
solely on text descriptions may overlook important
information necessary for effective MV generation.
(3) Inputs were limited to music, music genre tags,
MYV type tags, and lyrics understanding text, while
other features that could significantly enhance MV
descriptions may not have been considered. (4) The
data construction pipeline depends on LLMs for
captioning, and the choice of LLMs could influence
the quality of the generated MV descriptions.

Ethical Considerations

In this study, we utilized only publicly available
datasets and models to fine-tune the music-to-MV
description generation task, ensuring no copyright
issues. While our experiments focused on MV de-
scription generation, it is important to acknowledge
that the fine-tuned models may produce potentially
risky hallucinations. Users should use the gen-
erated content with caution, understand the risks
associated with LLM-generated outputs, and im-
plement content safety checks as post-processing.
Although debiasing fine-tuning could help address
these issues, it falls outside the scope of this work.
Additionally, caution is needed when using text-
to-video models based on the generated MV de-
scriptions, ensuring that no illegal content, such
as unauthorized human identities or privacy viola-
tions, is included.
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A Examples of How to Construct MV
Description

We first extract low-level music features, including
tempo, key, downbeats, and chords, using the open-
source tool madmom (Bock et al., 2016). Based
on these features and the textual captions of each
music piece, we employ GPT-40 mini® to generate
unified music captions that seamlessly integrate
all the musical information into natural, coherent
sentences, as illustrated in Figure 3. Subsequently,
we prompt GPT-40 mini again to construct MV
descriptions by combining the video captions of
each gold-standard MV, the unified music captions,
and the lyrics understanding text (see Figure 2).
The resulting MV descriptions incorporate both
visual and musical content, making them better
suited for reconstructing the original MV.

B Generating Video Frames using MV
Description

Figure 5 showcases frames generated by the
Text2Video-Zero (Khachatryan et al., 2023) model
using the gold-standard MV description example
provided in Figure 4. When compared to the orig-
inal MV frames, we observe that even with only
textual descriptions, the text-to-video model can
produce content closely aligned with the intended
visuals, such as the abstract geometric shapes in
frames #3 to #5 and the mirrored sky in frames #6
and #7. This demonstrates the feasibility of our
proposed pipeline for MV generation, as illustrated
in Figure 1. However, challenges remain, partic-
ularly in accurately generating complex elements
like multi-layered imagery and human faces using
current text-to-video models. Addressing these lim-
itations will be crucial for future advancements in
this domain.

2https://platform.openai.com/docs/models#
gpt-4o0-mini
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Input: Music captions, low-level music features

Music captions: The music clip features a very fast tempo with medium energy, creating a sense of urgency in the rhythm. It has a low valence, conveying a somber or melancholic
mood. The overall danceability is moderate, suggesting a balance between movement and reflection in the music. The combination of the brisk tempo, medium energy, and low
valence gives the clip a unique sense of momentum tempered with emotional depth.

Low-level music features: {'tempo': [[85.71428571428571, 0.31086550309221533], [43.16546762589928, 0.16042116950818738], [171.42857142857142,0.12771306118557813], [57.142857142857146, 0.0782649741917839),
[64.51612903225806, 0.07135607527230461], [127.65957446808511, 0.065676126308472], [51.724137931034484, 0.04765587930734781], [68.96551724137932, 0.04586137274352434], [113.20754716981132, 0.032410353800951204], [250.0,
0.030369918652813157], [49.18032786885246, 0.029405565936822024]], 'chords': [[0.0, 3.1, 'D#:maj', [3.1, 4.7, 'At:maj'], [4.7, 5.800000000000001, 'F:maj'], [5.800000000000001, 8.700000000000001, 'G:min’], [8.700000000000001, 11.0,
'F:maj'], [11.0, 13.200000000000001, 'D#:maj'], [13.200000000000001, 14.3,'G:min'], [14.3, 16.3, 'Ati:maj'], [16.3, 16.900000000000002, 'F:maj'], [16.900000000000002, 18.5, 'G:min’], [18.5, 19.1, 'A#:maj'], [19.1, 19.900000000000002, 'D#:maj],
[19.900000000000002, 20.400000000000002, ‘Af:maj], [20.400000000000002, 21.900000000000002, 'C:maj], [21.900000000000002, 22.8, 'G:min’], [22.8, 25.200000000000003, 'D#:maj'], [25.200000000000003, 27.900000000000002, 'Att:maj'],
[27.900000000000002, 30.000000000000004, 'G:min']], 'downbeats":[[0.11, 1.0], [0.81, 2.0, [1.54, 3.0}, [2.21, 4.0}, [2.91, 1.0, [3.6, 2.0], [4.34,3.0], [5.0, 4.0], [5.69, 1.0}, [6.39, 2.0}, [7.12, 3.0}, [7.79, 4.0}, [8.49, 1.0}, [9.18, 2.0}, [9.91, 3.0}, [10.58,
4.0],[11.28,1.0], [11.98, 2.0}, [12.7, 3.0], [13.37,4.0], [14.07, 1.0}, [14.77, 2.0}, [15.5, 3.0], [16.16,4.0], [16.86, 1.0], [17.56, 2.0], [18.27, 3.0], [18.95, 4.0}, [19.65, 1.0], [20.35, 2.0, [21.08, 3.0], [21.74, 4.0], [22.44, 1.0, [23.14,2.0], [23.85,3.0],
[24.53,4.0], [25.23,1.0], [25.93,2.0], [26.65, 3.0, [27.33,4.0], [28.02, 1.0], [28.72, 2.0], [29.45, 3.0]], 'key': [[0.0026776420418173075, 0.5507075190544128, 0.000881 ,0.006849: 0590725, 0.00C 100346,
0.04045381024479866, 0.015051022171974182,0.0028856105636805296, 0.0017399969510734081, 0.008495241403579712,0.006829794496297836, 0.002278234576806426, 0.0019952855072915554, 0.0031427720095962286,
0.0035238098353147507, 0.04947231337428093, 0.0013390464009717107, 0.0149159096 18139267, 0.003726801136508584, 0.002005897229537368, 0.0014139574486762285, 0.0013369121588766575, 0.2761196 196079254,
0.001292902510613203]]}

Model: GPT-40 mini
Output: Unified music captions

The music clip unfolds with a brisk tempo, distinctively fast but balanced with a medium energy that fuels a palpable sense of urgency throughout its rhythm. This intensity carries a somber
undertone, reflective in the music’s low valence, leading listeners through a contemplative journey amid its forward momentum.

The harmonic structure pivots through a series of rich chords—beginning with the striking resonance of D#:maj, transitioning through A#:maj and F:maj, before settling into the darker
reflections of G:min. This progression adds depth, embodying a landscape that evokes both movement and introspection. The interchange of these chords facilitates a pivotal emotional
exploration, enhancing the track's melancholic essence while maintaining a danceable character, where reflection subtly intersperses with kinetic energy.

Synchronization of downbeats adds to the sense of drive, propelling the listener forward while imbuing each moment with a tender fragility. It creates a nuanced interplay between urgency
and contemplation, inviting engagement without overwhelming the senses. In its entirety, the composition weaves a narrative that balances the frenetic pace of existence with the weight of
emotional contemplation, crafting an immersive atmosphere where movement and melancholy coexist harmoniously.

Figure 3: An example of music caption, low-level features and generated unified music captions.

Input: (1) Video captions, (2) Unified Music Captions, (3) Lyrics understanding
Model: GPT-40 mini
Output: Video description

# Overview

A mesmerizing journey through duality and introspection unfoldsin this surreal music video. The brisk tempo mirrors the energetic yet contemplative soundscape, navigating between
rich harmonies and softer reflective moments. The thoughtful interplay of organic and geometric visuals, complemented by shifting color tones, creates an immersive experience that
invites deeper engagement with themes of transformation and optimism amidst chaos.

# Frame-by-frame Breakdown

1. **Blurred Reflection**: Begin with a soft, abstract blur, setting an enigmatic tone that hints at duality.

2. **Obscured Humanity**: Introduce a warm, human form partially hidden, symbolizing vulnerability and connection.
3. **Geometric Chaos**: Shift to darker visuals with floating geometric shapes, suggesting tension and direction.

4. **Radiant Lines**: Bright red lines burst forth, enhancing the dynamic energy of the visual progression.

5. **Intricate Motion**: More complex red layers emerge, indicating escalating movementand urgency.

6. **Dreamlike Nature**: Transition to mirrored greenery, evoking serenity and a connection to the Earth.

7. **Skyward Contemplation**: Move towards the calmness of a mirrored sky, fostering reflection and peace.

8. **Whimsical Objects**: Introduce artistic mobile-like structures in soft tones, providing a sense of wonder.

9. **Intimate Textures**:Zoom in on reflective surfaces, deepening the intimate atmosphere within the narrative.

10. **Layered Complexity**: Explore deeper reflectionsand shadows, suggesting hidden depths beneath the surface.
1. **Earthy Symmetry**: Return to natural settings with earthy tones, enhancing organic beauty and exploration.

12. **Grounding Focus**: Highlight rich textures of the ground, reinforcing connection to nature.

13. **Endless Horizons**: Present a symmetrical sky view, connoting endless possibilities through mirroring.

14. **Tranquil Warmth**: A warm horizon emphasizes a feeling of openness and tranquility.

15. **Reflective Closure**: Conclude with a blend of organic shapes and warm tones, inviting contemplation on the journey within the video.

-

This concise frame-by-frame breakdown supports a nuanced visualization that evokes the music’s balance of urgency and reflection, mirroring the overarching themes expressed
through lyrics.

Figure 4: An example of a full MV description.

« Original frames from MV:

Figure 5: Frames from the original MV and generated by the Text2Video-Zero (Khachatryan et al., 2023) model.
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