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Abstract

A major challenge to equity among members
of queer communities is the use of one’s chosen
forms of reference, such as personal names or
pronouns. Speakers often dismiss their misuses
of pronouns as “unintentional”, and claim that
their errors reflect many decades of fossilized
mainstream language use, as well as attitudes
or expectations about the relationship between
one’s appearance and acceptable forms of ref-
erence. We argue for explicitly modeling in-
dividual differences in pronoun selection and
present a probabilistic graphical modeling ap-
proach based on the nested Chinese Restau-
rant Franchise Process (nCRFP) (Ahmed et al.,
2013) to account for flexible pronominal refer-
ence such as chosen names and neopronouns
while moving beyond form-to-meaning map-
pings and without lexical co-occurrence statis-
tics to learn referring expressions, as in con-
temporary language models. We show that
such a model can account for variability in how
quickly pronouns or names are integrated into
symbolic knowledge and can empower com-
putational systems to be both flexible and re-
spectful of queer people with diverse gender
expression.

1 Introduction

In contrast to words that are used to label referents
as determined by convention (e.g., “cat” refers to
CAT-like entities; Brennan and Clark, 1996), peo-
ple have the autonomy to change their names and
update their pronouns to reflect their identity (Zim-
man, 2019). In many Western cultures, however,
personal names and pronouns are usually assigned
to someone by others (e.g., one’s parents or the
norms of the ambient culture; Lind, 2023), and
are highly conventionalized. For example, English
canonically has only two animate third-person sin-
gular pronouns (i.e., he/him/his and she/her/hers).
These pronominal forms as well as personal names
are strong cues to gender identity. Within linguis-
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tics, this regularity has led to the general practice of
treating referring expression generation as a form-
to-meaning mapping problem (Enfield and Stivers,
2007). That said, the forms of reference used for
someone are neither fixed, nor intrinsic properties
of an individual. This paper presents a probabilis-
tic modeling framework that respects a person’s
right to self-determination (of how to be referred
to) without positing form-to-meaning or form-to-
feature mappings. Our proposal accounts for the
ongoing sociolinguistic change among young West-
erners to ask and reinforce their understanding of
their peers’ self-identities.

The need for modeling pronoun and name use
in natural language processing (NLP) is especially
important given the increasing prominance of ac-
commodating individuals’ identities in the public
sphere. Despite major advances in natural language
generation, it has proven difficult to incorporate this
into modern systems, especially in present-day neu-
ral network models. For example, even the most
basic rule-based tokenization systems still do not
flexibly handle nonbinary forms of address such as
“Mx.” Furthermore, large language models (LLMs)
and commercial generative Al systems perpetuate
bias against women and gender minorities by en-
coding harmful stereotypes in their training data
(e.g., negative sentiment; Dev et al., 2021; Ungless
et al., 2023) for in marginalized individuals’ names,
common professions, personal items, and pronouns.
This is even more true for queer people outside the
gender binary, as datasets regularly exclude nonbi-
nary identities from their construction (Hall et al.,
2023; Sakaguchi et al., 2021). Language that does
not conform to gender stereotypes is also mishan-
dled by NLP systems (Ghosh and Caliskan, 2023;
Havens et al., 2022).

Here, we propose that systems that symbolically
encode valid referring expressions for individuals
are less prone to these problems. With present limi-
tations in mind, we outline below the basic capabil-
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ities of an ideal system for learning the forms and
representations of an individual’s referring expres-
sions such as names and pronouns must include:

1. Allow the introduction of new forms into
the vocabulary (e.g., novel names or neo-
pronouns)

Permit individuals to use a mixture of forms
of reference for themselves (e.g., alternating
between he/she/they or using different gen-
dered forms in different languages; Moore
et al., 2024)

Quickly adapt in the face of revision (e.g.,
updates to a person’s name or pronouns), po-
tentially given a single exemplar

4. Allow adaptation to vary by individuals

We further argue that such a system should pro-
duce more flexible adaptation for individuals who
are more accustomed to such adaptation.

2 A Dirichlet process model of name and
pronoun learning

Due to its symbolic nature, our proposed system
can learn appropriate forms of address and refer-
ence through experience without encoding discrim-
inatory knowledge such as an individual’s appear-
ance into their representations. This empowers
queer people and supports their autonomy (Lind,
2023; Ovalle et al., 2023; Zimman, 2019). We treat
the learning process as the assignment of proba-
bilities of referential forms — pronominal or other-
wise — directly to individuals rather than through
the medium of individual characteristics (Lauscher
et al., 2022).
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Latent Dirichlet Allocation (LDA; Blei et al.,
2001) is an algorithm that allows the probabilistic
assignment of discrete labels (e.g., topics) to col-
lections of events (e.g., documents) on the basis
of the contents of the document (e.g., words). As
suggested by the name, the topics learned by LDA
are latent variables that are unobservable. In this
modeling framework, documents are observable
objects that are assumed to be generated by sam-
pling words from mixtures of topics. Critically, a
trained topic model can be used to estimate what
proportion of topics was used to generate that doc-
ument. These models are in principle infinite, and
can have novel topics as well as additional vocabu-
lary items added as a dimension in the vocabulary
by trivial extension.

Building on this approach, the nested Chinese
Restaurant Franchise Process (nCRFP; Ahmed
et al., 2013) allows for models to even learn that
different types of documents or users exist. For
example, book chapters and magazine articles may
have different lexical distributions, and authors
within each of those genres may have different
lexical preferences. Graphical models have been
used to capture variation in language use across dif-
ferent geographical regions (Eisenstein et al., 2010)
— analogous to the speaker communities of interest
here. Simplified versions of Dirichlet processes
(e.g., Beta-binomial priors) have also been applied
to learning, as in learning and adaptation to syn-
tactic structures in the context of a conversation
(Kleinschmidt et al., 2012).

The present paper expands the metaphor of the
nCRFP (Ahmed et al., 2013) to model an individ-
ual’s learning of referring expressions — and specif-
ically the pronouns — for others. We choose to treat
pronouns or similar gender markers as observable
objects that have probabilistic assignment to top-
ics (communities of individuals), making pronouns
most analogous to words in a document. Further-
more, we can characterize individuals or referents
as “documents” that comprise a unique probability
distribution over pronouns and names. Extending
the metaphor to the hierarchical domain, different
communities of learners (topics) may have priors
of different strengths and/or more uniform expecta-
tions over pronoun use for unfamiliar individuals.
Within topics, it is also clear that different groups
of learners belong to different communities that re-
inforce the statistics of use of referring expressions
within their communities.



3 Probabilistic graphical model of
individual speaker preference

In Figure 1, we present the parametrization of the
single-speaker model, which details how a speaker
selects pronouns referring to a specific individual
t across utterances as a function of their linguistic
experience. This model involves the following vari-
ables (indices are omitted in the figure for brevity):

progi Produced pronoun referring to ¢ in the in-
teraction i of discourse d. Can be absent, in
case where the preferred pronouns are no pro-
nouns. The self-loop allows for both pronoun
stability and intentional alternation. That is,
speakers can either select a chosen pronoun
for a particular interaction, which they adhere
to, or vary pronoun uses if the referent has
indicated such a preference.

ugq,; Utterance including a pronominal reference to
t.

P The speaker’s general prior on pronoun produc-
tion.

P! The speaker’s prior on ¢’s pronouns at the time
of interaction d. The support of P} is not
necessarily pointwise, and its support and dis-
tribution are subject to adjustments between
different interactions, for instance in case of
offline feedback about a pronoun use.

Ty Topic for interaction d.

prog, Pronoun usages witnessed by the speaker at
all times and for any referent.

These variables are plated across the set D of all
discourses (spoken or written) where the speaker
has referred to ¢, the set I of all interactions in
said discourse, and the set NV of all interactions
witnessed at all by the Speaker.

A Bayesian approach captures the intuition that
some individuals may have more rigid “priors”
over pronouns for specific speakers, and therefore
choose to override the referent’s choice of pro-
nouns. While this relative stubbornness is expected
among individuals who adhere to gender binaries,
it could also arise in individuals who are willing to
expand their pronominal inventory but struggle to
do so without significant exposure to more diverse
pronoun usages.

Note that our models do not assume any reliance
on external characteristics. While we generally
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disagree with the practice, a speaker’s prior belief
over pronoun distribution could be jointly deter-
mined by both linguistic experience as well as the
co-occurrence of such characteristics in order to
account for intentional or unintentional misgender-
ing.

4 Probabilistic graphical model of
community norms

Speakers do not obtain their linguistic knowledge
from pure distributional statistics. Rather, their
preferences are contextualized by interactions with
others in their language communities and through
interactions with individuals that may reinforce
those community beliefs. In cases where a speaker
belongs to a community with practices that either
accept and embrace — or deny — the practice of
naming oneself (Lind, 2023), speaker priors are
expected to be sampled from the community prior
over pronouns as well.

For example, queer and cis-binary communities
display clear differences in linguistic preferences
and consensus about whether one’s pronouns neatly
correspond to one’s current presentation suggests
(Rose et al., 2023). This gives rise to the predic-
tion that some speakers will not readily adapt to
signals that (in a given conversation) the relevant
pronouns to use belong to some set and not others
(Arnold et al., 2024), particularly if their linguistic
knowledge strictly excludes gender neutral or neo-
pronouns. On the other hand, queer folks who have
many friends whose pronouns fall outside the gen-
der binary can be expected to have more flexible
and more uniform beliefs about potential pronouns.

At the scale of a whole community, where pro-
noun usage witnessed by someone are those pro-
duced by other members of a the community, our
model becomes that of Figure 2: for all triplets
¢, s, t of individuals in a community C, pro®! is a
pronoun used by a s to refer to t and P! and P¢
are the priors of ¢ about possible pronoun usages,
respectively for ¢ specifically, and for anyone. Note
that the self-referring case s = t is not excluded,
and is in fact an important part in building priors
for the rest of the community.

5 Related work

A challenge for modeling pronoun use in practical
systems arises when we presuppose that learning
words boils down to the problem of mapping form
onto meaning. For instance, early connectionist ap-
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Figure 2: Community model with many speakers.

proaches to semantic representation, have treated
the "meaning" of a word as a sparse d-dimensional
vector consisting of several manually-selected se-
mantic features (Cree et al., 2006; Rumelhart et al.,
1986). Here, we propose that meaning be defined
symbolically at the level of a referent rather than
distributed across semantic features.

In word vectors trained on corpora, a “gender
subspace” commonly emerges (Bolukbasi et al.,
2016) that encodes social biases about canoni-
cal genders (e.g., stereotypes about the gender of
nurses versus doctors). Pronouns and other high-
frequency gendered nouns (e.g., man, woman) typ-
ically serve as critical anchors in the debiasing pro-
cess, and serve as an excellent probe into the ori-
gins of biases in modern statistical NLP systems.
Others have successfully demonstrated that non-
binary pronoun LLM representations can be debi-
ased, suggesting that the form-to-meaning mapping
can be partially undone for novel referential forms
(van Boven et al., 2024).

Being able to appropriately select the correct
pronoun for a referent, as in text generation appli-
cations, is critical for ensuring equity and access
to modern-day NLP tools. A number of studies
have attempted to study gender bias in pronoun
production. However, few of these studies have
been able to probe the representations of pronouns,
neopronouns, and name use that differs from the
mainstream (Sakaguchi et al., 2021). The model
we present here is capable of generating a wide
variety of potential sentences to test the role of
experience during fine-tuning of language models
and thus improve gender inclusivity.

The present work is strongly informed by the
integrative account presented in Ackerman (2019),
who stated that cognitive, biological, and social
factors combine to influence coreference resolution
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for non-binary people. They highlight that norma-
tively unexpected mappings can nevertheless be
made felicitous with sufficient supporting context.

6 Future Work

Our models allow for a straightforward integration
of both witnessed pronoun uses and external priors
in the process of pronoun selection in production.
This provides a reasonably simple way to model
pronoun acquisition during a long history of in-
teractions in communities. However, for the sake
of simplicity, certain interaction dynamics are not
taken into account, and we leave to future work
the search for improved models that balance the
insights added by these refinements and the extra
complexity that they would induce.

Our community model does not explicitly in-
clude non-linguistic social dynamics. Most im-
portantly, language uses witnessed by a compre-
hender might have different weights depending on
the speaker. For instance, the credit given to pro-
noun uses by speaker s for referent ¢ could vary
depending on how close to ¢ s is assumed to be,
and the s = t case could be given a separate treat-
ment. Furthermore, our models are only concerned
with pronouns, which have the lightest semantic
content of all referring expressions. However, it
is likely that in practice, pronoun usage is also in-
formed by the use of other referring expressions,
such as names, formal titles, terms of address, etc.
In our current model, these evidences are folded
into the priors P, but more precise examination of
their internal structure would provide a much richer
model.



7 Conclusion

The model that we outline here shows that it is
possible to represent individuals as possessing dis-
tributions of pronominal referring expressions, con-
sistent with their own self-determined gender. The
probabilistic graphical modeling accounts are flexi-
ble enough to allow learners to accommodate oth-
ers based on their experience with linguistic vari-
ability in pronoun use. Additionally, the work
provides a mechanism for the easy extension of
one’s linguistic vocabulary to incorporate novel
pronouns, including but not limited to neopronouns,
emojipronouns, and so on. We view this work as
a critical bridge between cognitive scientific work
on pronoun processing (Ackerman, 2019; Arnold
et al., 2024; Rose et al., 2023) and computational
modeling of linguistic variability (Eisenstein et al.,
2010; Kleinschmidt et al., 2012) while also provid-
ing a way to advance equity in pronoun generation
and comprehension (Ovalle et al., 2023; Piergentili
et al., 2024; Lauscher et al., 2023).
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