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Abstract

As lifestyle-related diseases rise due to
unhealthy habits such as smoking, poor
diet, lack of exercise, and alcohol con-
sumption, the role of Conversational Al
in healthcare is increasingly significant.
This study provides an empirical study
on the design and evaluation of a natu-
ral and intuitive healthcare chatbot, specif-
ically focusing on the impact of empa-
thetic responses on user experience re-
garding lifestyle changes. Findings re-
veal a strong preference for the empathetic
chatbot, with results showing statistical
significance (p <0.001), highlighting the
importance of empathy in enhancing user
interaction with healthcare chatbots.

1 Introduction

In our contemporary healthcare situation,
lifestyle-related diseases are increasing, primarily
influenced by unhealthy habits such as smoking,
poor diet, lack of exercise, and alcohol consump-
tion (Balwan and Kour, 2021). Simultaneously,
conversational Al, or chatbots, have gained popu-
larity and emerged as powerful tools, particularly
in the healthcare sector (Amiri and Karahanna,
2022).

Nevertheless, the use of conversational agents
in the healthcare domain is not too widespread, es-
pecially when compared to other industries such as
travel and hospitality (Laranjo et al., 2018). Fur-
thermore, very little is known about how the lin-
guistic design of a medical conversational agent
can impact the users’ likelihood to employ it for
their healthcare queries (Shan et al., 2022).

This paper focuses on the design and evalu-
ate a natural and intuitive chatbot for the health-
care domain, including an empirical analysis of
the results. More specifically, we investigate how

the use of empathy in generated messages can af-
fect user experience during queries about lifestyle
changes, hence influencing the likelihood to incor-
porate a healthcare conversational agent in their
daily lives (de Boer et al., 2023). The two primary
contributions of this study are:

1. To provide insight in the impact of empa-
thetic versus neutral tones in messages in a
LLM based chatbot.

2. To understand user expectations in human-
computer interactions - using chatbots - in
the healthcare domain, especially on lifestyle
changes.

2 Related Work

2.1 Empathy and Language in
Human-Computer Interaction (HCI)

Empathy plays a crucial role in making HCI more
natural and intuitive. This paper draws on con-
cepts of cognitive and affective empathy in human
interaction.

Empathy is generally divided into two types:
cognitive and affective empathy. Cognitive empa-
thy is the ability to understand another person’s
emotional state without necessarily sharing it. Re-
niers et al. (2011) describe cognitive empathy as
constructing a mental model of another’s emo-
tions. For example, someone with strong cognitive
empathy can understand a friend’s distress over
a failure and offer appropriate advice. Cognitive
empathy facilitates communication by enabling
deeper understanding of others’ experiences.

In contrast, affective empathy involves an emo-
tional response to another’s feelings. Affective
empathy allows individuals to emotionally con-
nect with others by vicariously experiencing their
emotions. For instance, when a friend celebrates
an achievement, a person with affective empathy
would also feel joy. This type of empathy is essen-
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tial for providing emotional support and fostering
deeper connections.

Empathy is fundamental in social cognition (Ia-
coboni, 2005), allowing individuals to share ex-
periences and goals. While empathy in humans
involves complex cognitive and emotional mecha-
nisms, chatbots can replicate empathetic commu-
nication by imitating patterns of human interac-
tion. In practice, empathetic language in chat-
bots focuses on word choices that acknowledge
the user’s emotional state, effectively simulating
empathy through language.

Human empathy, as standardly defined (Cuff
et al., 2016), involves complex mental and emo-
tional processes that chatbots do not possess. In-
stead, when discussing empathy in chatbots, we
refer to their ability to produce responses that
mimic human empathetic behaviours. Henceforth,
a chatbot can be considered empathetic if its re-
sponses create the illusion of understanding and
validating the user’s feelings, even though it lacks
real emotional experience.

2.2 Language Choices in Empathetic
Communication

Empathetic communication in chatbots is
achieved not only through understanding emo-
tions but also through specific linguistic choices.
Research by Yaden et al. (2023) identifies words
associated with empathy, showing how language
can create a sense of emotional support and
connection. For example, the use of personal
pronouns such as “I” and “you” helps create a
more direct and personal interaction. Similarly,
adjectives like “good” and “happy” convey posi-
tive emotional states, while verbs like “hope” and
“need” can express concern or reassurance.

In addition to word choices, certain phrases play
an essential role in empathetic communication.
Lapointe (2014) found that common phrases like
“I know” and “I understand” are often used to val-
idate the user’s feelings, while phrases like “it is”
and “you are” are used to acknowledge the situa-
tion. These phrases help build emotional connec-
tion and foster a sense of understanding between
the speaker and listener, which is crucial in emo-
tionally sensitive interactions.

2.3 Research on Empathy in Chatbots

Research has increasingly focused on how empa-
thetic language in chatbots can enhance user expe-
rience. Liu and Sundar (2018) explored whether
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chatbots should offer both informational and emo-
tional support when advising on personal issues.
Their findings show that users generally prefer
empathetic expressions over neutral advice, even
when delivered by a chatbot, particularly when
users are skeptical of machines’ ability to show
empathy.

Casas et al. (2021) further investigated empa-
thetic chatbots by developing a system that gen-
erates emotionally attuned responses. Their chat-
bot outperformed both a standard chatbot and even
some human responses in terms of perceived em-
pathy. These studies demonstrate that empathetic
language significantly improves user satisfaction
with chatbots.

In the healthcare domain, the BabyTalk project
(Mahamood and Reiter, 2011) examined parental
preferences for emotionally sensitive medical re-
ports about babies in neonatal care. Parents over-
whelmingly preferred emotionally supportive, or
affective, language over neutral descriptions. This
shows that empathetic language is not only valued
but essential in high-stress environments.

3 Conversational Agent Design

The decision to use a LLM-powered chatbot was
driven by the need for a system capable of un-
derstanding and generating natural language with
a high degree of fluency and contextual aware-
ness. Unlike traditional rule-based or retrieval-
based chatbots, which rely on predefined scripts or
a database of responses, an LLM-powered chatbot
can generate nuanced, contextually appropriate re-
sponses based on the specific needs of the user at
any given moment.

One of the primary advantages of LLMs is their
ability to process complex language inputs, mak-
ing them well-suited for conversations that require
deep contextual understanding, such as those in
the healthcare domain. Given the nature of health-
care queries, which often involve detailed and sen-
sitive information, it was essential to implement a
system that could handle such complexities with a
high degree of accuracy and flexibility.

The main objective of the chatbot is generating
responses to user queries in a manner that is both
informative and aligned with the specific version
(empathetic or neutral) being tested.

The implementation of both the empathetic and
neutral version is the same, except for the specific
prompt used. In our first experiment, we evaluate



different LLMs to decide on the most suitable for
our task.

The implementation of the chatbots involved us-
ing the AutoTokenizer from Hugging Face to pre-
process and tokenise input data, ensuring compati-
bility with the model and efficient handling of user
queries. The chatbot’s LLM was run locally using
a GPU cluster, which was crucial for managing the
computational demands of real-time text genera-
tion during user interactions. The web component
of the chatbot was built using Flask, a lightweight
web framework for Python, chosen for its simplic-
ity and effectiveness in developing web-based ap-
plications.

3.1 Empathetic Chatbot Design

The empathetic version of the chatbot was de-
signed with a specific focus on enhancing user
experience through emotionally supportive com-
munication. This required a detailed approach
to ensure that the generated responses not only
conveyed the necessary information but did so in
a manner that validated and supported the user’s
feelings. To implement empathy in the gener-
ated responses, the empathetic chatbot was pro-
grammed to follow a predefined prompt of empa-
thetic communication, which diverges from that of
the neutral one, and that was designed to shape
its tone and language. The prompt explicitly in-
structs the model to generate responses that in-
clude empathetic expressions, focusing on word
choices that reassure and validate the user’s expe-
riences. This approach ensures that the chatbot’s
interactions are not only informative but also emo-
tionally supportive, thereby enhancing the overall
user experience:

* Neutral prompt: “You are a chatbot who
provides advice about lifestyle changes.”

* Empathetic prompt: “You are a friendly
chatbot who provides advice about lifestyle
changes. Your responses must be empa-
thetic. A response is considered empathetic if
it shows: 1) Comprehension towards the feel-
ings of the other (i.e. ‘I understand that you
are concerned about your health.”), and 2) En-
gagement in the feelings of the other (i.e. ‘I
feel so happy that you have decided to live a
healthier lifestyle.”). Remember, your gener-
ated advice should contain word choices that
reassure and validate other people’s experi-
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ences, according to the definition of an em-
pathetic response.”

The empathetic prompt is characterised by two
key elements in empathetic language that align
with the literature, as they were mentioned in
the previous section: comprehension of feelings
(cognitive empathy) and engagement with feel-
ings (affective empathy). The chatbot acknowl-
edges and understands the user’s emotions, pro-
viding responses that appeal to the user’s emo-
tional state. For example, it might say, “I under-
stand that you are concerned about your health.”
to validate the user’s concerns. Furthermore, the
chatbot expresses positive reinforcement and en-
couragement, aiming to motivate the user. For in-
stance, “I feel so happy that you have decided to
live a healthier lifestyle!” is used to engage with
and uplift the user. This prompt differs from that
of the neutral chatbot, which only was instructed
to provide advice about lifestyle changes, without
any remark about the tone employed (see Figure
1). The prompts were chosen to meet the gener-
ative task requirements and to align with existing
literature. They were also refined to ensure that
the LLM could accurately understand the type of
message it was asked to generate.

Healthcare Chatbot Healthcare Chatbot
o o IS

Hello, can you Hello, can you
help me? help me?

. Sure, what can| . Iam here to
help you with? help you with

anything you

need. What can
| assist you with
today?

Type your message here. Type your message here.
Figure 1: User interface and greetings generated
by the neutral chatbot (left) and empathetic chat-
bot (right).

4 Experiment I: LLM Evaluation

The first experiment consisted of an evaluation of
the responses generated by different LLMs, where
the best-performing LLLM was used as the basis of
the chatbot in the user experiment (experiment 2).



4.1 Dataset

In order to do so, we asked the models to generate
answers to questions obtained from the MASH-
QA dataset (Zhu et al.,, 2020). This dataset
was chosen because it is composed of consumer
healthcare queries sourced from the popular health
website WebMD, which features a wide range of
articles covering various consumer healthcare top-
ics. The answers to these queries are drawn from
sentences or paragraphs within the articles related
to the specific healthcare condition. These re-
sponses are curated by healthcare experts to en-
sure they accurately address the questions. We se-
lected 100 questions, divided equally according to
the following topics: exercise, food, smoking and
alcohol. These topics are the same we used during
the user experiment, since they are the related to
the most common causes of lifestyle diseases.

4.2 Models

We chose four LLMs, two of them being domain-
specific—MedAlpaca (Han et al., 2023) and Med-
itron (Chen et al., 2023)—and the other two be-
ing general—GPT-4 (OpenAl, 2024) and Llama 3
(Meta, 2024). The motivation behind this choice
is that it is crucial to experiment with a diverse set
of LLMs, due to the lack of agreement in the liter-
ature over the superior performance of general or
domain-specific models for medical tasks (Zhou
et al., 2024; Nori et al., 2023). Henceforth, the two
most suiting domain-specific LLMs were chosen,
along with two general ones: one that had yielded
good results for medical tasks (GPT-4), and a pow-
erful, open-source one (Llama 3).

4.3 Evaluation

The evaluation was performed with G-Eval (Liu
et al., 2023), a state-of-the-art NLG evaluation
framework that uses a chain-of-thought (CoT) and
a form-filling paradigm to assess the quality of
texts generated by LLMs with GPT-4. The pri-
mary benefit of this evaluation framework is that
it achieves a higher correlation (0.588) with hu-
man judgments compared to conventional metrics
and previously established LLM-based evaluators,
such as BLEU or ROUGE.

For this study, we tested G-Eval with the fol-
lowing metrics:

1. Fluency: “the quality of the answer in terms
of grammar, spelling, punctuation, word
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choice, and sentence structure” (Fabbri et al.,
2021, as cited in (Liu et al., 2023)).

2. Coherence: “the collective quality of all sen-
tences. We align this dimension with the
DUC quality question of structure and co-
herence whereby ‘the answer should be well-
structured and well-organized. The answer
should not just be a heap of related informa-
tion, but should build from sentence to a co-
herent body of information about a topic’”
(Fabbri et al., 2021, as cited in (Liu et al.,
2023)).

3. Groundedness: “the use of a fact in the an-
swer, given the fact that this answer is con-
ditioned by it” (Mehri & Eskenazi, 2020, as
cited in (Zhong et al., 2022)).

4. Naturalness: “the quality of the answer in
terms of being like something a person would
naturally say” (Mehri & Eskenazi, 2020, as
cited in (Zhong et al., 2022)).

These metrics were chosen because they encom-
pass linguistic aspects related to human-likeness
and user experience, so the scores associated with
them can shed light on which models perform best
on these aspects. In other words, this evaluation
gives insights into how each LLM performs on the
task of advice about lifestyle changes, from a lin-
guistic point of view.

GPT-4 Llama3  MedAlpaca Meditron
Fluency 0.865 0.864 0.844 0.846
Coherence 0.753 0.732 0.726 0.694
Groundedness 0.883 0.879 0.851 0.894
Naturalness ~ 0.806 0.787 0.826 0.818
Avg. scores  0.827 0.816 0.812 0.813

Table 1: Results of the LLM evaluation.

4.4 Results and Discussion

As shown in Table 1, all the models had similar av-
erage scores across every metric, within the range
0.812 - 0.827, and with GPT-4 giving the high-
est score. Nevertheless, the results of the one-way
ANOVA indicated that none of the differences be-
tween models in any metric were statistically sig-
nificant (p >0.05).

GPT-4 outperformed the other models in flu-
ency (0.865) and coherence (0.753), which illus-
trates its linguistic abilities to generate dialogues.



The model’s scores in fluency and coherence indi-
cate its advanced linguistic capabilities, which are
crucial for dialogue. Its fluency score (0.865) re-
flects the model’s ability to produce smooth, eas-
ily readable text. GPT-4’s coherence score (0.753)
also surpasses the other models, suggesting that
GPT-4 maintains logical consistency and context
better throughout its responses. However, other
individual metrics show slightly different results.

Meditron, one of the domain-specific mod-
els, received the highest score on groundedness
(0.894), where the generated answers where com-
pared about those from the golden standard in
the MASH-QA dataset. Groundedness measures
the factual accuracy and alignment of generated
answers with a predefined gold standard, in this
case, the MASH-QA dataset. Meditron’s domain-
specific training likely enhances its ability to pro-
duce accurate, relevant information within its spe-
cialised area. This specialisation illustrates the
trade-off between general linguistic capabilities
and domain-specific accuracy. While other mod-
els surpass Meditron in metrics concerning gen-
eral dialogue quality, Meditron provides more pre-
cise and reliable information in the medical field.

The most surprising aspect of the data is in
the results of naturalness, where MedAlpaca out-
performed the other models (0.826). Naturalness
evaluates how human-like the generated responses
are, which is critical for creating engaging interac-
tions. Despite MedAlpaca not leading in overall
average scores or in fluency and coherence, its top
performance in naturalness suggests that its gen-
erated messages are more intuitively aligned with
human conversational patterns. Since naturalness
was the most important metric, due to its rela-
tion to human-likeness, MedAlpaca was the cho-
sen model to embed in the conversational agent of
the main experiment.

S Experiment II: User Experiment

We further compared the user experience with
the neutral and empathetic conversational agents
based on MedAlpaca.

5.1 Procedure

The experiment consisted of randomised con-
trolled trials followed by cross-sectional surveys.
A total of 25 participants were recruited, all of
whom had completed university-level education.
Of these participants, 68% identified as women,
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and 32% identified as men. In terms of age dis-
tribution, 68% were between 25 and 34 years old,
while 12% were either 18 to 24 years old or 35 to
44 years old. Additionally, 4% were aged 45 to
54 years, or 55 to 64 years. The participants did
not necessarily search for lifestyle change. They
interacted with the chatbot remotely and were in-
structed to complete the experiment in a quiet en-
vironment. The independent variables included
factors such as the participant demographics, em-
pathy condition and scenario.

An initial questionnaire was used to gather in-
formation on personal information such as age and
gender, and a 5-point Likert scale questionnaire on
the following topics: frequency of use with chat-
bots, feelings towards chatbot use, and feelings to-
wards chatbot use in healthcare.

A within-subject design was used, where the
same participant tested all conditions. During the
experiment, they interacted with a chatbot and
asked for lifestyle advice according to the follow-
ing scenarios they enacted: eating healthier, exer-
cising more, quitting smoking and reducing alco-
hol intake. After each of those four scenarios, they
filled in a questionnaire.

5.2 Materials

The questionnaire used to test the participants’
interaction was an adapted version of the Chat-
bot Usability Questionnaire (CUQ) (Holmes et al.,
2019). The CUQ was selected due to its evalu-
ation focus on conversational agents. Traditional
metrics like the SUS (Brooke et al., 1996), though
valuable, may not fully capture the nuanced as-
pects of chatbot interactions. The CUQ, in con-
trast, is designed to assess these aspects, making
it a more suitable tool for evaluating the overall
usability and effectiveness of chatbots.

While the original CUQ questions focus on
the usability and evaluation of the chatbot’s inter-
face, they barely cover linguistic aspects. Hence-
forth, we modified the CUQ so that it could assess
the chatbot’s communication style, particularly the
impact of empathetic versus neutral tones, which
was one of the main objectives of this study. The
adapted CUQ has two sets of questions: the first
8 of them evaluate the linguistic aspects of the in-
teractions, and the other 8 focus on the usability
aspect (see Table 2).



Question

1 The chatbot’s personality was realistic and engaging.

2 The chatbot seemed too robotic.

3 The chatbot was welcoming during initial setup.

4 The chatbot seemed very unfriendly.

5 The chatbot acknowledged my feelings appropriately.

6  The chatbot ignored my concerns.

7  The chatbot used language that was considerate and support-
ive.

8  The chatbot communicated in a cold and distant manner.

9  TItrust the information provided by the chatbot.

10 T am skeptical of the advice the chatbot gave me.

11 Chatbot responses were useful, appropriate and informative.

12 Chatbot responses were irrelevant.

13 Tam satisfied with my experience interacting with the chatbot.

14 My experience interacting with the chatbot was frustrating.

15 I would recommend this chatbot to others for lifestyle change
advice.

16 I would advise others against using this chatbot for lifestyle

change advice.

Table 2: Adapted Chatbot Usability Questionnaire
used in our user experience study.

5.3 Data Collection and Analysis

Our data, collected anonymously and remotely,
consist of the questionnaire’s responses and chat-
logs.

To investigate the impact of the empathy con-
dition on the CUQ scores, we conducted a one-
way ANOVA with blocking, using chatbot experi-
ence, chatbot opinion, and medical chatbot opin-
ion as block variables. Before proceeding with the
analysis, the dataset underwent a rigorous process
to check for normality and homogeneity of vari-
ances. Normality tests, such as Q-Q plots and his-
tograms, were conducted to visually inspect that
the CUQ scores within each group (empathetic
or neutral chatbot) followed a normal distribution.
Additionally, the Kolmogorov—Smirnov test was
applied to confirm that the distribution of the CUQ
scores do not significantly differ from a normal
distribution with equal mean and deviation.

Additionally, we conducted a qualitative analy-
sis using the chatlogs and participants’ answers to
the open questions in the questionnaire.

5.4 Results and Discussion of the
Quantitative Analysis

5.4.1 Overall CUQ Score

The overall CUQ score comprises the results from
the complete questionnaire, without any distinc-
tion between the nature of the questions. The
mean overall CUQ score for the empathetic chat-
bot was 66.3+17.0, and 49.4420.3 for the neu-
tral one. Moreover, the empathetic chatbot consis-
tently scored higher across all the scenarios, as it
can be seen on Figure 2.
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Figure 2: Overall CUQ scores per empathy condi-
tion and scenario.

The ANOVA results show that the empathy
condition is highly statistically significant, with a
p-value of 0.00002138 (p <0.001), whereas the
block variables (chatbot opinion, medical chatbot
opinion, and chatbot use frequency) are not. The
ANOVA coefficients illustrate how much chang-
ing each variable modifies the CUQ score. The
intercept shows us the “base case” which, in this
case, it is when the condition is empathetic, the
chatbot frequency of use is yearly, and the opin-
ion towards regular and medical chatbots is uncer-
tain. In this base case, the average CUQ score was
64.9+4.0. Then, it showcases that, if from this
base case we only change the condition to neutral,
without modifying all the other variables, the av-
erage CUQ score will be reduced by -17.043.8.
This effect is significant (p <0.001). Other block
variables are not statistically significant.

5.4.2 Linguistic CUQ Score

The linguistic CUQ score encompasses a subsec-
tion of scores about linguistic statements. These
sentences evaluated if the chatbot’s linguistic style
while providing answers was perceived as wel-
coming, friendly and supportive by the partici-
pants. The empathetic chatbot had a mean linguis-
tic CUQ score of 59.3+9.7, compared to 50.2+9.2
for the neutral chatbot. Similarly to the previous
section, the empathetic chatbot consistently out-
performed the neutral one across all scenarios, as
illustrated in Figure 3.

The ANOVA reveals that the empathy condi-
tion is also highly statistically significant, with a p-
value of 0.000007095 (p <0.001). Regarding the
ANOVA coefficients, with the base case described
in the previous section, the average CUQ score
is 59.5+2.1. If the condition shifts from empa-
thetic to neutral, without altering any other factors,
the average CUQ score decreases by -9.1+2.0, a
change that is statistically significant (p <0.001).
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Figure 3: Linguistic CUQ scores per empathy con-
dition and scenario.

The remaining block variables do not have a sig-
nificant effect.

5.4.3 Usability CUQ Score

The usability CUQ score includes a subset of
scores related to usability statements, assessing
whether participants perceived the chatbot’s an-
swers as useful and relevant for lifestyle change
advice. The empathetic chatbot had a mean usabil-
ity CUQ score of 57.1+8.5, while the neutral chat-
bot scored 49.2+12.3. Consistent with previous
findings, the empathetic chatbot consistently sur-
passed the neutral one in all scenarios, as shown
in Figure 4.

= I

T =

=5 Ba 5=

CUQ Score

0 20 40 60 80 100

Alcohol Exercise Food Smoking

Scenario

Figure 4: Usability CUQ scores per empathy con-
dition and scenario.

The ANOVA demonstrates that the empathy
condition has a highly statistically significant ef-
fect, with a p-value of 0.0003546 (p <0.001). This
indicates that the variation observed in the CUQ
scores is unlikely to be due to chance. In the con-
text of the base case described in the previous sec-
tions, the average CUQ score is 55.5+2.3. When
the condition is shifted from empathetic to neu-
tral, while keeping all other conditions constant,
there is a notable decrease in the average CUQ
score by -7.942.1. This decrease is statistically
significant, with a p-value of less than 0.001, high-
lighting the impact of the empathy condition on
the CUQ scores. Additionally, the analysis reveals
that the remaining block variables do not have a
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significant effect on the CUQ scores.

5.5 Results and Discussion of the Qualitative
Analysis

5.5.1 Chatbot Dialogues

The dialogue excerpts obtained from the chatlogs
highlight the differences in the way neutral and
empathetic chatbots respond to user queries. In
the interactions with the neutral chatbot, responses
were direct and factual, with no additional com-
mentary or expression of understanding. For ex-
ample, when a participant asked about fruits low
in sugar, the chatbot simply listed “apples, pears,
and berries” without further elaboration. This pat-
tern is consistent across all interactions with the
neutral chatbot, where the focus was on delivering
concise and straightforward information.

In contrast, the empathetic chatbot provided re-
sponses that not only addressed the participants’
queries but also incorporated elements of empa-
thetic communication. The responses often be-
gan with expressions of understanding or concern,
followed by advice or information that was more
detailed and personalised. For instance, when a
participant mentioned feeling sluggish after meals,
the empathetic chatbot acknowledged the partici-
pant’s feelings and provided a comprehensive an-
swer that included suggestions for dietary adjust-
ments and a rationale behind those suggestions.

This approach aligns with the lexical and
phrasal choices associated with empathetic com-
munication as identified by Yaden et al. (2023)
and Lapointe (2014), such as the use of first
and second person pronouns (‘I understand that
you feel...”), modal verbs (“would”, “could”), and
phrases that validate the user’s experiences (“I
hope this advice was helpful.”). Furthermore, an
n-gram frequency analysis of the chatlogs reveals
significant differences in word usage between the
empathetic and neutral chatbots. Specifically, the
words identified in Yaden et al. (2023) as char-
acteristic of empathetic communication constitute
14.04% of all unigrams produced by the empa-
thetic chatbot, compared to 6.80% in the neutral
chatbot. Similarly, the two-word phrases listed
in Lapointe (2014), account for 3.27% of all bi-
grams generated by the empathetic chatbot, but
only 0.86% in the neutral one. These differences
are highly statistically significant (p <0.001).



5.5.2 User Feedback

Participants’ feedback further supports the con-
trast between the interactions with the neutral and
empathetic chatbots. Users often described the
responses of the neutral chatbot as “cold” and
“robotic”, noting the lack of empathetic engage-
ment. One participant remarked that the chatbot’s
responses felt like “getting a list of Google re-
sults”, which indicates that the interaction was per-
ceived as impersonal and purely informational.

Conversely, feedback on the empathetic chatbot
was generally positive, with participants appre-
ciating the more engaging and supportive nature
of its responses. Participants highlighted that the
empathetic chatbot provided “useful” information
and that the interaction felt “lively” and “holis-
tic”. One participant even mentioned that the chat-
bot’s advice made them seriously consider chang-
ing their behaviour, such as reducing alcohol con-
sumption. These comments and descriptions align
with the conclusions from the previous subsection
on the chatbot dialogues.

6 Conclusion

This paper aimed to investigate how the use of em-
pathy in generated messages can affect user expe-
rience during queries about lifestyle changes.

The two primary contributions of this study are
to provide insight in the impact of empathetic ver-
sus neutral tones in messages in a LLM based
chatbot, and to understand user expectations in
human-computer interactions - using chatbots -
in the healthcare domain, especially on lifestyle
changes.

The results of the first experiment show the dif-
ferences between different LLMs, specifically two
domain-specific and two general ones, on the dif-
ferent metrics fluency, coherence, groundedness
and naturalness. These differences are not big,
and the model with the most naturalness on the
MASH-QA dataset concerning lifestyle questions
- MedAlpaca - is chosen as the model to use in the
second experiment.

The results of the second experiment show that
empathy plays a crucial role in enhancing user
satisfaction. The empathetic chatbot significantly
outperformed the neutral chatbot across all dimen-
sions measured by the Chatbot Usability Ques-
tionnaire, including overall user experience, lin-
guistic perception, and usability (p <0.001). This
outcome highlights the importance of empathy in
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chatbot communication, especially in healthcare
settings where users are likely to seek comfort and
understanding.

Beyond just evaluating chatbot performance,
it was essential to analyse what users expect
from these interactions and how these expectations
shape their experience. Results revealed that users
expect healthcare chatbots to offer more than just
accurate and relevant information — they expect
to participate in an interaction that mirrors human
conversation. The high CUQ scores for the em-
pathetic chatbot suggest that when these expecta-
tions are met, users are more satisfied and more
likely to view the chatbot as a trustworthy and ef-
fective tool for asking about health advice.

Some of the limitations of this work include
that the user experiment was specifically set to 4
scenarios and the participants recruited were not
searching actively for lifestyle change. Although
the participants were free to use their wording, the
scenarios were quite restricted. In future work, it
would be nice to conduct the experiment in a more
realistic setting with more participants to verify
our findings. Additionally, the sample size was
relatively small and homogeneous, which hinders
the generalisation of the results to a broader pop-
ulation. For example, individuals from different
educational backgrounds or age groups might pri-
oritise straightforwardness over empathy, which
could yield slightly different results over the pre-
ferred tone in messages. Future work could repli-
cate the experiment with a larger, more diverse
sample to verify whether these preferences could
be applied universally or are influenced by specific
demographic factors.

In summary, it is evident that the most ef-
fective healthcare chatbots are those that bal-
ance generating accurate medical information with
an empathetic dialogue style. While other gen-
eral linguistic capabilities are important, the suc-
cess of a healthcare chatbot heavily relies on
its ability to communicate empathetically and
align with human conversational patterns. This
project has demonstrated that incorporating empa-
thy into chatbot design can significantly improve
user experience, making these tools more appeal-
ing and effective in supporting lifestyle changes
and health-related decision-making.
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