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Abstract

Smaller LLMs still face significant chal-
lenges even in medium-resourced lan-
guages, particularly when it comes to
language-specific knowledge – a problem
not easily resolved with machine-translated
data. In this case study on Icelandic, we
aim to enhance the generation performance
of an LLM by specialising it using un-
structured text corpora. A key focus is
on preventing interference with the mod-
els’ capabilities of handling longer context
during this adaptation. Through ablation
studies using various parameter-efficient
fine-tuning (PEFT) methods and setups, we
find that increasing the number of train-
able parameters leads to better and more
robust language adaptation. LoRAs placed
in the feed-forward layers and bottleneck
adapters show promising results with suf-
ficient parameters, while prefix tuning and
(IA)3 are not suitable. Although improve-
ments are consistent in 0-shot summarisa-
tion, some adapted models struggle with
longer context lengths, an issue that can be
mitigated by adapting only the final layers.

1 Introduction

LLMs have strong multilingual capabilities and
top the leaderboards even for less-represented lan-
guages (Nielsen et al., 2024). However, smaller
LLMs still struggle with these languages, ham-
pering fast and resource-efficient inference. In-
struction tuning on machine-translated data can im-
prove performance compared to English-only tun-
ing (Muennighoff et al., 2023; Chen et al., 2024a)
but models still fall short when evaluated on na-
tive benchmarks, likely due to missing language-
specific knowledge (Chen et al., 2024b). While col-
lecting large amounts of native instruction-tuning

data could address this issue, this can be costly
or infeasible. This makes techniques for adapting
models using unstructured text data valuable.

In this paper, we perform ablations with
parameter-efficient fine-tuning (PEFT) methods for
language adaptation with unstructured text data
after instruction alignment. This diverges from
the standard setup for fine-tuning a model: Un-
like typical fine-tuning, where the adaptation data
closely matches the expected output format, the
data we use is closer to the expected output in
language but likely further from the target task for-
mat. Therefore, the setup risks interference with
the original instruction-tuning objectives, possibly
leading to catastrophic forgetting (Mccloskey and
Cohen, 1989). In addition, hardware constraints
made us choose a maximum context length smaller
than the one used in pre-training, risking further
performance degradation.

Therefore, we aim to identify setups that do not
interfere with previously learned abilities. We at-
tempt to avoid catastrophic forgetting with PEFT
methods that leave the majority of or all model pa-
rameters unchanged: LoRA (Hu et al., 2022), IA3

(Liu et al., 2022), bottleneck adapters (Houlsby
et al., 2019) and prefix tuning (Li and Liang, 2021).
We experiment with the number of learnable param-
eters, the placement of LoRA matrices in different
Transformer modules and layers, as well as the
training corpus used for adaptation.

We use the smallest instruction-tuned LLaMA
3.2 model (LlamaTeam, 2024) with 1B parameters
and adapt it to Icelandic, evaluating performance
on text summarisation. Our findings are that:
• LoRA and bottleneck adapters show improve-

ments especially in 0-shot settings, though sim-
ply adding target-language task demonstrations
also improves the performance substantially.

• A higher number of trainable parameters is better.
• LoRAs in the feed-forward layers are the

best-performing setup, followed by bottleneck
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adapters. LoRA in the attention layers works
less well, particularly considering the number of
trainable parameters. We therefore conclude that
feed-forward modules are the most promising
target in language adaptation.

• Prefix tuning hurts the model’s capabilities.
• Some setups with few trainable parameters nega-

tively impact 5-shot performance, possibly due
to smaller context lengths at adaptation time com-
pared to pre-training time. This can be resolved
by restricting adapter placement to the top layers.

2 Experimental Setup

2.1 Models

We use Llama-3.2-1B-Instruct, the newest and
smallest Llama model at the time of writing, with
1B, 16 layers, and a hidden size of 2048. This
model has been tuned with instruction fine-tuning
(Wei et al., 2022) and reinforcement learning with
human feedback (Ouyang et al., 2024)1.

2.2 Adaptation Data

Our main dataset for adaptation is the Icelandic
portion of CC100 (Conneau et al., 2020) that has
been processed with CCNet filtering (Wenzek et al.,
2020) to increase data quality. We randomly select
250,000 text chunks, with a maximum length of
1,024 tokens, resulting in 12.5M tokens. This data
was likely seen during pre-training, i.e., the model
is not exposed to new data but primed towards Ice-
landic. As web-crawled corpora are reportedly of
lower quality for smaller languages (Kreutzer et al.,
2022; Artetxe et al., 2022), we perform ablations
with the curated Icelandic Gigaword Corpus (IGC)
(Steingrímsson et al., 2018; Barkarson et al., 2022),
using sections from its subsets Books, Wiki, Social,
and Journals. Even here we use 250,000 chunks,
resulting in 12M tokens. As the Social subset is by
far the largest and we aim to have a large portion
of highly curated text, we undersample it by using
only 10%, resulting in a dataset composition of 9%
Books, 17% Wiki, 22% Journals, and 52% Social.

2.3 Adaptation Methods and Setups

The code, prompt generator and adapters used
for the experiments in this paper can be found
at github.com/jekunz/peft-la. We use
the Transformers (Wolf et al., 2020) and Adapters
(Poth et al., 2023) libraries, a learning rate of 5e-5,

1Ablations with the base model Llama-3.2-1B showed in-
ferior performance with and without adaptation.

a linear learning rate scheduler, and a batch size of
4.2 All adapters are trained with a causal language
modeling objective. We test the following methods
and setups:
LoRA is a widespread adaptation technique for
generative LLMs. In the most common setup,
it adds low-rank decomposition matrices to the
model’s self-attention modules and trains only
those. The matrices can be merged into the weights,
removing the inference overhead. For LoRA in the
attention module, we test ranks 1024, 256, 128,
32 and 8 and apply LoRA to the query and value
matrices, which is reportedly the most stable setup
(Fomenko et al., 2024). We also test LoRA in the
feed-forward module and place LoRAs in all ma-
trices using ranks 256, 128, 64, 32 and 8. For both
module setups and all ranks, we use use α = 2r.
IA3 is the most parameter-efficient among the meth-
ods tested. It multiplies activations in the model’s
attention (key and value) and feed-forward matrices
with learned vectors, adding hardly any overhead.
Bottleneck adapters add smaller intermediate lay-
ers with a down- and up-projection in between the
model’s layers. While popular for encoder model,
bottleneck adapters are less common for generative
LLMs as they increase the number of parameters
and depth even during inference. We train Houlsby
adapters with reduction factors of 64, 16 and 4.
Prefix tuning prepends a sequence of learnable
prefix vectors to the input sequences, allowing the
model to attend to the prefix vectors when gener-
ating the subsequent tokens. As the vectors add to
the sequence length, even prefix tuning slows down
inference. We use a prefix length of 30 tokens.

2.4 Evaluation

To assess generative performance, we evaluate ab-
stractive text summarisation with the RÚV Radio
News (RRN) dataset (Sverrisson and Einarsson,
2023) in the main → intro setup, i.e., generating
the introduction from the main body of the article.
We filter out articles missing one of these fields.

We evaluate the summaries using BERTScore
(Zhang et al., 2020) (base model: bert-base-
multilingual-uncased) to measure the representa-
tional similarity between the output and the refer-
ence, and ROUGE-L (Lin, 2004) for surface over-
lap, based on the longest common subsequence.

2As the learning rate and scheduler are crucial in continued
pre-training (Ibrahim et al., 2024), we also tested 1e-5 and 1e-
4 and a cosine scheduler but did not observe large differences.
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The models are evaluated in 0-shot, 1-shot and
5-shot setups with minimal prompts in Icelandic3

that instruct the model to summarise the article in
one paragraph and include markers for the start of
both the article and the summary.

3 Results and Discussion

3.1 PEFT Methods

0-shot 1-shot 5-shot

No Adapter 53.37 / 04.09 64.68 / 10.26 64.01 / 11.37

LoRA-qv-1024 63.61 / 08.57 66.53 / 11.70 65.50 / 12.06
LoRA-qv-256 63.27 / 08.32 65.55 / 11.05 62.97 / 10.56
LoRA-qv-128 62.55 / 07.63 64.51 / 10.78 62.23 / 10.54
LoRA-qv-32 61.06 / 06.62 62.68 / 08.98 55.42 / 05.60
LoRA-qv-8 60.45 / 05.21 61.53 / 08.23 56.62 / 06.42

LoRA-ff-256 65.60 / 09.72 69.06 / 13.89 69.10 / 15.48
LoRA-ff-128 64.67 / 08.87 69.10 / 13.86 68.36 / 14.55
LoRA-ff-64 63.72 / 07.86 67.72 / 12.60 67.46 / 13.65
LoRA-ff-32 62.94 / 07.19 67.61 / 12.18 67.42 / 13.76
LoRA-ff-8 61.69 / 06.36 64.85 / 10.39 62.66 / 10.09

(IA)3 56.70 / 04.56 64.07 / 09.47 61.74 / 10.37

Bottlen.-4 63.78 / 08.15 66.75 / 11.74 66.74 / 13.21
Bottlen.-16 63.33 / 08.38 67.77 / 13.11 65.80 / 12.36
Bottlen.-64 60.66 / 05.16 64.79 / 09.96 61.32 / 08.59

Prefix 55.84 / 02.02 54.56 / 01.73 49.86 / 00.67

Table 1: Comparing adaptation methods.
BERTScore F1 / ROUGE-L.

As shown in Table 1, language adaptation consis-
tently improves 0-shot summarisation scores. How-
ever, for 1-shot and 5-shot setups, the results are
more mixed, and in some setups decrease compared
to the baseline without adaptation. That the 1-shot
setup without adaptation already shows compara-
ble performance to many adaptation setups implies
that in-context learning, where possible, can be an
alternative to language adaptation for this model.

The best-performing method are LoRAs in the
feed-forward layers. Even bottleneck adapters with
a reduction factor of 16 or 4 consistently increase
scores, although there is a noticeable difference in
performance to feed-forward LoRA. As illustrated
in Figure 1, feed-forward LoRA also results in the
highest BERTScores relative to the number of pa-
rameters added, followed by bottleneck adapters.
LoRA in the attention matrices requires substan-
tially more parameters to reach a comparable per-
formance. These results show that the placement of
the PEFT modules in the Transformer architecture

3We also tested English instructions, which led to slightly
worse results, except for the no adapters model, where English
instruction slightly improved the 0-shot performance.

plays a crucial role even if the number of trainable
parameters is the same.

Some setups interfere with the model’s ability to
operate on longer inputs as the performance espe-
cially in the 5-shot setup decreases. We hypothesise
this is a result of limiting the context length to 1,024
tokens during the adaptation process. LoRA in the
attention module is the most heavily affected setup,
suggesting that the effectiveness of self-attention
when processing longer contexts is harmed.

We observe that performance improves as the
LoRA rank increases or the bottleneck reduction
factor decreases, indicating that sufficient learning
capacity is necessary for better results in language
adaptation. This is in line with the underwhelm-
ing performance of (IA)3, which introduces the
fewest parameters. Designed as an alternative to
in-context learning for task adaptation, (IA)3 does
not transfer well to language adaptation.

Prefix tuning with textual data decreases the per-
formance substantially for the 1- and 5-shot setups.
We assume that as prefixes have a direct impact
on the generation, prefixes that diverge from the
expected output format harm the model’s abilities
to match the latter. For this reason, prefix-tuning
an instruction-tuned model on unlabelled text does
not work, whereas prefix-tuning on specific tasks
like summarisation, or instruction tuning in general,
works well as shown by Zhang et al. (2024a).

3.2 Ablation 1: LoRA Modules

0-shot 1-shot 5-shot

q,v 63.27 / 08.32 65.55 / 11.05 62.97 / 10.56
ff 65.60 / 09.72 69.06 / 13.89 69.10 / 15.48
ff + q,v 65.44 / 09.61 68.44 / 13.14 68.89 / 15.17

Table 2: Comparing LoRA module placement.
BERTScore F1 / ROUGE-L; LoRA rank 256

We have a closer look at the module place-
ment of LoRAs and compare LoRA in the self-
attention module, LoRA in the feed-forward mod-
ule, and LoRA both in the self-attention and the
feed-forward module.

In the results given in Table 2, we see that for the
same rank, LoRA in the feed-forward module is
better than in the attention module. Moreover, it is
slightly better than LoRA in both the attention and
the feed-forward modules. We find this surprising
given that the latter option has the most trainable
parameters and conclude that having LoRA even
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Figure 1: Number of trainable parameters plotted against BERTScores. Prefix tuning (34M parameters)
and (IA)3 (49K parameters) are excluded.

in the attention matrices is at best unnecessary.

3.3 Ablation 2: Layer Exclusion

0-shot 1-shot 5-shot

No Adapter 53.37 / 04.09 64.68 / 10.26 64.01 / 11.37
All Layers 61.06 / 06.62 62.68 / 08.98 55.42 / 05.60
All but last 2 59.39 / 04.83 60.26 / 07.37 57.73 / 06.51
All but last 4 59.89 / 04.93 62.37 / 08.70 58.29 / 07.02
Only last 2 59.64 / 03.64 63.55 / 08.37 65.40 / 12.42
Only last 4 58.78 / 04.56 62.20 / 08.22 61.94 / 10.57

Table 3: Layer Exclusion experiments. BERTScore
F1 / ROUGE-L; Self-attention (qv) LoRA rank 32.

Fine-tuning primarily affects the final layers of
a model (Merchant et al., 2020; Mosbach et al.,
2020; Zhou and Srikumar, 2022). We explore two
strategies focusing on these layers: (1) excluding
the final layers during adaptation to preserve the
instruction-tuning capabilities while focusing on
general language learning, which is likely stored
in earlier layers, and (2) adapting only the final
layers, as this may be sufficient and could maintain
the model’s robustness with respect to the limited
context length used in our adaptation process (a
key issue highlighted in Section 3.1).

We test the two hypotheses using self-attention
LoRA with rank 32 as this configuration shows
strong 0-shot performance but suffers in the 5-shot
setup. The results in Table 3 show that the first
hypothesis does not hold; excluding the last layers
does not improve the performance and, in some
cases, degrades it. The second hypothesis, however,
appears plausible: restricting LoRA modules to the
last two layers yields the best 5-shot results among
all setups in Table 3, outperforming the baseline
without adaptation. However, this comes at the

expense of a slight decrease in 0-shot performance.
We are hopeful that these insights can guide us
in developing customised methods for language
adaptation.

3.4 Ablation 3: Training Corpora

0-shot 1-shot 5-shot

CCNet 63.27 / 08.32 65.55 / 11.05 62.97 / 10.56
IGC 60.80 / 05.75 61.02 / 06.48 58.31 / 06.17

CCNet 65.60 / 09.72 69.06 / 13.89 69.10 / 15.48
IGC 63.66 / 08.10 66.19 / 10.46 66.37 / 12.00

CCNet 63.78 / 08.15 66.75 / 11.74 66.74 / 13.21
IGC 61.39 / 05.58 64.95 / 09.79 65.24 / 11.54

Table 4: Comparing text corpora for adapta-
tion. BERTScore F1 / ROUGE-L; LoRA-qv-256
(above), LoRA-ff-256 (middle) and bottleneck re-
duction factor 4 (below).

In Table 4, we do not observe a benefit of train-
ing on the IGC; on the contrary, the performance is
consistently lower. While this is in line with previ-
ous research (Artetxe et al., 2022; van Noord et al.,
2024), note that we do not test on any task where
high-quality generation is important but on text
summarisation, which can rely on copying chunks
of text. We also note that CCNet is probably more
diverse, and that different mixes from the IGC may
lead to different results. We therefore believe that
it is worthwhile to continue testing on curated data.

3.5 Future Work

In order to test whether our findings generalise, we
plan to extend our approach to other languages,
larger models and adapters trained on more data,
and to explore the effect of training on longer con-

326



texts. Based on our experiments on the placement
and training of adapters in Section 3.3, we hope
to find a sweet spot for language adaptation where
no relevant information is overwritten but genera-
tion performance is improved. Inspiration could
be taken from methods that automatically detect,
and assign more parameters to, layers of particular
importance (Zhang et al., 2023; Yao et al., 2024).

A common approach to mitigate interference
is episodic memories – mixing in examples from
previous tasks (Chaudhry et al., 2019), in our case,
instruction-tuning data. This has shown promise in
other works (Jiang et al., 2024; Parmar et al., 2024),
making it worthwhile to incorporate.

One challenge in evaluating language adaptation
methods is that automatic metrics for generative
performance provide limited and potentially mis-
leading insights. While running extensive human
evaluations for all ablations in this paper is imprac-
tical, a human study of model outputs for the most
promising setups, across a diverse set of prompts,
should be included in future evaluations.

4 Related Work

Razumovskaia et al. (2024) find that LoRA lan-
guage adaptation with unstructured text data im-
proves the linguistic quality of generated texts in
human ratings but usefulness and performance on a
(translated) natural language inference benchmark
remain low. Their study indicates that benchmark
evaluation could underestimate the usefulness of
language adaptation in chat and generation setups.

Work on testing other PEFT architectures than
LoRA for language adaptation of LLMs has been
sparse. While bottleneck-style language adapters
trained on text corpora are a common setup for
cross-lingual transfer with encoder models (Pfeif-
fer et al., 2020; He et al., 2021; Faisal and Anasta-
sopoulos, 2022), they have been largely overlooked
for generative models, likely due to the inference
overhead that can be avoided with LoRA, as the
latter works equally well for task fine-tuning. Our
experiments show that similar findings hold for lan-
guage adapters: Bottleneck adapters perform well
but there are LoRA setups that reach the same per-
formance or are better while avoiding the overhead.

Recent language adaptation works have focused
on target-language instruction fine-tuning, often
with machine-translated data (Muennighoff et al.,
2023; Chen et al., 2024a; Holmström and Doost-
mohammadi, 2023). In cross-lingual transfer, mul-

tilingual instruction tuning has shown promise, par-
ticularly for generative tasks (Kew et al., 2023) and
for larger models (Chen et al., 2024a). However,
models trained on machine-translated data may per-
form well on translated evaluation sets but struggle
on native benchmarks (Chen et al., 2024b).

5 Conclusion

We tested a range of PEFT methods for language
adaptation using unstructured text corpora, finding
that LoRA in the feed-forward modules yielded
the most promising results, followed by bottleneck
adapters. LoRA in the attention modules performed
less well, was less robust to larger context lengths
and needed more parameters for a comparable per-
formance. Combining LoRAs in both the attention
and feed-forward modules did not improve over
feed-forward LoRAs only, and may even lead to
slightly decreased performance. Prefix tuning and
(IA)3 were not suitable at all.

Our results show that across architectures, more
trainable parameters lead to better scores, show-
ing, perhaps unsurprisingly, that sufficient learning
capacity is crucial for language adaptation.

Some adaptation setups led to a decline in perfor-
mance as contexts get longer; possibly a result of
restricted context lengths during adaptation. How-
ever, this issue can be mitigated by training only
the last layers. Notably, we did not observe any pos-
itive effects from using higher-quality pre-training
data sourced from narrower domains.

Moving forward, with a higher resource invest-
ment, we see the potential that more training data,
possibly with instruction data in the mix, and longer
context lengths improve the performance further.
However, to truly assess the potential of these meth-
ods, we need more diverse, language-native evalua-
tion data, as well as fine-grained human evaluations
that assess various aspects of generated language
quality and content.

Limitations

The meaningfulness of automated text summarisa-
tion metrics when using news text summaries as
references has been questioned and is highly de-
pendent on the dataset (Zhang et al., 2024b). While
our search for effective setups yielded conclusive
results with BERTScore and ROUGE-L, moving
forward, it will be crucial to incorporate human
evaluations and more diverse tasks to accurately
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assess performance across a broader and better-
interpretable range of criteria.

As we have discussed in Section 5, we see a
critical need for more language-native evaluation
data, in particular datasets that incorporate signif-
icant language-specific knowledge (Chen et al.,
2024b). Testing on a limited set of language-native
tasks most of which are classification tasks, or on
machine-translated data, may give a limited picture
of the effect of language adaptation.

Due to computational constraints, we were un-
able to include larger models or more than one lan-
guage in this study. As a result, it remains unclear
whether our findings apply to other languages, es-
pecially those that are typologically more different
from or closer to English.
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