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Preface

Welcome to the 1% International Workshop on Nakba Narratives as Language Resources (Nakba-NLP
2025), co-located with the 31! International Conference on Computational Linguistics (COLING 2025).
Nakba-NLP 2025 was held virtually on January 20, 2025.

The narratives of the (ongoing) Palestinian Nakba hold immense historical, cultural, literary, and
academic value. Preserving this content and empowering it with Al tools is vital to ensure its accessibility
and usability for present and future generations. Nakba narratives and testimonies exist in diverse formats
such as manuscripts, books, audio recordings, novels, and films, making their conversion into machine-
understandable formats a significant challenge. Establishing accessible archives and well-annotated
collections is crucial for researchers and historians to validate and share meaningful information.

This workshop aims to explore how artificial intelligence, natural language processing, and corpus
linguistics can assist in understanding, disseminating, and preserving Nakba narratives and testimonies.
The goal is to create accessible, comprehensive, and well-annotated collections that empower researchers
and historians to validate and share critical insights derived from these data. The workshop targets
datasets and narratives in Arabic, English, and other languages.

This year’s workshop featured a total of 18 submissions, 14 submissions were accepted. The accepted
papers are authored by 43 scholars representing diverse perspectives from 11 different countries,
including the Egypt, France, Germany, Lebanon, Malta, Netherlands, Palestine, Spain, Turkey, USA, and
UK. This highlights the international reach and collaborative spirit of the workshop. Each submission to
the workshop was evaluated by at least two reviewers who were members of the Program Committee.

The Nakba-NLP 2025 workshop featured a keynote address and a panel discussion. Ilan Pappé, a
renowned historian and political scientist from the University of Exeter, specializing in the Nakba,
delivered the keynote address titled "The Words Laundrette: Unmasking Bias and Propaganda in the
Discourses on the Ongoing Nakba". In his address, Pappé delved into how language is used, shaped,
and contested within political and cultural narratives surrounding the Nakba—providing critical insights
directly applicable to the role of NLP in analyzing such complex discourses.

The panel discussion, "Digital Archives and Cultural Heritage in the LLM Era," brought together
leading experts, including Dawn Knight, Antonio Moreno Sandoval, Muhammad Abdul-Mageed, and
Mustafa Jarrar. Their thought-provoking dialogue explored the rapidly evolving interplay between digital
archives, cultural heritage, Large Language Models and Multimodal Large Models, highlighting the
field’s pressing challenges and transformative opportunities.

We would like to thank everyone who submitted a paper to the workshop and to all the members of the
Program Committee.

Workshop organizers

Workshop Page: https://sina.birzeit.edu/nakba-nlp
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Deciphering Implicatures: On NLP and Oral Testimonies

Zainab Sabra
Department of Philosophy, Erasmus University of Rotterdam/ Rotterdam, Netherlands
Department of Philosophy, American University of Beirut / Beirut, Lebanon
sabra@esphil.eur.nl

Abstract

The utterance of a word does not intrinsically
convey its intended force. The semantic of
utterances is not shaped by the precise refer-
ences of the words used. Asserting that "it
is shameful to abandon our country" does not
merely convey information; rather, it asserts
an act of resilience. In most of our exchanges,
we rarely utilize sentences to describe reality
or the world around us. More frequently, our
statements aim to express opinions, to influ-
ence, or be influenced by others. Words carry
more than just their syntax and semantics; they
also embody a pragmatic normative force. This
divergence between literal and conveyed mean-
ing was depicted in the literature of philosophy
of language as the difference between sentence
meaning and speaker meaning. Where the for-
mer is the literal understanding of the words
combined in a sentence, the latter is what the
speaker is trying to convey through her expres-
sion. In order to derive the speaker meaning
from the sentence meaning, J.L. Austin relied
on conventions, whereas H.P. Grice relied on
conventional and nonconventional implicatures.
This paper aims to decipher how we can infer
speaker’s meaning from sentence meaning and
thereby capture the force of what has been artic-
ulated, focusing specifically on oral testimonies.
I argue that oral testimonies are forms of speech
acts that aim to produce normative changes.
Following this discussion, I will examine vari-
ous natural language processing (NLP) models
that make explicit what is implicit in oral testi-
monies with its benefits and limitations. Lastly,
I will address two challenges, the former is re-
lated to implicatures that are not governed by
conventions and the latter is concerned with the
biases inherent in hermeneutical approaches.

Introduction

“You do not suppose that you can learn,
or I explain, any subject of importance
all in a moment; at any rate, not such a

1

subject as language, which is, perhaps,
the very greatest of all’-Socrates.

The utterance of a word does not intrinsically
convey its intended force. For instance, when Nay-
fah Abd al Tayih!, one of the testimony givers in
the Al Jana collection found in Palestinian Oral
history Archives, expresses, "bul 4 Lle L
("Shame on us if we leave our homeland"), or when
Fatime Abd al Samad?, another testimony giver in

the same archive, states," u’ ; j;‘ ¢ J-\f do‘j (RS

("This is my duty, and I must fulfill it"), what is pro-
duced is not merely sound waves traveling through
the air. The meaning of these utterances is not
shaped by the precise references of the words used.
For example, asserting that "it is shameful to aban-
don our country" does not merely convey informa-
tion; rather, it asserts an act of resilience. In most
of our exchanges, we rarely utilize sentences to
describe reality or the world around us. More fre-
quently, our statements aim to express opinions, to
influence, or be influenced by others. Words carry
more than just their syntax and semantics; they also
embody a pragmatic normative force. This paper
aims to decipher how we can infer speaker mean-
ing from sentence meaning and thereby capture
the force of what has been articulated, focusing
specifically on oral testimonies. The first section
will establish the semantic theory that characterizes
linguistic practices as normative, drawing upon ex-
isting literature in speech act theory. I will argue
that oral testimonies should be considered as forms
of speech acts. The second section will address
the indeterminacy of the implications of what is
said, providing tools to clarify such indetermina-
cies, specifically through the examination of con-
ventional and conversational implicatures. Follow-

"Palestinian Oral History Archives, American University
of Beirut, Al Jana, Nakba Collection, recorded 06/1997

ZPalestinian Oral History Archives, American University
of Beirut, Al Jana, Nakba Collection, recorded 07/1997
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ing this discussion, I will examine various natural
language processing (NLP) models that that facil-
itate the work of researchers in the field of oral
history. Lastly, I will address two challenges, the
former is related to implicatures that are not gov-
erned by conventions and the latter is concerning
the biases inherent in hermeneutical approaches.

2 Saying is Doing: On the normative
aspect of language

In the literature of the philosophy of language, the
force of a word, known as illocutionary force, is
central to speech act theories. J. L. Austin, in How
to Do Things with Words, defines this force as fol-
low:

The utterance of the sentence is part
of, the doing of an action, which again
would not normally be described as...
merely saying something. The action
which is performed when we say some-
thing is an illocutionary act; for example,
informing, ordering, warning, undertak-
ing (Austin, 1965).

Speech can be viewed as a normative vehicle aimed
at transitioning from a set of entitlements that en-
able the speaker to articulate a sentence toward in-
stituting normative changes in the status quo. The
former will be referred to as the input of speech,
while the latter will be regarded as the output of
speech. The input is the set of entitlements, con-
ditions and circumstances that gives credibility to
the speaker as a proper speaker i.e. one can only
pronounce a couple husband and wife if he is a reg-
istered priest. The output is the normative changes
the utterance institutes i.e. once the priest utters the
expression then the couple are socially and legally
referred to as a married couple. Since the input of
the expression is governed by a set of norms that
enable the utterance in question, and the output of
the expression is the normative changes it invokes
in the status quo then linguistic practices can only
be understood within a normative social structure.
Language is used as a tool to mitigate normative
societal practices by inducing normative changes
such as asserting a commitment is taken as a justifi-
cation for your future behavior, making a promise
is taken as producing expectations for the hearer,
issuing an order is taken as inducing a feeling of
obligation in the hearer etc. Linguistic activities
are interwoven with nonlinguistic activities.

Applying the dichotomy between input and out-
put, we can analyze the relevant testimonies in the
following manner. Fatime is a testimony giver in
a collection of archive that aim to provide the oral
history of Palestinians since pre 1948. Fatime’s
set of input is successfully met, as she is a Pales-
tinian, she was living in A’akka in 1948 and she
was chosen by the interviewer to be a testimony
giver. In addition, the fact that she was resisting
leaving her house behind, ensuring that she gets all
her family members from under the rubble, insures
that Fatime is a legitimate candidate to deliver a
testimony about her perspective on what her duty
is. The output of the testimony in question does
not only serve to mirror a reality about the facts
that unfolded back then but rather it is an author-
itative claim that assert her commitment towards
her family members and her household. In this
specific explication we can depict the interaction
between the linguistic and nonlinguistic aspects of
oral testimonies. In order for us to be able to rec-
ognize the output of the speech and give its proper
normative aspect -as a prescription rather than a
description- it is essential to be familiar with the
context in question.

2.1 The illocutionary Force and the
Indeterminacy of Hermeneutics

The illocutionary force of an utterance
determines the type of illocutionary act
being performed. A single sentence can
be used with varying illocutionary forces;
for instance, the phrase ‘It is raining’
may function as an assertion, a conjec-
ture, or a question (Searle, 1969).

If you are asking someone about the weather and
they answer ‘It is raining’, you take their assertion
as reporting a fact about the weather. If a child
asks her father whether she can play outdoors and
he answers that ‘It is raining’, then his answer is
a rejection to the proposal. For the hearer to ac-
curately derive what is implied from what is said,
immersion in the context surrounding the conversa-
tion is essential. This context can be analogous to
a stage in a theater, where each prop, costume, and
bodily gesture contributes to the audience’s under-
standing of the actor. The more the scene unfolds
and the mise en scéne is revealed, the clearer the
meaning behind the actor’s expressions becomes
and the better the audience can pick from the differ-
ent possibilities of illocutionary outcome. To fully



comprehend the speaker’s utterance, one must be
familiar with her identity (Who is making the utter-
ance?), her personality (Is she typically sarcastic,
serious, or witty?), and the situational and historical
background. This list of contextual elements is not
fixed; it is adaptable based on the aims of the anal-
ysis. On another note, the context encompasses not
only the speaker but also the audience, whose state
of mind can influence interpretation—what one lis-
tener finds offensive, another might find humorous.
Thus, the aforementioned list which would help
in deriving what was meant from what was said
should include information about the speaker, the
hearer, and the dynamics of their interaction.

Given the peculiarity of oral testimonies the char-
acteristics of the context are adapted to answer
the following questions:: a) the identity of the re-
searcher which answers to the question: Who is
she affiliated with? What is the aim of her study?,
b) the identity of the testimony giver (the narrator):
Based on what was she chosen to give a testimony?
What were her relevant social and historical condi-
tion?, c)the audience the listeners of the audio or
readers of the transcript: To whom is this narrative
directed? What is their background information?
The contextual elements presented contributes the
semantic dimension of the testimony given. The
plasticity of its semantic value is but an indication
of the coupling between words and society.

Given the indeterminacy of the hermeneutical
scheme in question one needs to have some basic
assumption to avoid a case of ‘Téléphone cassé’
where the more the expression is repeated the far-
ther we dive away from the initial speaker meaning.
H. P. Grice in Logic and conversation distinguishes
between sentence meaning and speaker meaning.
The former pertains to the literal meaning of the
utterance, while the latter refers to the intended
meaning conveyed by the speaker. A proper un-
derstanding of the speaker meaning requires an
understanding of the implications of what was said.
For the hearer to be able to derive the implications
implicit in the discourse some basic assumptions
need to relied on.

2.2 Deriving what is not said but rather
implied
Grice introduces the cooperative principle as a guid-

ing tenet for effective communication:

Make your conversational contribution
such as is required, at the stage at which

it occurs, by the accepted purpose or di-
rection of the talk exchange in which you
are engaged(Grice, 1991) .

The primary assumption necessary for grasping the
implications of an utterance is that the speaker is co-
operating with the listener. When Nayfah claimed
"Uak 44 Wle | Le" after she was asked about the

imbalance of power between the colonizer and the
colonized, if the assumption is solely descriptive
we will not be able to derive the true meaning of
what was said. Nayfah’s speech act is an asser-
tion which serves as a commitment that justifies
her action. The connection between saying and do-
ing is revealed through the lens of the cooperative
principle. It is only by taking into consideration
the context in question that we can recognize the
implication of Nayfah’s utterance.

2.3 On Conventional and Conversational
Implicature

Some of the implications between what is said and
what is implied are conventional i.e. the relation be-
tween what is said and what is implied can be easily
grasped for anyone familiar with the conventions in
question. Other implications are non-conventional,
Grice refers to these as conversational implicature.
He describes them as a

certain subclass of non-conventional im-
plicature which I shall call conversa-
tional implicatures, as being essentially
connected with certain general features
of discourse (Grice, 1991).

The common norm underlying both conventional
and nonconventional implicature is that the speaker
is being cooperative with the direction of the talk
exchange. Since the former is conventional then
it should follow some explicit norms and rituals.
Grice identifies four maxims that underpin coop-
erative principle: 1)Quantity: make your contri-
bution as informative as required, 2)Quality: do
not say that which you believe is false,3)Relation:
your utterance should be relevant to the stage of
the talk exchange you’ve reached and 4)Manner:
avoid any obscurity or ambiguity in your speech ex-
change(Grice, 1991) . These maxims are not found
apriori, they are routed in societal practices and
constitute the precondition of making a meaningful
talk. Since they are derived from empirical obser-
vations that make a talk exchange efficient, then



there is the possibility that a speaker can violate,
exploit or dismiss at least one of the maxims.

Other types of implications are conversational.
Whenever at least one of these maxims is violated,
the resulting instance can be identified as a con-
versational implicature. Unlike conventional im-
plicatures, the conversational implicature is not a
direct inference from conventions in question but
rather it presupposes the exploitation of the con-
ventions making it more difficult for the hearer
to naturally derive the speaker meaning from the
sentence literal meaning. This requires additional
interpretative effort to understand what is being
conveyed. In deciphering such meanings, Searle
and Austin emphasize the importance of factual
background information, the principle of coopera-
tion, and the conditions outlined in the theory of
speech acts. Grice, however, highlights the role of
intuition

The presence of conversational implica-
ture must be capable of being worked
out; for even if it can in fact be intu-
itively grasped, unless the intuition is
replaceable by an argument, the impli-
cature will not count as a conversational
implicature: it will be a conventional im-
plicature (Grice, 1991).

3 Digitalized Oral testimonies

Whether it is the power of conventions or that of
intuition, what was mentioned above is but a proof
of the complexities reigning the realm of seman-
tics. William Schneier in Oral History in the Age
of Digital Possibilities highlights the complexity in
the epistemic approach towards the narrative. The
oral historian must not only comprehend the voice
of the narrator but also ensure that the force behind
this voice is preserved in the written narrative.. He
claims ‘I have gained a strong appreciation for the
value of hearing accounts many times over, and in
different contexts, in order to understand the mean-
ing and to recognize multiple meanings, depending
on context and audience’ (Nyhan and Flinn, 2016).
One has to be aware how easily one can make as-
sumption about meaning. It should be as well clear
that the variety of ways in which people use and
understand oral narrative give birth to different ac-
counts of the same discourse said or written. In
order to make sure that the narrative is authentic to
what was narrated, what needs to be preserved is
the interchange between the researcher and the re-

searched, the historical background in question, the
nuances of oral narratives, the conventional mean-
ing of the words used and the context at hand, while
ensuring that the Gricean principle and maxims are
being observed.

3.1 Oral History: Written or Heard?

The human voice consist of carefully
crafted and culturally shaped pressure
waves traveling through the air in the
form of words, woven together in the
form of a story (Boyd, 2014).

The story, shaped through the act of narrating, must
be preserved in the written narrative while consid-
ering the factors discussed earlier. To fully capture
the force of spoken language, it is often more effec-
tive to listen to the recording—especially if it is in
the listener’s native language—than to rely solely
on the written account. Spoken words tend to be
clearer and convey more nuances and sentiments
than written ones. The innovation and advance-
ment of technology have introduced new meth-
ods for preserving oral testimonies. From micro-
phones and recording machines to wax cylinders,
algorithms, software, digital archives, and techno-
logical progress has made it increasingly practi-
cal to preserve and disseminate these narratives.
The internet, in particular, has become an invalu-
able tool for making recordings accessible to the
public. Palestinian Oral History Archive (POHA)
is an example of a solid database that preserves
more than 1000 hours of testimonies narrated by
first generation Palestinians and other Palestinian
communities displaced in Lebanon. The digital
platform created for this archive allows users easy
access to numerous recordings ‘the eyewitness nar-
ratives of first generation refugees have been in-
strumental to the survival of the cultural geography
of spaces, traditions and histories from pre-1948
Palestine’ (mentioned in the collection). This digiti-
zation of the material is an invaluable innovation
that ensured the flourishing of oral history in the
digital world. Instead of merely reading narrative,
audiences now have the opportunity to engage di-
rectly with the actual recordings. It is not only the
recording that was preserved but also the life story
of the participants as they were narrated. Their
memory, their past and their life story were pro-
tected and made available to the public, only a
click away from immersing themselves in the com-
pelling stories.



Oral history... is the verdict of those who
weren’t there on those who were (Nyhan
and Flinn, 2016).

Systems such as Oral History Metadata Synchro-
nizer (OHMS) provide a new opportunities that
makes the access to oral testimonies even more user
friendly. Navigating these recordings reveals tex-
tual titles and sets of keywords that correspond to
specific segments within the audio. This feature is
beneficial for researchers, enhancing the efficiency
of their research work. Instead of spending count-
less hours listening to entire testimonies to extract
relevant information for their study, researchers can
now browse through keywords, listen to the corre-
sponding segment and build their analyses more
effectively. The advantages of a metadata synchro-
nizer are evident in the Palestinian Oral History
Archive (POHA). Each interview in this extensive
database is accompanied by a time-coded transcript,
enabling researchers to click on specific keywords
corresponding to particular time segments in the
recording. The primary benefit of metadata syn-
chronizers lies in their ability to allow researchers
proficient in the narrator’s language to directly lis-
ten to the recording. This user-friendly, firsthand
access is the most effective way for researchers
familiar with the language of the discourse to fully
grasp the implications of the uttered sentences. Af-
ter providing the researcher an easy access to the
recorded testimonies, it is her role to capture con-
versational implicatures or address potential biases.

While the advantages of OHMS are clear, they
primarily function as a search engine for those who
are familiar with and immersed in the language of
the speaker. As a Lebanese researcher, [ was im-
pressed by the ease of accessing various recordings.
The indexing system allowed me to focus on spe-
cific segments relevant to my studies. I encountered
no difficulty in understanding the content, being a
native Arabic speaker and familiar with the socio-
political context of the interviews. There are two
significant challenges: listening to the testimonies
requires more time than reading the narrative, and,
more importantly, not all scholars are familiar with
or immersed in the narrator’s language. This raises
an important concern: how can one achieve a com-
prehensive understanding of what is narrated from
looking at the narrative (whether translated to one’s
native language or not)? Additionally, how can a
transcript fully capture the hermeneutics of spoken
language?

4 On Natural Language Processing:
What is natural about natural
language?

What distinguishes language processing applica-
tions from other data processing systems is their
use of knowledge of natural language (Keselj,
2009). This approach does not focus solely on the
formal understanding of language as developed by
philosophers like Gottlob Frege and Bertrand Rus-
sell, but rather emphasizes the informalist aspect
of language. Grice presents two accounts that are
relevant to our subject of study. On one hand in the
literature of philosophy of language, the formalists
employ formal devices such as A, V, 3,V to repre-
sent their counterparts in natural language such as
‘and, or, there exists, for all’. Words that do not con-
form to this formal structure are often viewed as ex-
ceptions to be minimized or disregarded. However,
following our initial examination, which centers on
language as a speech act and grounds semantics
in the illocutionary force attached to an utterance,
we depart from a strictly formalist view. As Grice
notes,

language serves many important pur-
poses besides those of scientific inquiry.
There are very many inferences and argu-
ments expressed in natural language and
not in terms of these devices, that are
nevertheless recognizably valid (Grice,
1991).

If we adopt a formalist approach to natural lan-
guage, it would seem plausible that any algorithm
could accurately depict the semantics of our speech.
However, given that we do not take this approach,
the task of preserving the natural language of oral
testimonies becomes significantly more complex.
As previously noted, context plays an indispens-
able role in determining the semantic value of an
utterance. Therefore, any model employed for this
purpose must be enhanced with deep learning ca-
pabilities, particularly those equipped with word
sense disambiguation (WSD) tasks—i.e. the task
of selecting the correct sense of a word within a
given context.

Before detailing the specific tasks that an NLP
model should encompass, it is important to reit-
erate the context we are addressing: individuals
who prefer reading the transcript or those unfamil-
iar with the original language and thus rely on a
translated transcript. For this to be feasible, the



initial model must be capable of converting speech
into text. Automatic Speech Recognition (ASR),
a subset of natural language processing, performs
this function by transcribing spoken words into text,
thereby facilitating analysis, search, and archiving.
The technologies under ASR uses machine learn-
ing algorithms to convert spoken language into text.
It recognizes audio input, identifies the phonetic
components of the segments, and transcribes them
into written words (Keselj, 2009).

For the native speaker, incorporating the audio
with the text presents the ideal scenario which will
provide a rigorous framework in truly capturing the
illocutionary force of oral testimonies. However,
it is the case that most researchers are not familiar
with the native language of the narrator. To pre-
serve the hermeneutics of narrated content, particu-
larly in terms of conventional and conversational
implicatures for a foreign language, a speech-to-
text model alone is insufficient. In most cases, the
challenge extends beyond phonetics, morphology,
and syntax to encompass semantics and pragmat-
ics.

To adequately capture these multilayers of mean-
ing, an NLP model incorporating deep learning
architectures and techniques is necessary. Deep
learning in natural language processing features a
multidimensional approach that assists the reader in
interpreting the speaker’s intended meaning. Pho-
netics, which studies linguistic sounds and their
relationship to written words, is a foundational
component in any NLP system. Morphology, the
study of the internal structure of words, is also
crucial, as it helps link words to sounds and under-
stand their composition—an essential step for inter-
preting word meanings and grammatical structures.
Lastly, syntax is vital for discerning the structural
relationships among words in a sentence, laying
the groundwork for an accurate representation of
both meaning and context.

4.1 On the pragmatics of the expression

If we stop at this point, we achieve only a formal un-
derstanding of natural language. However, as pre-
viously mentioned, natural language—especially
in the context of oral history— cannot be fully
understood through formal language alone. To
capture the nuances necessary for comprehending
conventional and conversational implicatures, an
NLP model must incorporate characteristics that
allow readers of transcripts to grasp these deeper
meanings. This is achievable through the following

two essential components: semantics and pragmat-
ics. The study of semantics, grounded in Frege’s
compositionality thesis from Begriffsschrift (1879),
posits that the sense of a compound expression is
determined by the senses of its constituents. In
the context of deep learning, semantics involves
the analysis of word meanings and how they com-
bine to convey the meaning of a sentence. How-
ever, even at this level, the generated output pri-
marily captures the sentence meaning. To move
beyond this and capture the normative aspects of
discourse, deep learning models integrate pragmat-
ics. Pragmatics situates the use of language within
a broader context, allowing the analysis of linguis-
tic discourse to extend beyond isolated sentences
and incorporate the standards and conventions that
shape communication (Goyal et al., 2018).

Deep learning models encompass the five char-
acteristics outlined above, enabling them to cap-
ture nuanced meanings and their relationships to
text, as well as perform sentiment analysis that
makes explicit the emotions implicit within an
utterance. BERT (Bidirectional Encoder Repre-
sentations from Transformers) is an example of a
model that can support the analysis of text gener-
ated by ASR. BERT’s bidirectional understanding
of sentences—analyzing both preceding and fol-
lowing text—allows it to contextualize meaning
within a broader discursive framework. The ca-
pacity for sentiment analysis is particularly vital
in testimonies that shape the life story of the nar-
rator. BERT-based models provide summaries of
lengthy testimonies while emphasizing key events
and themes. By fine-tuning BERT for sentiment
analysis, it becomes possible to identify emo-
tional tones within testimonies, such as anger, fear,
and more. The dual capacity for generating con-
cise summaries and conducting sentiment analysis
equips researchers with tools that not only enhance
efficiency but also offer insights into the semantic
nuances of discourse, which can shift depending
on emotional variations. Recognizing sentiments
is particularly important, as it aids researchers in
understanding the implications of the narrator’s
speech. For example, the statement, “Shame on us
to leave our country” when expressed in a tone of
sadness and helplessness, may suggest that the nar-
rator feels forcibly displaced and powerless. Con-
versely, if the same statement is delivered with
anger, it could reflect the narrator’s stance on re-
sistance and resilience. By using ASR to tran-
scribe spoken words into written text and employ-



ing BERT to interpret both the explicit content and
the implicit meanings within the text, a compre-
hensive approach can be achieved. This method
is especially beneficial for non- native speakers,
enabling them to engage more effectively with the
narratives conveyed.

NLP offers a powerful tool that has made the
history of oral testimonies more accessible to the
public. For listeners immersed in the language
being narrated, systems like OHMS provide the
advantage of a user-friendly archive, complete with
keywords and titles that correlate with their exact
timing in testimony segments. For those unfamil-
iar with the language, combining ASR with BERT
can facilitate a deeper hermeneutical understand-
ing, helping to interpret what is implied but not
explicitly stated. However, whether the listener is
an Al model or a human, deriving the meaning of
what is said (illocutionary force) comes with its
own set of obstacles. In the final section of my
paper, I discuss two challenges: one specific to Al
and non-native readers, and another that considers
the possibility of a bias-free epistemic approach to
the utterances of the narrator.

5 Challenges to be resolved

5.1 On the unpredictability of conversational
implicatures

As previously discussed, some implicatures are con-
ventional while others are conversational. Refer-
ring to conventions means referring to a set of rules
and rituals that, through repeated use over time,
form a pattern known as ‘conventions.’ It is rela-
tively straightforward for an NLP model to identify
such patterns and infer the conventions. Similarly,
for a foreign listener, an immersion in the native
speaker’s community over time can facilitate the
recognition of these patterns and the abstraction
of conventions. Therefore, grasping conventional
implicature requires a degree of immersion in the
other’s community to predict the meaning behind
spoken language, a possible task that both NLP
models and human effort can achieve.
Conversational implicatures on the other hand
are intrinsically non-conventional and do not ad-
here to predictable patterns. An Al trained to make
connections based on pattern recognition would
struggle to capture the essence of conversational
implicature. By definition, Grice introduces con-
versational implicature as a move that exploits es-
tablished norms. When narrating one’s story, it

is inevitable that both conventional and conversa-
tional implicatures will occur. While capturing the
former allows for the preservation of the illocution-
ary force governed by patterns, failing to mirror the
latter results in an incomplete representation of the
illocutionary force generated by conversational im-
plicatures. As a result, the hermeneutical account
derived from conversational implicatures is often
less precise and clear.

5.2 On biases inherent in the discursive
practices

The second challenge pertain to the presence of bias
on a human and Al level. Miranda Fricker a femi-
nist philosopher introduced in her book Epistemic
Injustice, Power and the Ethics of Knowing, the
concept of epistemic injustice. Her focus is on the
concept of injustice in the epistemic activity that
harms the individual in her capacity as a knower.
For the purposes of this paper, which centers on
oral testimonies, the focus will be on testimonial
injustice, one of the key forms of epistemic injus-
tice.

Epistemic and linguistic conduct are immersed
in the context of social power i.e. the ability to exert
force and constraint on the other. The ability to
assert authority is essential to discursive practices
as some are distinguished as authoritative discourse
whereas others as marginalized discourse. Fricker
defines identity power as

a form of social power which is di-
rectly dependent upon shared social-
imaginative conceptions of social identi-
ties of those implicated in the particular
operation of power...That governs for
example what it means to be a woman or
a man, or what it is or means to be gay or
straight, young or old, and so on (Fricker,
2007).

Constructed social identities, such as being labeled
a 'refugee’ or an ’Arab,’ create prejudices that im-
pact how individuals are perceived. When these
prejudices lead the hearer to assign less credibil-
ity to the speaker than warranted, it constitutes
testimonial injustice. Such biases are not exclu-
sive to human interactions but also extend to Al
The NLP models under consideration build impli-
catures based on social patterns, which are often
laden with identity power and prejudices. If the
database includes inherent prejudices, the Al model
will inevitably replicate these biases.



A notable example outside the realm of oral testi-
monies occurred in 2015 when Google’s algorithm
mistakenly labeled images of Black individuals as
gorillas. This error was rooted in the lack of diver-
sity within the training datasets. A similar issue
arises in the context of oral testimonies, where Al
tools risk misrepresenting narratives by perpetuat-
ing gender biases embedded in stereotypical lan-
guage patterns within the data. For instance, even
when a male nurse and a female doctor were inten-
tionally identified as such, the Al system continued
to associate the roles with traditional stereotypes,
labeling the nurse as female and the doctor as male.
Consequently, AI models reflect and perpetuate the
social biases inherent in the conventional patterns
they are trained on.

6 Conclusion

In navigating the interplay between oral tes-
timonies, natural language processing, and
hermeneutics, we are reminded that language is
not merely a vehicle for information but a dynamic,
context-dependent tool shaped by the voices that
tailor it. This paper has explored how NLP models,
when combined with deep learning, can serve as
powerful resources for capturing both the explicit
and implicit content of spoken narratives. How-
ever, the complexities in deriving conversational
implicatures and the biases that underpin both hu-
man and Al hermeneutical scheme present signif-
icant challenges. To engage meaningfully with
oral testimonies, particularly in diverse linguistic
and cultural landscapes, we must be vigilant of
the limitations and assumptions embedded in our
approaches. Only through recognizing these com-
plexities that we can strive for an epistemic practice
that respects the speaker’s voice and preserves the
force of their words. Addressing these challenges
demands a commitment to refining NLP models,
not only to replicate patterns but to approach the
nuanced approach of understanding—where words,
identity, and meaning converge in testimonies.
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Abstract

We argue that a cultural shift in Western per-
ceptions of Palestine began in the late 1990s to
2000s, leading to increased openness to Pales-
tinian perspectives, including awareness of the
Nakba. We present 3 computational analyses
designed to test this idea against data from the
2020 Google Books English dataset. The re-
sults support the claim of a cultural shift, and
help to characterize that shift.

Introduction

In the West today, there is some awareness of
the Nakba — the displacement and dispossession
through violence of Palestinian Arab society in
1948 (Zureiq, 1948). This awareness is evident
from references to the Nakba in discussion of the
current war in Gaza, and from the fact that a major
computational linguistics conference is hosting a
workshop on Nakba narratives. But not long ago,
things were different. In her book Perceptions of
Palestine, written from a U.S. perspective, Christi-
son (1999, p. 2) remarked:

The dispossession and dispersal of the
Palestinians in 1948 has always been and
to a great extent remains “an unrecogniz-
able episode,” as [Malcolm] Kerr put it,
even for most informed Americans ... —
unrecognizable in the sense not only that
the dispossession has been forgotten but
also that it is seldom recognized to be the
ultimate cause of the conflict.

From today’s perspective, these remarks seem
dated, and it is striking that the author does not
use the word Nakba in a direct reference to that his-
torical event. In contrast, several books published
in English since then have the word Nakba (Arabic
for catastrophe) in their title (e.g. Sa‘di and Abu-
Lughod, 2007; Masalha, 2012; Abdo and Masalha,
2018; Allan, 2021). Thus it appears that the Nakba
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has become more prominent in the West, both as a
recognized historical event and as a word, than it
was not too long ago. Why is this?

We pursue the hypothesis that a cultural shift
occurred in the late 1990s to 2000s, resulting in
greater Western openness to Palestinian perspec-
tives — including but not limited to awareness of
the Nakba. On this hypothesis, the shift emerged in
opposition to a dominant view that is indifferent or
hostile to Palestinian perspectives, and that views
Palestine and Palestinians from the outside, as a
problem, and in terms of the so-called “conflict”.
The collision of these two views can be seen in cur-
rent tensions in the West surrounding the Palestine
question; our hypothesis concerns the origins of
the more Palestine-sympathetic view.

Our study connects to prior computational work
that has explored linguistic reflections of dehuman-
ization (Mendelsohn et al., 2020; Caporusso et al.,
2024). We emphasize in particular the feature of
negative evaluation, which has been engaged in
this prior work, and also the notions of psychologi-
cal distancing and denial of subjectivity that have
been identified as features of dehumanization (Opo-
tow, 1990; Haslam, 2006) but have received less
attention in computational work. A related body
of work explores bias and propaganda in news me-
dia (e.g. Hamborg et al., 2019), and a line of this
work has specifically addressed representations of
the Palestine question in the news, in the context
of the current war on Gaza (e.g. Zaghouani et al.,
2024) and the 2014 Gaza war (Al-Sarraj and Lub-
bad, 2018). With respect to a cultural shift in West-
ern perceptions of Palestine, Telhami (2018, 2020)
and Serhan (2023) argued for a recent shift in the
U.S., based on polling data, and Regier (2016) pre-
sented evidence that the term the Nakba entered
the English language around 1998, and proposed
that this might have signalled the beginning of a
general shift. Regier and Khalidi (2024) provided
an initial test of that proposal, based on historical

Proceedings of the Proceedings of the 1st International Workshop on Nakba Narratives as Language Resources, pages 9-17
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patterns of language use, suggesting support for it.
However they did so briefly, in a few paragraphs
in a non-peer-reviewed publication, with technical
detail limited to 2 footnotes. Our study tests the
same hypothesis in detail; the specific analyses we
report here are novel.

In what follows, we first describe the data on
which we rely, and then test the hypothesis of a
general cultural shift in a series of 3 studies of
increasingly fine temporal grain, asking: (Study
1) Was there a general shift?; (Study 2) If so, was
the shift historically unusual?; (Study 3) Is such a
shift supported by the first appearance of specific
English words in a Palestinian context? We then
conclude, and consider limitations of this work.

Data

We drew on data from the 2-gram subset of the
Google Books English corpus (Michel et al., 2011),
Version 20200217,! which we took to be reason-
ably representative of elite Western language use.
We are aware of concerns surrounding this dataset,
in particular relating to its change in composition
over time, for example due to changes in the de-
gree of representation of scientific work and fiction
(e.g. Pechenick et al., 2015; Schmidt et al., 2021).
In an attempt to address these concerns, we re-
stricted attention to a subset of the overall 2-gram
dataset: those bigrams in which the first term is a
national adjective (explicitly marked as an adjec-
tive with the suffix _ADJ), and the second term is
any noun (marked with the suffix _NOUN) com-
posed of lower-case characters, which excludes
proper names.” This yielded a dataset of bigrams
such as Korean students, Nigerian government, Is-
raeli delegation, Palestinian territories, etc., hold-
ing frequency counts for each bigram for each year.
We also restricted the years under consideration
to 1948 (the year of the Nakba) through 2019 (the
last year covered by the dataset). We refer to this
restricted subset as the bigram dataset. The restric-
tion to (national adjective, noun) pairs is intended
to reduce any influence of a change in composi-
tion of the larger dataset over time: while an influx
of scientific publications or fiction could skew the
overall Google Books dataset by increasing the fre-
quency of certain terms, it seems less likely that it
would substantially skew a subset of that dataset

"http://storage.googleapis.com/books/ngrams/
books/20200217/eng/eng-2-ngrams_exports.html.

When listing words here, we omit the _ADJ and _NOUN
suffixes for readability.
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Figure 1: Relative frequency over time for Palestinian
(left y-axis) and Palestinian nakba (right y-axis), in the
subset of the Google Ngram dataset that we use: the
“bigram dataset”. The time period in pink is 1998-2012.

that is composed only of bigrams of this character.
When we calculate the relative frequency of a target
bigram, we normalize using only the frequencies
of bigrams in this bigram dataset. Figure 1 shows
such relative frequency traces over time for the
term Palestinian (i.e. Palestinian * where * is any
noun), and for Palestinian nakba. The time period
highlighted in pink (1998-2012) shows an increase
in usage for Palestinian, and a sharp increase from
near zero for Palestinian nakba. On this basis, we
take 1998-2012 to be a target period of apparently
greater attention to Palestinians, and we test the
hypothesis of a cultural change during that period.

Study 1: A general cultural shift?

If there was a general cultural shift, then there
should be expressions other than the Nakba or
Falestinian nakba that: (1) increased in frequency
during the target period, (2) are still in use, and (3)
convey openness to Palestinian perspectives. To
identify those words that increased in frequency
in a Palestinian context during the target period,
and that remained high-frequency afterwards, we
extracted from the bigram dataset those nouns n
that appeared in the bigram “Palestinian n”” dispro-
portionately more often after the target period than
before it. The target period is 1998-2012, so we
defined two periods on either side of it: the distant
past, which we call “then”, defined as 1948-1997,
and the recent past, which we call “now”, defined
as 2013-2019. We calculated, for each noun n that
appears in a bigram of the form “Palestinian n”,
the log of the likelihood ratio:

p(Palestinian n|now)

G(n,now) = log (1)

2 p(Palestinian n|then)
where the two conditional probabilities are es-
timated as relative frequencies based on corpus

counts in the bigram dataset, and with normaliza-
tion also based on counts in the bigram dataset,
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Figure 2: The histogram shows G(n, now) for all nouns
n that are modified by the national adjective Palestinian
in the bigram dataset. The red line marks this quantity
for the noun nakba, and the green line marks G/(n, now)
=5, which means that the bigram probability for “Pales-
tinian n” is 2° = 32 times greater in the recent than in
the distant past. Of the full set of 3698 nouns, 64, or
1.7%, are at or above this value.

with add-one smoothing applied to all corpus
counts. G(n,now) measures the extent to which a
given noun n was more frequent in a Palestinian
context in the recent than in the distant past, and
Tenenbaum and Griffiths (2001) argue that this
quantity, the log of the likelihood ratio, captures
the cognitive notion of being a good example of
a category — in this case, the category of the re-
cent rather than the distant past. Thus, nouns with
high values for G(n,now) should be good exam-
ples (hence the letter G), or prototypical, of text
from the recent rather than the distant past.

The results of this analysis are shown in Figure 2.
It can be seen that nakba (red line) is an extreme
example of a word that showed increased relative
frequency in a Palestinian context during the re-
cent past compared with the distant past; thus, the
bigram Palestinian nakba is identified as prototypi-
cal of the recent past, among bigrams starting with
Palestinian. At the same time, nakba is not the only
such extreme example. The green line in the fig-
ure marks a value that is lower than that for nakba,
but high enough that only a small fraction of all
nouns is at or above this value (see caption). The 64
words in this upper tail are listed in the top panel of
Table 1, in order of decreasing G(n, now), i.e. de-
creasing prototypicality with respect to the recent
past. A number of these newly prominent words
capture a view of Palestinians from “up close,
without much psychological distancing. This can
be seen in words (other than nakba) that explic-
itly adopt Palestinian perspectives, as one would
expect if there had been a general cultural shift,
e.g. sumud (Arabic for steadfastness), keffiyeh, in-

B

3We used this method rather than that of Monroe et al.
(2008) because this method is simpler and has an independent
connection to the cognitive notion of being a good example.
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tifadas, words that highlight Palestinian subjectiv-
ity, e.g. subjectivity, testimonies, narratives, and
words that capture ordinary human interests e.g.
football, restaurants, filmmakers. Another theme
represented here is that of the internet, e.g. inter-
net, website, hackers; this is significant because it
has been suggested (Regier, 2016; Regier and Kha-
lidi, 2024) that the advent of the internet may have
facilitated a cultural shift in Western perceptions
of Palestine, by opening up access to information
from a wide range of sources that previously would
have been difficult to find. Overall, there seems to
be a tendency for the newly prominent words to
capture Palestinian perspectives from “up close”,
i.e. with minimal psychological distance, and thus
in a way that emphasizes Palestinian humanity, i.e.
the opposite of dehumanization.*

The bottom panel of the same table shows the
64 nouns n that appear in the highest frequency
bigrams of the form “Palestinian n” for the same
period, i.e. 2013-2019, listed in order of descend-
ing frequency. This is conceptually distinct from
the words with greatest prototypicality for that pe-
riod just seen in the top panel, and the contents of
the high-frequency list contrast with the prototypi-
cal words. The high-frequency list contains many
words that capture the dominant view of Palestini-
ans “from the outside”, i.e. with greater psycholog-
ical distance — and in fact as a problem, which word
is included in the list, along with words that, while
not necessarily expressing psychological distance,
do not express closeness, e.g. state, people, conflict,
issue, refugees. There is no overlap between the
two lists, although intifadas (note the plural, only
applicable since 2000) appears in the first list, and
intifada appears in the second. This lack of over-
lap indicates that the newly prominent words are
not extremely prominent in absolute terms. There
are some apparent exceptions to the general ten-
dencies noted above — e.g. intifada among the
high-frequency words, and corruption among the
newly prominent words — but the general tenden-
cies themselves seem at least qualitatively apparent.

We take these findings to support the view that
there was a recent general cultural shift in Western

“As a control, we re-ran the same analysis but on nouns
following the national adjective American (cf. Mendelsohn
et al., 2020). The American list of the top 64 nouns contained
many not found on the Palestinian list, e.g. millennials, sub-
prime, cybersecurity, cisgender, megachurches. The lists for
the two national adjectives contained the following nouns in
common: jihadist, jihadists, jihadi, website, websites, internet,
indigeneity; thus, these words highlight shared themes.



reforms statebuilding

Newly prominent: hip queers intifadas hackers indigeneity gays masculinity jihadist internet rappers bid victimhood
modernity spaces stakeholders accession cartoon rapper commemoration corruption jihadists website space rap patriation
cleric football telecommunications custodianship filmmaking reform mobility testimonies restaurants shahid sumud nakba
polling subjectivity textbook cinemas spouses practitioners coordinator websites keffiyeh imam presidency facilitators
classrooms airspace narratives livelihoods campaigners filmmakers jihadi print standoff textbooks imams colonial cinema

High frequency: state people conflict refugees territories cause population women refugee society citizens issue resistance
leadership territory land question nationalism children problem identity side groups rights leaders community struggle
terrorists peace villages leader civilians economy suicide self statehood prisoners uprising communities factions politics
residents organizations security history village movement youth woman delegation students areas case government workers
militants terrorism lands minority intifada police cities context families

Table 1: Top: Nouns that were newly prominent in a Palestinian context as of 2013-19, and thus prototypical of that
period rather than the distant past, listed by decreasing prototypicality. Bottom: Nouns that were high-frequency in

a Palestinian context during the same period, 2013-19.

(specifically Anglophone) perceptions of Palestine,
exemplified by newly prominent words that often
convey openness to Palestinian perspectives, and
psychological closeness to Palestinian experience,
in contrast with high-frequency words from the
same period, which do not show these features
as clearly. This pattern suggests that the cultural
shift was real but not especially high-profile at the
time. Instead, it can be characterized as a quiet
precursor to today’s prominence for some of the
same ideas, in the context of a continuing dominant
view that is not particularly receptive to Palestinian
perspectives.

Study 2: Was the shift historically unusual?

For a cultural shift to be noteworthy, it should be
unusual — specifically it should be the case that the
kinds of changes observed during that period are
not observed regularly during earlier historical peri-
ods. To test whether this is the case, we ran variants
of the analysis from Study 1 above, which picked
out words that were newly prominent in a period of
interest, but now for systematically varying target
periods. Specifically, we conducted such analyses
for several target decades: the 1960s, 1970s, 1980s,
1990s, 2000s, and 2010s. For each decade, the
past or “then” period lasted from 1948 up until the
last year before the target decade, and the “now”
period covered the years of that decade.’ A dif-
ference from the analysis in Study 1 is that here
we compare an earlier time period with the decade
immediately following it — whereas in the original
analysis we compared time periods on either side
of a specified target period. We adopt the form
of analysis we do here because the original analy-

SFor example, for the 1960s, “then” = 1948-1959 and
“now” = 1960-1969; for the 1970s, “then” = 1948-1969 and
“now” = 1970-1979, etc.
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sis spanned a large time range, and we wished to
move to a temporally finer grain, to pinpoint more
specifically when changes happened.

For each target decade, and for each Palestinian-
modified noun n in that decade, we obtained the
quantity G(n,now) as defined above, with the
“now” period being the target decade and the “then”
period being the period leading up to it, as just de-
scribed. This is a measure of the extent to which
the bigram “Palestinian »n” is more frequent in the
target decade, relative to the preceding period. Ta-
ble 2 shows, for each decade, the top 50 nouns that
were found to be newly prominent in a Palestinian
context for that decade, in order of decreasing
G (n,now).® Especially in earlier decades, there
are several words relating to Judaism, e.g. tal-
mud, yeshiva, targum, gemara. Many of the other
words align with what one might expect given the
historical record of the Palestinian national move-
ment: revolution, liberation, commando, guerillas,
resistance in the 1960s, when the PLO was first
formed and began to assume prominence; hijack-
ings, hijackers, skyjackers in the 1970s; intifada,
uprising, protestors in the 1980s, at the time of
the First Intifada; spokeswoman, tracks, ministries,
governance in the 1990s, at the time the Madrid
and Oslo processes. The 2000s are of particu-
lar interest because our target period (1998-2012)
falls mostly within this decade. Here, the newly-
prominent Palestinian words show a conflicting
mix of perspectives, perhaps reflecting change in
progress. On the one hand, we see the unfortunately
familiar theme of violence, presumably because of

®All words listed in this table had G/(n, now) values well
above zero, i.e. all showed a substantial increase in frequency
during the target decade, relative to the preceding period.
These words include a few misspellings and partial words,
presumably reflecting OCR errors: Issue (with a lower-case L,
rather than issue), confl (presumably part of conflict).



1960-1969: revolution liberation commando guerillas resistance guerilla organisations laissez action freedom exodus fighter
fedayin entity intellectuals guerrilla partisans commandos kerygma consciousness level schoolgirls commandoes guerrillas
sign diaspora ampulla bourgeoisie patriots congress oak talmud yeshiva activist personality struggle organizations individual
identity demands graduates targum saboteurs concept revolutionaries potential brigades fragment males grievances

1970-1979: objectives news camps splinter attempt mini targets bases rejectionists voice diplomacy dimension
demonstrations acts hijackers component approach attempts lssue statelet desire quarter reconciliation autonomy selfrule
coexistence militiamen leaderships recognition operation dialogue presence resolutions hijackings perceptions role
peoplehood dissidents involvement bomb gemara summit participation reporter clashes concentration murder skyjackers
spokesmen distinctiveness

1980-1989: dies cartoonist protester intifadah uprising businesses constants taxi folktale fida’iyyin boycott neighborhoods
Issues communication reunification scarves anthem marketing collaborator rioting separatists infighting departure unionists
intifada evacuation shells infrastructure passenger analyst intifadeh decisionmaking mujahidin rioters protesters nonviolence
entrepreneur missile decisionmakers interdependence savings genocide boyfriend agenda assaults cars childhood step sample
fringe

1990-1999: tourism track spokeswoman tracks subcontractors debts preventive adm ministries residency donor governance
knife television islands bantustans selfgovernance hanging empowerment groundwater police grassroots jails websites
management voter trucks worshipers businesspeople polls patriarchy capacities mufti nakba histories Intifada engagement
paramilitaries pork airport negotiator demilitarization publics investment custody lesbians plates democratization stateless
expenditure

2000-2009: hackers intifadas jihadists mortar moms reform rappers jihadist imams gays patriation modernity corruption
reforms shahid queers hip website landholder masculinity airspace internet sniper textbook firebrand suicide textbooks
cartoon spouses cinemas custodianship homicide schoolbooks victimhood pollster presidency apologists facilitators
contiguity cleric coordinator bombers classrooms medics schoolboys nakba rapper reformers premier descendants

2010-2019: indigeneity accession bid hip internet kitchen queers presidents dessert football rap push application hagiography
plaintiffs conict rapper websites rabbinic keffiyeh subjectivity campuses museum operative stakeholders spaces masculinity
space collective victimhood schism commemoration restaurants food claimants mobility practitioners filmmaking st confl

meals web cartoon campaigners telecommunications cuisine interviewees applications foods rappers

Table 2: Nouns that were newly prominent in a Palestinian context in several target decades, and thus prototypical
of that decade rather than the preceding past, listed by decreasing prototypicality for each decade.

the events of the Second Intifada (sniper, suicide,
bombers). On the other hand, there are a number
of words that suggest an awareness of Palestinian
perspectives and concerns; these include nakba,
and also contiguity, and arguably moms, medics,
cinemas. Also of note are e.g. website, internet,
hackers, which, as noted above, likely reflect the
advent of the internet, a possible mechanism for
the proposed cultural shift. In contrast, the 2010s
appear to be a period in which newly prominent
words more consistently reflect Palestinian perspec-
tives and experiences. Of note, 7 of the top 50
newly prominent words in this decade, or 14%,
concern food: kitchen, dessert, restaurants, food,
meals, cuisine, foods. There are very few food-
related words in other decades (but see pork in the
1990s) — this development, along with other words
from this decade, suggests a move away from view-
ing Palestinians as a political problem, and toward
viewing them “up close” as normal human beings
with normal interests such as food, and suggests
more generally a new openness to and interest in
Palestinian culture.

We supplemented this qualitative analysis with
a quantitative one. Specifically, we assessed the
valence, positive or negative, of each noun (without
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the adjective Palestinian) via sentiment analysis.’
We used this to classify each of the words in Ta-
ble 2 above, and noted what proportion of the top
50 words per decade had positive sentiment. The
results are shown in Figure 3; Fisher’s exact test
conducted on the counts underlying those propor-
tions indicated a significant association (p < 0.025,
2-tailed) between positive sentiment and the 2010s,
compared with the 1960s-2000s pooled together.

"We considered several sentiment analysis methods and
eventually settled on DistilBERT base uncased finetuned SST-
2, based on DistilBERT (Sanh et al., 2019) and made available
by HuggingFace. The model accepts text as input (in our case
a single noun) and returns a sentiment classification (positive
or negative) together with a score showing the probability of
the positive or negative classification. We found that all nouns
in our data were classified as either very strongly positive or
very strongly negative, such that the score added negligible
information, and so we retained only the positive/negative clas-
sification and not the score. We compared the coverage and
classifications of this model with those of two crowd-sourced
sentiment lexicons, the NRC Word-Emotion Association Lexi-
con, or EmoLex (Mohammad and Turney, 2013), and the NRC
VAD Lexicon (Mohammad, 2018), and found that: (1) Distil-
BERT covered approximately twice as many of the nouns in
our data as did the crowd-sourced lexicons; (2) DistilBERT
and EmoLex agreed in their negative/non-negative classifi-
cations for 86% of the nouns they both covered; and (3) the
results we report here are qualitatively unchanged if EmoLex
or VAD are used instead of DistilBERT, with attention re-
stricted to the words covered by those lexicons.
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Figure 3: Proportion of the top 50 nouns that are newly
prominent in a Palestinian context that have positive
valence, per decade. The words analyzed here are those
shown in Table 2.
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Figure 4: Proportion of the top 250 nouns that are newly
prominent in a Palestinian context that have positive
valence, by year. The time period shown in pink is the
target period 1998-2012.

This confirms the impression that there is more
positive sentiment among the newly prominent
Palestinian-modified words of the 2010s, compared
with those of earlier decades.®

Finally, we wished to move to an even finer tem-
poral grain, so we re-ran the above analysis, but
now targeting specific years rather than decades.
For each year, we used Equation 1 to identify which
words showed disproportionately greater relative
frequency in that year, compared with all previ-
ous years since 1948 — that is, which words were
newly prominent in a Palestinian context in that
year. Space does not permit presenting the actual
words retrieved, but Figure 4 shows the proportion
of positive valence among the top 250 words per
year; the graph for the top 50 is similar but noisier.
As with the by-decades analysis above, the overall
timeline seems broadly consistent with the histor-
ical record. We see a decline in positivity, from
a Western standpoint, with the rise of the PLO in
the mid-1960s through the 1970s, at a time when
Palestinians were most saliently associated in the
West with guerilla activity. There is a clear rise in
positive sentiment in the 1990s, perhaps reflecting
the brief period of Palestinian quasi-respectability
in the West that was associated with the Madrid

8The DistilBERT-based sentiment analysis model returns
the values positive and negative, but not neutral, and many
words that intuitively appear to have neutral valence, e.g. ma-
terials, comment, are classified as positive by this model. For
this reason, it may be helpful to think of positive classifica-

tion from this model as meaning either positive or neutral, or
equivalently non-negative.
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and Oslo processes, and the hopes that this could
lead to a resolution of the Palestine question. This
positivity continues into the beginning of the target
period (1998-2012), suggesting that the cultural
shift we are interested in may have ridden on the
coattails of the generally more positive sentiment
of the 1990s. This is followed by an abrupt de-
crease in positive sentiment at the beginning of the
Second Intifada in 2000 — followed by a recovery
by the mid-2000s. Overall, this by-year profile is
consistent with the by-decade analysis above, and
in particular with the mixed picture for the 2000s
seen in that analysis.

We take these results — especially the by-decade
results above — to suggest that the cultural shift is
historically novel.

Study 3: When did specific words first
appear in a Palestinian context?

The above analyses concern increases in frequency,
of the sort that we have seen for Palestinian nakba.
But Palestinian nakba did not just increase in fre-
quency — it increased from essentially zero (recall
Figure 1). Are there other Palestinian-modified
words that also increased from essentially zero dur-
ing the same target period, and if so, do these words
also suggest an openness to Palestinian perspec-
tives? And to maintain a fine temporal grain: in
which specific years did such words appear?

To answer these questions, we determined, for
each Palestinian-modified noun in the lexicon (i.e.
each noun preceded by the national adjective Pales-
tinian, e.g. Palestinian restaurants), when that
adjective-noun pair entered the lexicon. We did
this by examining the raw frequency profile for
that adjective-noun pair over time, and identify-
ing the first year for which the frequency of that
adjective-noun pair reached 10% of its maximum.’
Figure 5 illustrates this for the noun subjectivity
(i.e. the bigram Palestinian subjectivity). We were
interested specifically in which bigrams entered
during or after the period of interest, 1998-2012,
although of course many bigrams entered before

9Regier and Khalidi (2024) used a different method, based
on that of Xu et al. (2016, Supporting Information), which
is in turn based on that of Kass et al. (2014, sections 14.2.1
and 14.2.2). We found that our simpler method yielded more
satisfactory results. For example, the Regier and Khalidi
(2024) method marks Palestinian intifadeh as entering the
language in 1983 and Palestinian intifada in 1991, despite the
similarity in the frequency profiles for the two bigrams. In
contrast, the method we use here has both bigrams entering
the language in the same plausible year, 1988.
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Figure 5: Frequency trace for the bigram Palestinian
subjectivity, with its year of entry into the lexicon, 2005,
marked by a vertical red line.

that time. For this reason, we focused on those
Falestinian-modified nouns that entered the lan-
guage between 1998 and the last year of the dataset,
which is 2019. These are shown in Table 3, with the
adjective Palestinian left implicit. It can be seen
that there were Palestinian-modified nouns other
than nakba that entered the lexicon during this pe-
riod and that suggest openness to Palestinian per-
spectives. An early example is sumud, and the food
theme appears again as well: restaurants, dishes,
food, kitchen, along with other words that suggest
a psychological closeness to Palestinians: memory,
testimonies, moms, filmmaking, subjectivity. We
saw earlier that many of these words increased in
frequency in a Palestinian-modified context during
the target period; now we see that the correspond-
ing bigrams in fact entered the lexicon at that time.
However this is interrupted by a sudden theme of
violence around the year 2000, at the beginning of
the Second Intifada: e.g. mortar, homicide, clashes,
sniper. This is consistent with the mixed picture
of the 2000s that we saw in the by-decade analysis
above, and the by-year sentiment analysis, but now
with specific words attached to specific years. By
the mid-2000s, many of the newly entering words
again suggest a psychological closeness to Pales-
tinian experiences, e.g. subjectivity (2005), food
(2007), indigeneity (2010) — but see also jihadists,
jihadi, jihadist.\" Overall, we see a shift from ini-
tial openness to Palestinian perspectives, to a theme
of violence during early 2000s, then back to more
openness later on — giving some temporal detail
to the idea proposed earlier of the 2000s as a time
of contestation and possible change.

We take these results, concerning when
Palestinian-modified nouns first entered the En-
glish lexicon, to support the idea that a general
cultural shift occurred during the period of interest,
marked by greater openness to Palestinian perspec-
tives. These results also help to characterize that

0Recall that the jihadist and indigeneity themes were
shared with the American prototypicality analysis.
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1998: restaurants practitioners sumud imam livelihoods
debts nakba photographers

1999: edition gunfire bomber soccer plates print dishes non-
compliance survey testimonies compilations lawmaker
localities

2000: facilitators mortar schoolbooks homicide airspace
classrooms clashes telecommunications sniper con gays
descendants victimhood hackers snipers medics

2001: publics narratives football stakeholders teens in-
tifadas apologists suicide auxiliaries textbooks corrup-
tion imams textbook toddler ceasefire

2002: license symbol reform masculinity rapper presi-
dency reforms website gatherings filmmaker landholder
polling premier memories web moms patriation custodi-
anship

2003: rabbinic coordinator spouses mobility spaces space
tanna compound memory cinema

2004: cartoon internet jihadists noncitizens jihadi applica-
tions jihadist rappers

2005: modernity cinemas queers filmmaking shahid cohort
subjectivity interviewee rap

2006: member confl commemoration

2007: nonviolence movies food series

2008: heathenism

2009: hip

2010: indigeneity

2011: bid websites

2012: accession st kitchen

2014: plaintiffs

Table 3: Nouns 7 for which the bigram “Palestinian n”
entered the lexicon, 1998-2019. Each noun is shown
listed by its year of entry. The years 2013 and 2015-
2019 are missing from the table because no Palestinian-
noun bigrams entered the lexicon in those years.

shift at a finer temporal grain.

Conclusions

We have shown (1) that the period 1998-2012 wit-
nessed a shift in English language use, marked by
greater openness to Palestinian perspectives; (2)
that that shift was historically unusual; and (3) that
the date of entry of specific Palestinian-modified
words into English is consistent with that cultural
shift. Our findings are consistent with the U.S.
polling results of Telhami (2018, 2020) and at the
same time elaborate the picture in several respects.
The polling results highlighted the 2010s as a pe-
riod of change; our results confirm that but also
underscore the importance of the precursors to that
moment: the 1990s as a period of generally posi-
tive sentiment toward Palestinians, and the 2000s
as a time of apparently conflicting portrayals, and
change, eventually resulting in the consolidation, in
the 2010s, of a view that is more open to Palestinian



perspectives. Our results also help to characterize
that recently-emerging view, highlighting in partic-
ular the element of psychological closeness to, and
implicitly the humanity of, Palestinians.

Some aspects of the cultural shift we have dis-
cussed are specific to Palestinians (e.g. nakba),
while other aspects appear to reflect a broader re-
cent cultural emphasis on previously marginalized
perspectives more generally, not just with respect
to Palestine (e.g. indigeneity). Finally, some other
aspects are even more general (e.g. internet).

None of this should be allowed to obscure the
fact that to a large extent the Anglophone world
and the West more generally remain a hostile infor-
mational environment with respect to the Palestine
question, especially in the context of the ongoing
war on Gaza. The Palestine-sympathetic element
of language use that we have identified, although
real and increasingly influential, remains a counter-
cultural element, and is opposed by standard gov-
ernmental and elite opinion in much of the West.
Still, we think it is significant that the support for
Palestine that can be seen in the West today has a
relatively long history, dating back to the late 1990s
— because that long history suggests that this sup-
port has a degree of momentum and is therefore
unlikely to be easily halted or reversed.

We have suggested that this cultural shift may
help to explain the increase in prominence of the
Nakba in the West — but what explains the occur-
rence of the cultural shift itself? The evidence we
have seen does not allow us to pinpoint a specific
cause with any certainty, but does allow informed
speculation. We have seen that the 1990s generally
were a period of more positive sentiment toward
Palestinians, likely because of the Madrid and Oslo
processes and the hope that these might lead to a
resolution of the Palestine question. The 1990s
also saw the advent of the internet, as reflected
in some of our analyses, and this new medium
allowed wide access to a range of ideas and per-
spectives that previously had not been as easily
accessible. This context may help to explain why
mention of the Nakba in English began in the late
1990s, an entire half century after the event itself,
and not before. This initial period of apparent open-
ness to Palestinian perspectives was then abruptly
challenged by the events of the Second Intifada
(2000), also reflected in our analyses, and by the
attacks of September 11 2001. Mansour (2002) has
argued that the September 11 attacks led some in
the West to “lump together indiscriminately” (p.
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13) those attacks and the Second Intifada, result-
ing in a worldview in which the U.S. and Israel
were confronting a single opponent. At the same
time, those attacks also motivated a number of U.S.
scholars to examine the Israel/Palestine question
closely, in some cases leading to a critique of U.S.
policy toward Israel (e.g. Mearsheimer and Walt,
2007). It appears that there eventually grew out
of that contested period a set of linguistic usages
that were substantially more open to Palestinian
perspectives than those that had preceded them —
an initially quiet but tangible precursor to today’s
still-contested environment.

Limitations

The subset of the Google Books dataset that we
use may exhibit some change in composition over
time (Pechenick et al., 2015; Schmidt et al., 2021),
despite our best efforts to mitigate this issue. More-
over, the dataset only covers years through 2019,
and thus misses the period of cultural change con-
nected with the ongoing war in Gaza. The restric-
tion to (national adjective, noun) bigrams misses
cultural trends that may be reflected elsewhere in
language. Finally, the data are drawn from books
and are thus skewed toward the language of the
cultural elite. These limitations could be addressed
by attempting to replicate using a different data
source that avoids these issues. The overall argu-
ment could be strengthened by more thoroughly
probing the robustness of our results to changes in
specific methods used for e.g. sentiment analysis,
prototypicality for a given time period, and the like.
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Abstract

We present a machine-understandable geo-
tagged dataset of translated interviews from the
Nakba Archive alongside a complete georef-
erenced dataset of named locations mentioned
in the interviews. In a preliminary analysis of
this dataset, we find that the cognitive relation-
ship of interviewees to place and spatiality is
significantly correlated with gender. Our data
also shows that interviewees with birthplaces
depopulated in the 1948 Nakba incorporate ref-
erences to named places in their interviews in
substantially different ways than other inter-
viewees. This suggests that the status of the
interviewee’s birthplace may impact the way
they narrate their experiences. Our work serves
as a foundation for continued and expanded
statistical and cognitive models of Palestinian
forced displacement.

1 Introduction

The Nakba Archive (The Nakba Archive, 2002),
a grassroots oral history collective, conducts and
archives interviews with Palestinians forcibly dis-
placed during the 1948 Palestinian Nakba. Only
thirty of the over five hundred interviews in the
Archive have been transcribed and translated into
English. In this paper, we present a new language
resource to enable semantic and cognitive geospa-
tial analysis of the translated portion of the Nakba
Archive.

We provide a georeferenced, machine-
understandable dataset of the translated interviews
from the Nakba Archive. Due to the limits of
current named entity recognition (NER) models
for multilingual datasets, we performed the geo-
referencing manually. We also offer a preliminary
analysis of the interviews through the lens of
cognitive geography and computational corpus
linguistics.

We observe two significant outcomes in our
preliminary analysis. First, we find that intervie-

wees’ linguistic usage of named places and types of
places is significantly correlated to gender (see 4.1).
Second, we find that interviews with people whose
birthplaces were depopulated in the 1948 Nakba
contain references to fewer named places, places
in a smaller geographic range, and places, on aver-
age, farther from the interviewee’s birthplace than
other interviews. This suggests that the status of
the interviewee’s hometown may impact the way
they narrate their experiences (see 4.3-4).

2 Background

2.1 The Palestinian Nakba of 1948

The Nakba marks the mass exodus of more than
700,000 Palestinians in 1948, the destruction of
more than five-hundred Palestinian villages, and
the erasure of hundreds of years of history and
local culture after the creation of the state of Israel
(Khalidi, 1992; Pappé, 2006). The Nakba had a
long-standing impact on the population, creating
a massive ongoing refugee crisis (Masalha, 2003).
These refugees were refused the right to return to
Palestine and to their homes despite United Nations
Resolution 194 (United Nations General Assembly,
1948).

The cultural memory of the Nakba is a central
element in Palestinian identity and motivates the
pursuit of justice and return (Sa’di, 2007; Morris,
2004). This event has left Palestinians with in-
tergenerational trauma that continues to have an
impact on mental health and collective identity
(Kassem, 2011; Pappé, 2006). The Nakba is both
a historical event and a symbol for the ongoing
process of colonization and displacement of the
Palestinian people (Finkelstein, 2003). Official
archives and documents from government sources
reveal military plans, such as the Dalet plan, to
gain control of Palestinian territories and to dis-
place Palestinians (Pappé, 2006). Every year the
Nakba is commemorated on May 15 as a reaffir-
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mation of Palestinian rights and remembrance of
the injustices endured by the population (Sayigh,
1994).

2.2 Cognitive and Semantic Geography

Cognitive geography is a set of methods and ap-
proaches to understanding human thought and be-
havior as it pertains to space, place, and environ-
ment (Mark et al., 1999; Montello, 2018). The field
uses geographic features and references to infer
how people perceive, conceptualize, and respond
to their environments.

Cognitive geography approaches include meth-
ods from geospatial semantics, a subfield that fo-
cuses on understanding the meaning of geographic
entities (Hu, 2018). Such approaches are not nec-
essarily limited to coordinate-based geography, es-
pecially when considering regions with vague or
changing geographic boundaries (Montello et al.,
2014).

In our preliminary analysis, we consider both
coordinate and non-coordinate characteristics of
named places. We annotate and analyze, for exam-
ple, the categories of named places an interviewee
mentions and the density of references to named
places within the transcribed text. Our approach is
limited by the amount, quality, and language of the
available data (see Limitations).

We do not draw conclusions about the cogni-
tion or emotions of the interviewees, but rather we
offer a framework for future research into the rela-
tionship of displaced peoples and their geographic
environments.

3 Data and Language Resource Creation

The Nakba Archive (The Nakba Archive, 2002)
is a digital collection of interviews with Palestini-
ans forcibly displaced during the 1948 Palestinian
Nakba. Of the over five-hundred oral histories
currently preserved in the Nakba Archive, only
thirty have been transcribed and translated from
Arabic to English. Our structured, geotagged, and
georeferenced dataset created from the interviews
presented by the Nakba Archive is a significant
new language resource for computational histori-
ans, linguists, and activists. The dataset has been
published in the Harvard Dataverse (Lamar et al.,
2024).

3.1 Data Structuring and Annotation

For each of the thirty translated interviews, we con-
struct a dataset that partitions interviewer prompts
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and their respective interviewee responses. We
record separately all the metadata about the inter-
view that is provided by the Nakba Archive, includ-
ing the interviewee name(s), place and date of birth,
place and date of interview, interviewer name, and
permalink.'»? We also add metadata that includes
the language of the original oral interview> and the
presumed gender* of both the interviewee and inter-
viewer. Interview text and metadata are correlated
by unique identifiers.

3.2 Geotagging and Georeferencing

For each of the thirty translated interviews, we man-
ually tag every named geographic location men-
tioned in the text of the interview. Note that loca-
tions mentioned by interviewers and in footnotes
are tagged, but not considered in our analysis. We
consider a "location" to be any instance of a named
place for which we reasonably expected to find ge-
ographic coordinates. For example, in the phrase
"my home" we do not tag a location, but in the
phrase "my home in Haifa," we tag "Haifa" as a
location.

We then create a set of all tagged named loca-
tions from the interviewee responses. There are a
total of 331 unique locations in the dataset. For
each named location, we manually locate the lati-
tude and longitude. Many places in the dataset have
the same names and their physical location must
be determined through context; in addition, some
places were only able to be located relative to other
places or landmarks and by the use of historical
resources and scanned maps. If the location exists
as an entity on Wikipedia (Wikimedia Foundation,
2012), we use the coordinates presented there. If
not, we use other mapping tools and context clues
to assign a likely latitude and longitude. If such
resources are used, they are cited in the notes vari-
able of the dataset containing georeferenced places.

'For the sake of data stability, we preserve the PDF files
of the translated interviews as they were available through the
Nakba Archive in September 2024.

“Most of the interview transcripts also include additional
information and definitions relevant to the interview content in
numbered footnotes. We annotated and recorded each of the
footnotes in a separate data table, which is available alongside
the other components of our dataset.

3Although all the interviews currently in the Nakba
Archive are in Arabic, we preserve this variable to make it
easier for future researchers to join this dataset with others.

*One interview contains responses by two interviewees,
Jabr Muhammad Yunis and Khalidiya Muhammad Yunis. Be-
cause Jabr Muhammad Yunis does a large portion of the speak-
ing in this interview, we consider the interviewee to be male’
for the purpose of metadata.



Category Description Example Count Frequency

Camp Refugee camp. Shatila Camp 11 3.32%

City Large inhabited settlement. Nablus 65 19.64%

Continent Name of a continent or portion  Eastern Europe 8 2.42%
that mentions continent.

Country Name of a country. Syria 26 7.85%

Feature Specific, named locations such  Qasmiya Bridge 50 15.11%
as landmarks, shops, bridges,
etc.

Moshav Jewish agricultural settlement.  Meiron 5 1.51%

Neighborhood A named neighborhood or Burj al-Barajneh 18 5.44%
district within a city.

Region Large portion of a country or Upper Galilee 12 3.63%
countries.

School School of any level, including  Birzeit 23 6.95%
universities. University

Town Inhabited settlement larger than  al-Nasirah 29 8.76%
a village, smaller than a city.

Village (-1948)  Village depopulated in 1948. al-Kabri 55 16.62%

Village (current) Currently inhabited village. Yirka 29 8.76%

Table 1: Location categories used in our dataset with descriptions and distribution of categories throughout the
dataset of georeferenced places. The Count column includes the number of unique places in each category. Note
that Frequency is the number of places within a particular category out of the list of unique places. For frequencies
within the interview text, see Results and Analysis below.

3.3 Location Categorization

We also label each of the 331 locations with a lo-
cation category. We include twelve possible cate-
gories. Whenever possible, we use the label pro-
vided by Wikipedia. Otherwise, we use context
clues to infer the category to which a location be-
longs. More information about the location cate-
gories is available in Table 1.3

4 Results and Analysis

Of all the locations mentioned in these interviews,
Palestine is by far the most frequent. Over 7% of
geographic references are to Palestine. The next
most common reference is to the large city of * Akka
(Acre), which represents 4.97% of references.

Note that we code "Palestine” as a country for the pur-
poses of this language resource.
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4.1 Named Geographic References by
Interview

There are 1,168 references to 331 unique named
geographic locations in the thirty translated inter-
views available in the Nakba Archive. The distri-
bution of named geographic references across the
interviews is shown in Figure 1.

There is a significant correlation between the
gender of the interviewee and the frequency of
references to named locations (r(28) = —.49,p <
.01).% Men make 50% more references to named lo-
cations than women. The frequency of geographic
references is not significantly correlated to the gen-
der of the interviewer (r(28) = —.14,p > .01).
Likewise, the interviewee’s gender does not have
a statistically significant correlation to the total
length of the interview (r(28) = —.13,p > .01;

®In this study, presumed gender was coded as binary; we
use O to represent “male’ and 1 to represent "female’.
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Figure 1: Distribution of named geographic references across all thirty interviews in our dataset. The distribution is
presented both as Count (bars, left y-axis) and Frequency (diamonds, right y-axis). Interviews are represented
as numbers on the x-axis for the sake of space; the map of interview numbers to interviewee names is included in

Appendix A.

Male

Female

Place Type

Camp

City

Continent
Country
Feature
Moshav
Neighborhood
Region

School

Town

Village (-1948)
Village (current)

Table 2: Percent difference between the expected num-
ber of references to Place Type and the true number of
references, grouped by interviewee gender. Men com-
prise 57% of the dataset, so the expected number of
references to, for example, cities is (0.57 * total number
of references to cities=485). Men are thus expected to
make 277 references to cities, but in fact make 345: a
24.80% difterence.

length computed as word count).

It is therefore unsurprising that when we con-
sider named references grouped by location cate-
gory, men make more than the statistically expected
number of references (i.e. 57%) in almost all cat-
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egories (Table 2). Male interviewees make, for
example, 345 references to cities, a number about
25% higher than we would expect for a dataset
comprised of 57% men (expected: 277).

There are three types of locations that women
reference with a frequency greater than is expected.
The first of these categories, moshavs, has an ex-
tremely limited representation in the dataset. The
second category, villages depopulated in 1948,
shows only a slight over-representation among fe-
male interviewees. The third category, however, is
well-represented. Women make nearly 50% more
references to currently inhabited named villages
than is expected based on the gender demographics
of the dataset. In fact, of the total 244 references to
named villages, women make 125 of them.

4.2 Named Geographic References by
Interview Time

We use the concept of interview time in our anal-
ysis. Interview time is based on the concept of
narrative time, the time it takes the narrator to tell
a story in text (Genette, 1980). We define inter-
view time as the percent of total interview progress
based on word count.” This allows us to examine
at what stage of the interview participants mention

"Note that many transcripts appear to not include the en-
tirety of the interview. We base interview time on the tran-
scripts provided by the Nakba Archive without consideration
of video timestamps.
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Figure 4: Scatter plot showing Distance from Birth-
place vs. Interview Time. Each dot represents a single
reference to a named location. The red line is a linear
trend line. For readability, this scatter plot only shows
references to locations with a distance from intervie-
wee’s birthplace within 0.1 standard deviations. The
complete dataset is published in the Harvard Dataverse
(Lamar et al., 2024).

certain named places or categories of places while
controlling for the length of the interview.

Figure 3 shows the distribution of named refer-
ences to places within five broad categories. For
male interviewees, we observe a slightly higher
frequency of overall named geographic references
earlier in the interview.

For female interviewees, we observe a fairly con-
sistent frequency of overall named geographic ref-
erences throughout the interview, with some excep-
tions. Near the middle of the interview, at about
45%-55% of interview time, women make no ref-
erences to named geographic entities larger than
cities. From 55% to 70% of interview time, women
make zero references to named features, schools, or
neighborhoods. During this same span of interview
time, men make most of their references to refugee
camps.®

4.3 Spatial Distance and Geographic Range

We use two metrics to evaluate the georeferenced
dataset in terms of coordinate-based spatial dis-
tance: distance from birthplace and summative dis-
tance. Whenever the distance between two pairs of
coordinates is computed, we use haversine distance

8There is only one reference to a refugee camp made by a
female interviewee.
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(de Mendoza y Rios, 1795). Haversine distance
uses the haversine trigonometric function (Equa-
tion 1).

0

)

haversin(6) = sin2< (1)

Let d be the spherical distance between two
points and let r be the radius of Earth. Given
two pairs of coordinates for those points (¢1, ¢2)
and (A1, A2), we compute haversine distance as in
Equation 2. We implement the Haversine Python
package (Rouberol and Deniau, 2024).

haversin <d)
,

4.3.1 Distance from Birthplace

haversin(¢a — ¢1)

+ cos(¢1)cos(p2)

x haversin(Aa — A1)

2

We first investigate the distance between named
locations and an interviewee’s birthplace over inter-
view time. As shown in Figure 4, when we consider
the named locations with a distance from intervie-
wee’s birthplace within 0.1 standard deviations, we
observe only a slight upward trend across interview
time. Further investigation with a larger dataset is
required to determine if this trend is an artifact of
the limited size of our dataset (see Conclusion).

4.3.2 Summative Distance

We define summative distance as the total dis-
tance between all points in the interview, in the
order they are mentioned. For example, if an inter-
viewee consecutively mentions Place A, Place B,
Place A, and Place C, we sum haversin(A — B),
haversin(B — A), haversin(A — C). Therefore,
summative distance will always increase over in-
terview time; our analysis depends on the relative
rate of increase.

We find very minimal difference in the rate of
summative distance growth between male and fe-
male interviewees (Figure 2, left). It is notable
that at approximately 80% through the interview,
some interviewees name locations that are a rela-
tively greater distance away than previously named
locations. This result is primarily influenced by
the interviews of Nicola Ziadeh and Renee Kutih,
represented by interviews nine and twenty-three,
respectively. Nicola Ziadeh mentions locations in
England and Russia in the context of education, dra-
matically increasing the summative distance. Re-
nee Kutih mentions a number of cities relatively



distant from each other in Israel and Palestine, and
recalls a maid from Jizin in Saudi Arabia.

We also find that further into the interview,
smaller, more specific named locations have a
greater impact on summative distance (Figure 2,
right). C'ity has a slow rate of increase while
< Village (including features, schools, and neigh-
borhoods) has the highest rate of increase. This
might suggest that even though interviewees con-
tinue to mention a variety of distant places, they
name increasingly specific locations (e.g. a spe-
cific neighborhood, rather than a city) nearer to
the end of the interview. One possible explanation
for this is an established vocabulary between the
interviewer and interviewee; since the interviewee
has provided ample context for their story by the
end of the interview, the specific names of places
make sense to the interviewer.

4.4 Named Geographic References by Status
of Birthplace

Of the thirty interviewees,” exactly half provide
a birthplace that was one of the villages depopu-
lated in 1948. We find a significant correlation
between status of birthplace and distance from
birthplace across all named location references
(r(1163) = .18,p < .01) (Figure 5, left). The
mean distance from birthplace mentioned by the
group of interviewees with birthplaces depopulated
in 1948 is 1,485.24 km vs. a mean distance from
birthplace of 1,057.73 km for the other intervie-
wees.

We also observe, however, a much slower rate of
increase of summative distance for interviewees
with birthplaces depopulated in 1948. This is
largely due to two factors. First, interviewees with
birthplaces depopulated in 1948 mention named
places far less than the other interviewees. Al-
though representing half the dataset, the former set
of interviewees only make 37.8% of references to
named places.

Second, interviewees with birthplaces depopu-
lated in 1948 reference a much smaller geographic
range of named places overall. We compute geo-
graphic range as the maximum distance between
any two places named in a single interview. The
mean geographic range for interviewees with birth-
places depopulated in 1948 is 28% smaller than
that for the other interviewees.

9Jabr Muhammad Yunis and Khalidiya Muhammad Yunis,
who are interviewed together, list the same birthplace.

24

Interviewees from depopulated birthplaces ver-
balize geographies in their narratives that are simul-
taneously farther from their birthplaces and closer
to their birth region.

5 Conclusion

We present a geotagged machine-understandable
dataset of the translated interviews from the
Nakba Archive alongside a complete georeferenced
dataset of named locations mentioned in the in-
terviews. Our structured, geotagged, and georef-
erenced dataset created from the interviews pre-
sented by the Nakba Archive is a significant new
language resource for computational historians, lin-
guists, and activists.

We also offer a preliminary analysis as an ex-
emplum of how this data can be used in the future.
We find 1,168 references to 331 unique named geo-
graphic locations in the thirty translated interviews
available in the Nakba Archive. We find a signifi-
cant correlation between the gender of the intervie-
wee and the frequency of references to geographic
locations. By considering spatial distance, we find
that interviewees mention places slightly farther
from their birthplace the farther they are into the
interview and that smaller, more specific locations
have a greater impact on summative distance near
the end of the interviews.

Finally, we also observe a much slower rate of in-
crease of summative distance for interviewees with
birthplaces depopulated in 1948. Investigation into
the underlying data reveals that such interviewees
mention fewer named places overall and present
narratives with smaller geographic ranges.

We intend for these results to serve as a model
for continued work and to allow for work towards
a cognitive model of geospatial displacement. In-
formation about how displaced peoples understand
place and their role in it is invaluable for those
working to promote peace and create opportunities
for healing connections between homelands and
forcibly displaced peoples.

6 Limitations

The two most significant limitations of our work
are (1) our inability to work with data in the orig-
inal language of Arabic and (2) our annotation of
only named locations rather than all locations ("my
home," "the river") in the interviews. Our analy-
sis is therefore limited to those interviews made
available by the Nakba Archive in English and to
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A Appendix: Interviewee Names and Metadata

Interview ID Interviewee Gender Birthyear Birthplace

1 Ibrahim Mahmoud Blaybil Male 1920 Taytabah, Palestine

2 Fifi Khouri Female 1922 Yafa, Palestine

3 Hasna Mana Female 1931 al-Manshiyya, Palestine
4 Hamda Jumaa Female NA Arab al-Zubayd, Palestine
5 Ahmad Agha Male 1930 Tarshiha, Palestine

6 Rifaat al-Nimir Male 1918 Nablus, Palestine

7 Husayn Mustafa Taha Male 1921 Miar, Palestine

8 Jabr Muhammad Yunis Male 1924 Safsaf, Palestine

8 Khalidiya Muhammad Yunis Female 1922 Safsaf, Palestine

9 Nicola Ziadeh Male 1907 Damascus, Syria

10 Muhammad Jamil Arabi Male 1923 Haifa, Palestine

11 Mahmud Abu al-Hayja Male 1928 Haifa, Palestine

12 Umar Shihada Male 1922 Qabbaa, Palestine

13 Abd al-Rahman Saad al-Din Male 1915 al-Zib, Palestine

14 Taliba Muhammad Fuda Female 1929 Suhmata, Palestine

15 Amina Abd al-Karim al-Wakid Female NA Aylut, Palestine

16 Ismail Shammout Male 1930 Lydda, Palestine

17 Fatima Shaaban Female 1928 al-Zib, Palestine

18 Amina Hasan banat Female 1931 Shaykh Dannun, Palestine
19 Salih al-Nasir Male 1912 Saffuriyya, Palestine
20 Husayn Lubani Male 1937 al-Damun, Palestine
21 Kamila al-Abd Tahir Female 1933 Saliha, Palestine
22 Kamil Ahmad Balawi Male 1928 Shafa Amr, Palestine
23 Renee Kutih Female 1925 Ramla, Palestine
24 Muhammad Abu Raqgaba Male 1929 Akka, Palestine
25 Subhiya Salama Female NA al-Zabhiriyya, Palestine
26 Anis Sayigh Male 1931 Tabariyya, Palestine
27 Maryam Uthman Female 1937 al-Husayniyya, Palestine
28 Fatima Abdallah Female NA Sasaa, Palestine
29 Maryam Mahmud Sabha Female 1920 al-Zib, Palestine

30 Hasan al-Husayni Male 1925 al-Quds, Palestine

Table 3: Interviewee metadata, including name, presumed gender, birthyear and birthplace.
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B Appendix: Interview Metadata

Interview ID Location Date Interviewer

1 Ayn al-Hilweh camp, Sayda 2004-02-07 Mahmoud Zeidan
2 Hamra, Beirut 2004-07-06  Bushra Mughrabi
3 Ayn al-Hilweh camp, Sayda 2003-01-01 Mahmoud Zeidan
4 Qasmiya gathering north of Sur  2003-01-01 Bushra Mughrabi
5 Burj al-Barajneh, Beirut 2004-03-14 Bushra Mughrabi
6 Beirut 2003-12-11 Mahmoud Zeidan
7 Miye wa Miye, Sayda 2003-04-25 Mahmoud Zeidan
8 Ayn al-Hilweh camp, Sayda 2003-01-01 Mahmoud Zeidan
9 Beirut 2004-01-29 Mahmoud Zeidan
10 Mazbud, Iglim al-Kharub 2003-10-12 Mahmoud Zeidan
11 Burj al-Barajneh, Beirut 2003-01-01 Mahmoud Zeidan
12 Taalabaya, al-Biqaa 2004-05-29 Mahmoud Zeidan
13 Beirut 2003-01-02 Mahmoud Zeidan
14 Not provided. 2003-10-05 Amira Ahmad Alwan
15 al-Bus camp, Sur 2003-10-15 Bushra Mughrabi
16 Malaab al-Baladi, Beirut 2003-10-11 Mahmoud Zeidan
17 al-Bus camp, Sur 2003-05-15 Jihad al-’Ali

18 Burj al-Barajneh, Beirut 2003-01-01 Bushra Mughrabi
18 Burj al-Barajneh, Beirut 2003-01-01 Mahmoud Zeidan
19 Ayn al-Hilweh camp, Sayda 2003-01-01 Mahmoud Zeidan
20 Trablus, Lebanon 2004-02-08 Mahmoud Zeidan
21 al-Murayja, Beirut 2004-07-09 Bushra Mughrabi
22 Badawi camp, North Lebanon ~ 2003-01-01 Amira Ahmad Alwan
23 Verdun, Beirut 2011-08-17 Mahmoud Zeidan
24 Beirut 2003-11-12 Mahmoud Zeidan
25 Ayn al-Hilweh camp, Sayda 2006-04-29  Bushra Mughrabi
26 Beirut 2003-01-01 Mahmoud Zeidan
27 Burj al-Shamali, Sur 2004-05-09 Bushra Mughrabi
28 Mar Elias camp 2004-03-25 Muhammad al-Masri
29 al-Maashuq, Sur 2003-10-23 Mahmoud Zeidan
30 Verdun, Beirut 2003-12-19 Mahmoud Zeidan

Table 4: Interview metadata, including date and location of interview and name of interviewer. If only a year was

provided, we supplied January 1 as the month and day.
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C Contributor Roles

We use the CRediT framework to provide detailed information about the contributions of each of this
paper’s authors (National Information Standards Organization (NISO), 2022).

Author A B C D E F G H I J K L M N

Lamar ¢ e & & & ¢ ¢ & ¢ & ¢ ¢ o L 2

Castle ©¢ ¢ - - e o @ - - - - - e @
Chappell ¢ o - - o © - - - - - e o o
Schoinoplokaki e e - - e e - - - - - - & e
Seet e o - - e e - - - - - - e e

Shilo ¢ - - - - e - - - - & - e ¢
Nahas - - - - - - - - - - - - e -

Table 5: The @ symbol indicates (co-)lead role in category; e indicates contribution in category. A: Conceptualiza-
tion (Ideas; formulation or evolution of overarching research goals and aims), B: Data Curation (Management
activities to annotate (produce metadata), scrub data and maintain research data (including software code, where it
is necessary for interpreting the data itself) for initial use and later re-use), C: Formal Analysis (Application of
statistical, mathematical, computational, or other formal techniques to analyze or synthesize study data), D: Funding
Acquisition (Acquisition of the financial support for the project leading to this publication), E: Investigation
(Conducting a research and investigation process, specifically performing the experiments, or data/evidence collec-
tion), F: Methodology (Development or design of methodology; creation of models), G: Project Administration
(Management and coordination responsibility for the research activity planning and execution), H: Resources
(Provision of study materials, reagents, materials, patients, laboratory samples, animals, instrumentation, computing
resources, or other analysis tools), I: Software (Programming, software development; designing computer pro-
grams; implementation of the computer code and supporting algorithms; testing of existing code components), J:
Supervision (Oversight and leadership responsibility for the research activity planning and execution, including
mentorship external to the core team), K: Validation (Verification, whether as a part of the activity or separate,
of the overall replication/reproducibility of results/experiments and other research outputs), L: Visualization
(Preparation, creation and/or presentation of the published work, specifically visualization/data presentation), M:
Writing - Original Draft (Preparation, creation and/or presentation of the published work, specifically writing
the initial draft), N: Writing - Review & Editing (Preparation, creation and/or presentation of the published work
by those from the original research group, specifically critical review, commentary or revision — including pre- or
post-publication stages)
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Abstract

This study explores the use of Large
Language Models (LLMs), specifically
ChatGPT, for sentiment analysis of Nakba
oral histories, which document the
experiences of Palestinian refugees. The
study compares sentiment analysis results
from full testimonies (average 2500 words)
and their summarized versions (300
words). The findings reveal that
summarization increased positive
sentiment and  decreased negative
sentiment, suggesting that the process may
highlight more hopeful themes while
oversimplifying emotional complexities.
The study highlights both the potential and
limitations of using LLMs for analyzing
sensitive, trauma-based narratives and calls
for further research to improve sentiment
analysis in such contexts.

1 Introduction

The Nakba, meaning "catastrophe" in Arabic,
refers to the forced displacement and dispossession
of Palestinians during the 1948 occupation by the
Israeli colonial power, a pivotal moment that
reshaped the social, cultural, and political
landscape of Palestine and the Middle East (Gluck,
2008). Narratives surrounding the Nakba are
deeply embedded in the collective memory of
Palestinian communities, transmitted through
generations via oral histories, personal testimonies,
and cultural expressions (Nur, 2008). These
narratives, rich in emotional depth, political
significance, and historical context, have become
essential language resources for understanding the
human impact of this traumatic event (Sa’di &
Abu-Lughod, 2007). However, the challenge of
interpreting, preserving, and analyzing such
complex narratives has intensified in the age of
artificial intelligence (AI) and large language
models (LLMs), which have emerged as powerful
tools for analyzing text at scale (Jaradat et al., 2024;
Radwan et al., 2024).

Sentiment analysis, a key subfield of natural
language processing (NLP), offers the potential to
systematically evaluate the emotional content of
texts (Assiri et al., 2024; H. Yang et al., 2024),
thereby providing insights into the emotional and
psychological dimensions of the Nakba narratives.
By applying sentiment analysis to Nakba oral
histories, we gain the ability to quantify and
explore emotions like grief, loss, resistance, and
resilience within these stories (Bhattacharjee et al.,
2024; Q. Yang et al., 2024). However, while LLMs
have demonstrated exceptional capabilities in
processing and analyzing vast datasets, they are not
without their limitations, particularly when applied
to sensitive, culturally charged, and historically
complex narratives such as those related to the
Nakba (Coeckelbergh, 2023; Tian et al., 2024).
These models often struggle with the subtleties of
language, historical context, and the lived
experiences embedded in oral histories, raising
questions about their adequacy in capturing the full
emotional and cultural resonance of such narratives
(Shi et al., 2023; Zhang et al., 2023).

This paper critically examines the application of
sentiment analysis to Nakba oral histories,
exploring both the potential and the pitfalls of using
LLMs to analyze such narratives. It argues that
while LLMs can offer valuable insights into the
emotional tone of texts, they must be used with
caution, considering the unique -cultural and
historical context of the Nakba. The study positions
Nakba narratives as crucial language resources,
emphasizing their role in shaping collective
memory and identity, while also critiquing the
limitations of Al tools in fully capturing the
intricacies of human experience and emotion. By
doing so, the paper highlights the importance of
interdisciplinary approaches—combining
computational methods with cultural sensitivity—
when applying Al-driven tools to historically
significant and emotionally complex language
resources such as Nakba oral histories.

Proceedings of the Proceedings of the 1st International Workshop on Nakba Narratives as Language Resources, pages 30-36
January 20, 2025. ©2025 Association for Computational Linguistics



2 Methods

2.1

For this study, we utilized the Nakba Archive, a
grassroots oral history collective established in
2002 with the aim of documenting the experiences
of Palestinian refugees in Lebanon who lived
through the 1948 Nakba (Allan, 2005; Hawari,
2023). This dataset is particularly valuable as it
includes about 30 video interviews with first-
generation Palestinian refugees from different
Palestinian villages and towns that were displaced
or destroyed during the creation of the Israeli
colonial state. The interviews, recorded by refugees
in camps in Lebanon, provide firsthand accounts of
the mass displacement, dispossession, and violence
experienced by Palestinian communities during the
Nakba (Allan, 2005; Hawari, 2023).

The Nakba Archive offers a comprehensive and
personal account of the Nakba (Fu, n.d.; Regan,
2022), which displaced approximately one million
Palestinians, leaving them homeless and
dispossessed of their lands. The destruction of
Palestinian villages is detailed in these interviews,
and the narratives offer vivid depictions of life
before 1948 in Palestine. These oral histories serve
as primary sources that document not only the
traumatic events of the Nakba but also the
emotional and psychological impacts that have
shaped Palestinian collective identity across
generations (Allan, 2005; Fu, n.d.; Hawari, 2023).
The dataset contains a wide range of emotional
expressions and personal reflections, which are
essential for the sentiment analysis conducted in
this study . The interviews capture the depth of
grief, loss, resilience, and resistance, reflecting the
ongoing struggle for Palestinian liberation, self-
determination, and the right of return. The richness
and diversity of the testimonies are key to
understanding the long-lasting effects of
dispossession on the lives of Palestinian refugees
and their descendants.

Given its depth and significance, the Nakba
Archive offers a unique and invaluable resource for
studying how sentiment is embedded in oral
histories, especially those related to traumatic
historical events (Manna’, 2013; Saadah, 2021).
The sentiments expressed in these interviews not
only shed light on the individual and collective
emotional responses to displacement but also
provide insight into the broader cultural and
political implications of the Nakba on Palestinian
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identity and memory (Allan, 2005). This dataset,
therefore, serves as a critical tool in understanding
the role of Nakba narratives as language resources,
facilitating an initial and empirical exploration of
sentiment within the context of historical trauma
and its ongoing repercussions in Palestinian
collective mind.

2.2 Proposed Framework

This study proposes a comprehensive framework
for analyzing the sentiments embedded in the oral
testimonies of Palestinian refugees from the Nakba
Archive, utilizing ChatGPT as the primary tool for
sentiment analysis. The framework involves a step-
by-step approach that first processes the full-length
testimonies and then compares the sentiment
analysis results from both the original and
summarized versions of the testimonies as shown
in Figure 1. The framework consists of four main
steps.

The first step of the framework involves using
ChatGPT to perform sentiment analysis on the
complete oral testimonies. For each experiment,
we ran ChatGPT five times to ensure consistency,
and we took the average. Each testimony, on
average, contains 2,500 words, providing rich,
detailed accounts of personal experiences and
reflections. ChatGPT, as a language model trained
on vast datasets, is employed to analyze the
emotional tone, sentiment polarity (positive,
negative, neutral), and emotional intensity
expressed in each full testimony (Havaldar et al.,
2023; Kumar et al., 2024; Patel & Fan, 2023). The
sentiment analysis in this study aims to capture the
emotional responses related to themes of
displacement, trauma, loss, resilience, and hope
that are central to the Nakba narratives (Allan,
2005; Regan, 2022). This analysis allows for an in-
depth understanding of the emotions conveyed
across different aspects of the refugees’
experiences.

In the next step, ChatGPT is used to summarize
each full testimony into approximately 300 words.
This step involves distilling the key points, themes,
and emotional expressions from the original
testimonies while preserving their core messages.
Summarization is a critical component, as it
enables the analysis of more concise versions of the
testimonies, making it easier to compare the
sentiments without losing the essence of the
original accounts (Kabadjov et al, 2009,
Krugmann & Hartmann, 2024). By focusing on the



most relevant parts of each narrative, the
summarized version facilitates a more streamlined
analysis, which can be crucial for examining large
datasets of oral histories.

Following the summarization process, ChatGPT is
again used to conduct sentiment analysis on the
new, condensed versions of the testimonies. This
second round of sentiment analysis aims to
examine how the emotional tone and sentiment
evolve when the testimonies are reduced to their
essential elements. By comparing the sentiment
expressed in these shorter summaries with the
results from the full testimonies, the study can
evaluate whether the sentiment is captured
effectively and if any emotional nuances are lost
during the summarization process (Kabadjov et al.,
2009).

The final step in the framework involves
comparing the sentiment analysis results from the
full testimonies with those from the summarized
versions. This comparison is central to
understanding the impact of summarization on
sentiment expression and whether important
emotional nuances are preserved or altered. The
study will assess key metrics such as sentiment
polarity (positive, negative, neutral) and the
intensity of emotional responses in both the
original and summarized texts. This comparison
will provide valuable insights into the relationship
between text length, content condensation, and the
retention of emotional depth, highlighting the
potential trade-offs when working with condensed
versions of oral histories.

The proposed framework allows for a structured
and systematic approach to sentiment analysis,
leveraging ChatGPT's natural language processing
capabilities to process large amounts of qualitative
data efficiently. The study investigates the ability
of LLMs to understand the narrative sentiments of
Nakba testimonies and to what extent it exposes
bias towards the emotional nuances that are
preserved in this oral history. By comparing the
sentiment analysis results across both full and
summarized versions of the testimonies, the study
also aims to provide a deeper understanding of how
different formats of narrative influence the
emotional tone and content of the Nakba oral
histories.
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Step 1: Using the full text of the testimony (approximately 2,500 words),
perform a detailed sentiment analysis. Identify the percentage
distribution of positive, neutral, and negative sentiments. Ensure
consistency by running the analysis five times and averaging the results.
Focus on themes of displacement, trauma, resilience, and hope. Output
format: Sentiment Distribution: Positive: X%, Neutral: Y%, Negative: Z%.

Step 2: Summarize the full testimony into approximately 300 words,
preserving key points, themes, and emotional expressions. Focus on
retaining the essence and emotional depth of the narrative. Qutput
format: Summarized Testimony: [Text].

Perform sentiment analysis on the summarized text, identifying the
sentiment distribution (positive, neutral, and negative) and noting any
emotional intensity changes. Ensure the summarized narratives align with
the themes and sentiments of the original text, allowing for a detailed
understanding of sentiment preservation and transformation during
summarization. Output format: Summarized Sentiment Distribution:
Positive: X%, Neutral: Y%, Negative: Z%.

Figure 1: Prompt template for Sentiment Analysis
and Summarization of Nakba Oral Histories Using
ChatGPT.

3 Analysis and Results

In this study, sentiment analysis was conducted on
both the full and summarized versions of ten Nakba
oral testimonies, with the results broken down into
positive, neutral, and negative sentiment categories
for each individual testimony. The following
analysis provides a comparison between the
sentiment distribution of the full testimonies and
their corresponding summaries, along with a
critical assessment of the findings.

3.1 Sentiment Results

The sentiment analysis of the full testimonies and
the summarized ones are shown in Table 2. The
results suggest that the overall emotional tone of
the testimonies is predominantly neutral, with a
smaller portion reflecting negative sentiments. For
the summarized, when compared to the full
testimonies, the summarized versions show a slight
increase in positive sentiment (31% vs. 26.3%) and
a decrease in negative sentiment (19.5% vs.
28.7%). The neutral sentiment remains relatively
consistent in both the full and summarized
versions, with a small increase from 45% to 49.5%.

Sentiment Full Summarized
Positive 26.3% 31.0%
Neutral 45.0% 49.5%
Negative 28.7% 19.5%

Table 1: Sentiment analysis results.



3.2

Increase in Positive Sentiment in Summarized
Versions: One notable change between the full and
summarized versions is the increase in positive
sentiment. The average positive sentiment
increased by 4.7 percentage points from the full
testimonies (26.3%) to the summarized versions
(31%). This shift suggests that the summarization
process may have inadvertently emphasized more
hopeful or resilient aspects of the testimonies,
potentially glossing over the more negative or
traumatic details in order to condense the narrative.

Decrease in Negative Sentiment in
Summarized Versions: Conversely, the negative
sentiment decreased significantly from 28.7% in
the full testimonies to 19.5% in the summaries.
This reduction may reflect the simplification of
complex emotional expressions during the
summarization process. It is possible that the
summarized versions, by omitting certain
contextual details and emotional depth,
downplayed the intensity of negative sentiments
such as grief, anger, and despair, which are
prominent themes in the full testimonies. This
reduction may not necessarily indicate a shift in the
refugees' emotional experience but rather a result
of truncating or neglecting the emotional
complexity of the narratives.

Individual Variations: There are also notable
variations across individual testimonies. For
example, Testimony 10 shows a dramatic shift
from a relatively balanced sentiment distribution
(25% positive, 55% neutral, 20% negative) in the
full version to almost completely neutral testimony
(95% neutral) in the summary. This stark contrast
suggests that the summarization might have
completely neutralized the emotional tone of this
specific testimony, possibly omitting key
emotional elements or reframing the narrative in a
more detached manner. In other cases, such as
Testimony 3, positive sentiment increased
significantly from 35% to 55%, indicating that the
summarized version may have emphasized more
hopeful aspects of the testimony. These variations
highlight the complexity of summarization and the
subjective nature of sentiment analysis using
LLMs.

The comparison between the sentiment analysis
of full and summarized testimonies reveals
important insights into how narrative condensation
affects emotional expression using LLMs. While
the summarized versions exhibited an increase in

Key Observations and Assessment
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positive sentiment and a decrease in negative
sentiment, the neutral sentiment remained
relatively stable. These changes underscore the
potential risks of summarizing emotionally
complex narratives using LLMs and how LLMs
might not be suitable to fully understand such oral
history. It seems that the summarization process
may unintentionally obscure the full emotional
depth of the testimonies, particularly with regard to
the more negative sentiments.

4 Discussion

The results of the sentiment analysis on the full and
summarized Nakba oral histories offer valuable
insights into the capabilities and limitations of
LLMs such as ChatGPT. Specifically, the observed
shifts in sentiment—particularly the increase in
positive sentiment and decrease in negative
sentiment in the summarized versions—raise
important questions about how LLMs process,
condense, and represent emotional content in
complex narratives. This discussion will explore
what these shifts reveal about the behavior of
LLMs in sentiment analysis and summarization
tasks.

The increase in positive sentiment in the
summarized testimonies, compared to the full
versions, can be attributed to several factors
inherent in the summarization process. In the
context of the Nakba testimonies, this shift could
reflect the LLM's tendency to neglect aspects such
as fear, sad, or grief. Instead, LLMs emphasized
positive emotions and hope, which are central to
the Palestinian refugee experience but may not be
as prominent in the more traumatic or sorrowful
details of the longer narratives. Since
summarization inherently involves reducing the
complexity of emotional expression, LLMs might
emphasize elements that allow for a more coherent
and cohesive portrayal, possibly skewing the
sentiment toward the positive end of the spectrum.

Moreover, LLMs like ChatGPT are trained on
vast datasets with a significant amount of positive,
optimistic language. This bias could influence the
model to unintentionally highlight positive aspects
of the narrative, even if those sentiments are less
central in the full testimony. The summarization
process could amplify this tendency, resulting in
summaries that appear more positive in sentiment,
even when the original narrative is emotionally
complex or predominantly negative.



The reduction in negative sentiment observed in
the summarized testimonies can also be understood
through the lens of LLM behavior. Negative
emotions, particularly those related to trauma,
grief, and loss, are often more nuanced and detailed
in the full testimonies. When tasked with
summarizing these narratives, the LLM might omit
or condense the detailed expressions of pain, anger,
or sorrow to meet the constraints of brevity and
focus on key events or themes.

In some cases, the model may unintentionally
downplay the intensity of negative emotions by
rephrasing or generalizing painful experiences.
This could occur due to the model's propensity to
avoid overly dramatic language or its tendency to
reduce emotional complexity due to low resources
of the Nakba and Palestinian narrative in the
training dataset of LLMs. Furthermore, negative
sentiments that are less immediately apparent or
require more context might be excluded from
summaries, leading to a shift in sentiment toward
the neutral or positive end of the spectrum.

It is important to note that while the
summarization process may reduce the explicit
negativity in the text, this does not necessarily
reflect a change in the underlying emotional
experience of the refugees. Instead, it highlights the
limitations of LLMs in capturing the full emotional
depth of complex, traumatic narratives. In reducing
the complexity of the text, the model may
inadvertently present a version of the testimony
that appears less negative, even if the full testimony
conveys a much more emotionally charged story.

4.1 LLMs Behavior in Sentiment Analysis

The shifts in sentiment observed in this study
provide several key insights into the behavior of
LLMs, particularly in their application to sentiment
analysis of sensitive, complex narratives:

Bias Toward Simplification: LLMs, when
tasked with summarizing lengthy narratives, tend
to simplify and condense emotional expressions.
This simplification can lead to a distortion of the
emotional tone of the original text. In the case of
the Nakba testimonies, the reduced complexity in
the summarized version may have skewed the
sentiment analysis toward more positive and
neutral expressions, obscuring the depth of
negative emotional experiences.

Inability to Fully Capture Emotional
Complexity: While LLMs are highly effective at
processing and analyzing language, they often
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struggle with capturing the full emotional
complexity of human experience, particularly in
narratives shaped by trauma and historical injustice
as well as experiences with low-resource data.
These models are adept at identifying clear
emotional signals (e.g., happiness, sadness, anger),
but they may fail to fully grasp the subtleties of
human emotions, especially in long, complex, and
multi-faceted narratives.

Potential Bias in Summarization: In the case
of Palestinian Nakba testimonies, the model may
inadvertently introduce bias by favoring positive or
neutral expressions that align more closely with the
type of language typically found in general-
purpose datasets. This could result in summaries
that do not fully capture the lived realities of
refugees, potentially diminishing the perceived
severity of their experiences.

Context Sensitivity and  Narrative
Construction: LLMs may not fully understand the
historical, cultural, or emotional contexts in which
the Nakba testimonies were given. As a result, the
summaries produced by the model may reflect a
construction of the narrative that is less true to the
original testimony, impacting the sentiment
analysis. In other words, the emotional tone of a
narrative can be shaped by the way the story is
framed, and LLMs may inadvertently alter this
framing during summarization.

5 Conclusion

This study aimed to evaluate the performance and
behavior of LLMs in performing sentiment
analysis on Nakba oral histories, with a particular
focus on how summarization of complex,
emotionally charged narratives influences
sentiment results. The primary objective was to
examine whether LLMs, specifically ChatGPT,
could accurately capture and analyze the emotional
tone of testimonies from Palestinian refugees, and
how summarization might affect the representation
of these sentiments. The contribution of this work
lies in its novel application of LLMs to sensitive
historical narratives, providing valuable insights
into the potential and limitations of these models
for sentiment analysis in emotionally complex
contexts.

The study highlights several limitations. First,
the sentiment analysis conducted by ChatGPT may
have been influenced by biases in the model’s
training data, leading to a misrepresentation of the
emotional tone in the Palestinian refugee



testimonies. Additionally, the summarization
process itself likely oversimplified the complexity
of the full narratives, which may have distorted the
sentiment analysis results. These limitations point
to the need for more specialized models capable of
understanding the cultural and historical contexts
of sensitive narratives like the Nakba. The future
work will also compare different LLMs to see if the
conclusions hold across them.
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Abstract

This paper introduces the Nakba Lexicon, a
comprehensive dataset derived from the po-
etry collection Asifa ‘Ala al-Iz‘aj (Sorry for
the Disturbance) by Istiglal Eid, a Pales-
tinian poet from El-Birweh. Eid’s work
poignantly reflects on themes of Palestinian
identity, displacement, and resilience, serv-
ing as a resource for preserving linguis-
tic and cultural heritage in the context
of post-Nakba literature. The dataset is
structured into ten thematic domains, in-
cluding political terminology, memory and
preservation, sensory and emotional lexi-
con, toponyms, nature, and external lin-
guistic influences such as Hebrew, French,
and English, thereby capturing the socio-
political, emotional, and cultural dimen-
sions of the Nakba. The Nakba Lexicon
uniquely emphasises the contributions of
women to Palestinian literary traditions,
shedding light on often-overlooked narra-
tives of resilience and cultural continuity.
Advanced Natural Language Processing
(NLP) techniques were employed to anal-
yse the dataset, with fine-tuned pre-trained
models such as ARABERT and MARBERT
achieving F1-scores of 0.87 and 0.68 in lan-
guage and lexical classification tasks, re-
spectively, significantly outperforming tra-
ditional machine learning models. These
results highlight the potential of domain-
specific computational models to effectively
analyse complex datasets, facilitating the
preservation of marginalised voices. By
bridging computational methods with cul-
tural preservation, this study enhances the
understanding of Palestinian linguistic her-
itage and contributes to broader efforts in
documenting and analysing endangered nar-
ratives. The Nakba Lexicon paves the way
for future interdisciplinary research, show-
casing the role of NLP in addressing histori-
cal trauma, resilience, and cultural identity.

1 Introduction

The Nakba, meaning “catastrophe” in Arabic,
marks a significant chapter in Palestinian his-
tory, signifying the mass displacement and loss
of homeland that followed the establishment of
the State of Israel in 1948. This event not only
reshaped Palestinian society but also deeply
affected its linguistic, cultural, and political
landscapes. Palestinian literature has since
played a vital role in documenting and pre-
serving the memory, identity, and collective
experiences of Palestinians across generations.
Within this literary tradition, the works of
poets such as Istiglal Eid serve as essential
records of the Palestinian narrative, captur-
ing the nuanced emotional and socio-political
complexities faced by Palestinian communities
(Sa’di and Abu-Lughod, 2007).

Istiglal Eid (?!), a Palestinian poet from El-
Birweh?, uses her poetry to convey a powerful
perspective on identity, exile, and resistance.
Her collection, Asifa ‘Ala al-Iz‘aj (Sorry for the
Disturbance), weaves a tapestry of themes cen-
tral to the Palestinian experience, from cultural
memory to the impact of displacement. As a
female poet writing in both Modern Standard
Arabic and Palestinian dialect, Eid’s work pro-
vides a unique vantage point into the resilience
of Palestinian identity, amplified by her famil-
ial connection to the iconic poet Mahmoud
Darwish. This connection grounds her in the
cultural and historical heritage of her home-
land while navigating the challenges of being a
refugee within her own country (Eid, 2017).

This study builds on Eid’s poetry to cre-

!The author refuses to disclose her birthdate or age,
and thus it is represented as “?” in respect of her wishes

2El-Birweh, also spelled as Al-Birwa, was a Pales-
tinian village, located 10.5 kilometres (6.5 miles) east
of Acre (Akka). The village was depopulated during
the 1948 Arab-Israeli conflict and subsequent wars.
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ate a Nakba Lexicon, a structured dataset of
terms relevant to the Palestinian experience
post-1948. By categorising terms from Eid’s
poetry into thematic domains—such as politi-
cal terminology, memory and preservation, sen-
sory and emotional lexicon, toponyms, and
Hebrew linguistic influence—we aim to provide
a comprehensive resource for Natural Language
Processing (NLP) applications. This lexicon
not only preserves a record of Palestinian lin-
guistic and cultural heritage but also offers a
framework for computational analysis of post-
Nakba literature.

Through this project, we highlight the sig-
nificant yet often overlooked contributions of
female voices in Palestinian literature, empha-
sising the importance of diverse perspectives in
documenting historical trauma and resilience.
The Nakba Lexicon stands as a resource for
analysing the linguistic, emotional, and cul-
tural dimensions of Palestinian literary works,
enabling a more nuanced understanding of the
lasting impact of the Nakba on Palestinian
identity and memory.

2 Related Work

Research on the linguistic and cultural preser-
vation within Palestinian literature has gained
traction in recent years, particularly as scholars
explore the ways in which language and litera-
ture document and sustain collective memory.
Palestinian authors and poets have frequently
employed their work as a form of resistance and
preservation, capturing the personal and col-
lective traumas associated with displacement
and cultural erasure (McDonald, 2013). Much
of this research underscores the role of poetry
and narrative in retaining pre-Nakba identities,
toponyms, and cultural references, emphasising
literature as a safeguard against the loss of her-
itage (Uebel, 2014; El-Ghadban and Strohm,
1900).

The influence of Mahmoud Darwish is central
to studies on Palestinian poetry, with his works
providing foundational insights into themes of
exile, memory, and identity. Darwish’s poetry
is widely cited as a significant source of inspira-
tion for Palestinian authors, including Istiglal
Eid, who not only shares Darwish’s geographic
roots but also his commitment to documenting
Palestinian heritage (Mattawa, 2014). Scholars
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have examined Darwish’s impact on modern
Palestinian literature and how his style of prose
poetry has been adapted by subsequent gener-
ations of Palestinian poets who seek to articu-
late their own experiences of statelessness and
longing (Eid, 2016).

In the field of Natural Language Processing
(NLP), efforts to develop language models and
datasets for low-resource languages, particu-
larly dialects, are also relevant to this study
(Magueresse et al., 2020; El-Haj et al., 2015).
Research on Arabic dialects and low-resource
NLP applications provides insights into the
complexities of handling linguistic diversity
within Palestinian literature, especially given
the mixture of Modern Standard Arabic and
Palestinian dialect in Eid’s work (Kwaik et al.,
2018; Darwish et al., 2021). Projects focusing
on the creation of lexicons and domain-specific
terminologies have demonstrated the poten-
tial for computational approaches to capture
unique linguistic and cultural expressions, fa-
cilitating further analysis and preservation of
marginalised narratives (Sonn et al., 2013).

Work on thematic and emotional lexicons has
also been explored in NLP, particularly in the
context of trauma and cultural resilience (Kir-
mayer et al., 2009). Studies have shown that
by structuring lexicons around themes such as
political terminology, sensory language, and
cultural references, researchers can gain a more
profound understanding of how language em-
bodies historical events and communal identity
(Kenter et al., 2012; Schmidt and Burghardt,
2018). The categorisation approach proposed
in this study builds on these foundations by
organising terms specific to the Nakba within
distinct domains, enabling a targeted NLP anal-
ysis that respects the cultural context of the
lexicon.

This work contributes to these existing ef-
forts by developing a Nakba-focused lexicon
within Palestinian literature, which aims to
support both linguistic preservation and nu-
anced computational analysis. Through a fe-
male poet’s perspective, our research not only
enhances existing NLP applications but also
addresses the gendered aspects of cultural doc-
umentation, highlighting the significant yet of-
ten underrepresented contributions of women
in post-Nakba literary production.



3 Overview of the Author

Istiglal Eid (7-), a poet originally from
El-Birweh, incorporates the term “Biladna”
(meaning “Our Country”) into her identity,
referring to herself as “Bint el-Birweh” (the
Daughter of El-Birweh). Currently residing in
Tamra and working as an English teacher, her
name, meaning “independence,” was chosen
by her father in hope of Palestinian autonomy
after the Nakba of 1948. Later, Eid added “Bi-
ladna” to signify her desire for freedom from
oppression and corruption in Arab lands. El-
Birweh, her birthplace, is also significant as it
is the hometown of celebrated poet Mahmoud
Darwish, her maternal uncle.

Fid identifies as a refugee in her own home-
land. Her family, despite remaining in what is
now Israel’s 1948 territories, cannot reside in
El-Birweh, which has since become a Jewish
settlement. Eid’s main publication, a poetry
collection titled *Asifa ©Ala el-’Iz¢aj (e L]
Clc)‘y\, Sorry for the Disturbance), was released
in 2017. She is also working on a collection
of short stories titled Shar wimsahara (5 &

8 i, Smears and a Smeared Woman).

Our research analyses selections from Eid’s
2017 Diwan, rooted in the cultural and geo-
graphical exile reminiscent of Darwish. Her
family’s displacement to Tamra left them la-
belled as “present absentees®” (Makhoul, 2012),
indicating their presence in the state yet denial
of access to ancestral lands.

Eid’s prose poetry style often adopts a sar-
castic tone, written in a blend of Modern Stan-
dard Arabic and Palestinian dialect. Her work
reflects an effort to safeguard the Palestinian
narrative, documenting pre-Nakba names, fig-
ures, and places, and preserving Palestinian
history and Nakba memories.

Arabic Language

The Arab world has long experienced a state
of diglossia, defined as the simultaneous pres-
ence of two distinct levels of language, or even
two different languages, within the same so-

3According to Makhoul (2012) in their Survey of
Palestinian Refugees and Internally Displaced Persons
2013-2015 (p. 8), internally displaced persons (IDPs) in
Mandate Palestine fall into two main categories. The
first group includes approximately 384,200 Palestinians
who have been displaced within Israel since 1948, while
the second group comprises around 334,600 Palestinians
displaced within the territories occupied since 1967
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ciety, each occupying distinct communicative
domains (Ferguson, 1959; Fishman, 1967). In
the Arabic-speaking world, this results in the
coexistence of vernacular Arabic, or dialectal
Arabic—a collection of localized, often mutu-
ally unintelligible varieties—and Modern Stan-
dard Arabic (MSA), the standardized, liter-
ary form used in formal settings such as me-
dia, education, and interregional communica-
tion. MSA is taught in schools and represents
the unifying linguistic thread across Arabic-
speaking regions, though it remains separate
from daily spoken varieties (Owens, 2001; Ver-
steegh, 1997).

These dialectal forms of Arabic vary signifi-
cantly across regions, with a sort of linguistic
continuum existing along geographical lines.
Generally, dialects become more divergent as
geographical distance increases; for instance,
the Arabic spoken in Galilee closely resembles
the dialect of southern Lebanon, while east-
ern Moroccan Arabic is more akin to west-
ern Algerian varieties. Yet dialect similarity
also depends on historical, social, and reli-
gious factors, which create distinct links be-
tween urban and rural varieties. The Arabic
spoken in Jerusalem, for instance, shares spe-
cific features with that of Beirut, as both are
urban dialects with complex social histories
(Rosenhouse, 2007). Additionally, many di-
alects in the Arab world are influenced by
contact with other languages, which further
diversifies the linguistic landscape. In Iraq,
Arabic dialects have absorbed elements from
Aramaic, Kurdish, and Farsi, while in North
Africa, Tamazight influences are prominent (Al-
Wer and de Jong, 2009).

4 The Linguistic Context of
Palestinians in Israel

The declaration of Israel in 1948 reshaped not
only the territorial but also the linguistic land-
scape, transforming Palestinian citizens from
a majority into a minority with a marginalized
language. The shift placed Arabic in a subor-
dinate position relative to Hebrew, reflecting
the asymmetrical political and social power dy-
namics between the Palestinian minority and
the Jewish Israeli majority (Henkin-Roitfarb,
2011). After 1948, Arabic was increasingly per-
ceived within Israel as a language of opposition,



while Hebrew was elevated as the cornerstone
of the nation-building process (Spolsky and
Shohamy, 1999).

For Palestinian citizens of Israel, proficiency
in Hebrew became essential for navigating of-
ficial and social settings, while Arabic faced
reduced support in public institutions. In Jew-
ish Israeli schools, Arabic instruction was of-
ten limited to military contexts, highlighting
the asymmetrical status of the two languages
(Spolsky and Shohamy, 1999; Amara, 2002).
This bilingual reality reflects a linguistic hier-
archy, where Arabic serves as both a practical
language and a symbol of cultural resilience.
In literature and cultural expression, language
plays a critical role in maintaining and assert-
ing Palestinian identity. Despite its marginal-
ized status, Arabic serves as a medium for
exploring themes of identity, resistance, and
cultural continuity.

Given these influences, the Arabic of the
’48 Palestinians occupies a distinct position in
the landscape of Palestinian dialectology. The
continuous interaction with Hebrew and the
isolation from other Palestinian dialects con-
tribute to a rich, hybrid linguistic identity that
reflects the historical and social complexities of
Palestinian communities within Israel (Horesh,
2021).

5 Methodology and Dataset
Classification

Eid’s work provides a rich source of Nakba-
related terminology, facilitating the creation of
a comprehensive dataset for Natural Language
Processing (NLP) applications. By focusing on
a female voice, we aim to create an inclusive
dataset that captures diverse experiences in
Palestinian literature, while emphasising the
significant yet often overlooked contributions of
women. This approach enables nuanced NLP
analyses of language and themes in post-Nakba
literary works.

The dataset is structured into thematic cat-
egories, capturing linguistic adaptations to
evolving Palestinian identity and socio-political
realities:

1. Political Terminology

Terms in this category describe new polit-
ical realities post-Nakba, such as “peace,”,
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occupation,” and “resistance,” as well
as names of displaced communities, refugee
camps, and geopolitical terms resulting from

the conflict.

2. Memory and Preservation

This category encompasses literary efforts
to preserve the pre-Nakba past, highlighting
key events, significant dates, and collective
tragedies. It includes terms commemorat-
ing losses, displacement, and destruction of
Palestinian communities, documenting shared
trauma and the struggle for remembrance of
pre-1948 Palestine.

3. Sensory and Emotional Lexicon

Words conveying sensory experiences and emo-
tions such as pain, loss, displacement, and long-
ing, evoke the physical and psychological im-
pact of the Nakba on individuals and commu-
nities.

4. Toponyms and Place Names

This category records Palestinian names of
cities, villages, and regions from both pre-1948
and post-Nakba periods. It reflects the ge-
ographical and cultural evolution caused by
conflict and occupation.

5. Names of People

Palestinian activists resist the reduction of
their identities to numbers—whether as war
casualties or UNRWA*? ration card recipients.
Palestinian authors counteract this by record-
ing names of those who died, thus our dataset
compiles names from Eid’s Diwan, both of well-
known figures and ordinary people.

6. Social and Cultural Lexicon

Terms here relate to traditional customs, songs,
proverbs, and cultural practices that embody
Palestinian identity. The lexicon reflects the
continuity and transformation of cultural ex-
pressions from pre- to post-Nakba.

4UNRWA stands for the United Nations Relief and
Works Agency for Palestine Refugees in the Near East.
It was established in 1949 to provide assistance and pro-
tection to Palestinian refugees displaced during the 1948
Arab-Israeli conflict and subsequent wars. UNRWA
offers services such as education, healthcare, social ser-
vices, and emergency aid in its areas of operation, which
include the West Bank, Gaza Strip, Jordan, Lebanon,
and Syria.



7. Natural World

This category includes names of plants, trees,
herbs, and animals significant to the Pales-
tinian landscape, often symbolising resilience
and rootedness. Some plants were uprooted
post-Nakba, with names changing due to dialec-
tal influences in Lebanon, Syria, and Jordan.
Fid preserves these terms in the Palestinian
memory archive.

8. Hebrew and Linguistic Influence

Addressing the forced incorporation of Hebrew
terminology in Palestinian literature due to
occupation, this category includes terms bor-
rowed from Hebrew or used to describe life
under occupation.

This classification structure illustrates the
diversity of linguistic responses to historical,
cultural, and political shifts surrounding the
Nakba. It underscores the efforts to preserve
cultural memory, adapt to new realities, and
articulate experiences of displacement and re-
sistance. For specific examples of expressions
and their classifications, see Appendix A.

6 Experiments

Building upon the methodology and thematic
classification discussed earlier, we conducted
experiments to analyse the linguistic and cul-
tural nuances embedded in the dataset. The
dataset comprises 222 sentences, each carefully
annotated with a word or phrase that reflects
its language type and lexical class. These an-
notations aim to capture the complex inter-
play of linguistic elements present in Istiglal
Eid’s work, including Modern Standard Arabic,
Palestinian dialect, and Hebrew influences.

The annotated data is categorised into ten
distinct lexical classes, as illustrated in Fig-
ure 1. The distribution highlights the diver-
sity of terms used in post-Nakba literature,
with notable proportions allocated to categories
such as Toponyms (27.5%), Names of People
(21.7%), and Politics (18.3%). Smaller but sig-
nificant categories include Culture (9.2%), Na-
ture (7.9%), Memory (7.9%), and Sensory and
Emotional Lexicon (5.0%). External linguistic
influences, including Hebrew (1.3%), French
(0.8%), and English (0.8%), reflect the histori-
cal and sociopolitical interactions shaping the
linguistic landscape.
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Figure 1: Lexical labels

These classifications provide insight into the
thematic emphasis of the Nakba Lexicon, il-
lustrating how language is used to articulate
identity, resistance, and memory. To comple-
ment this analysis, each sentence has also been
identified in terms of its language type, clas-
sified into six categories, as detailed in Table
1. This dual classification highlights the dy-
namic interaction of standardised and dialectal
forms, alongside the incorporation of external
linguistic influences, offering a holistic view of
the dataset’s linguistic diversity.

This experiment provides a foundation for
exploring how language is used in Palestinian
literature to articulate themes of displacement,
memory, and resilience, while also enabling
computational analysis of these themes within
Natural Language Processing applications.

Label Count | Percentage
Dialect 35 15.77%
Hebrew (translitterated) 2 0.90%
Neologism - Standard 1 0.45%
Standard 185 83.33%
Standard DialectStandard 1 0.45%
Standardized neologism(means being Israelised) 1 0.45%

Table 1: Language type distribution

7 Lexical Classification

To further investigate the linguistic richness
and thematic organisation of the dataset, we
applied machine learning techniques for lexi-
cal classification. The goal of this step was to
assess how effectively computational models
can identify and categorise the nuanced lin-



guistic elements present in Istiglal Eid’s work,
particularly across Modern Standard Arabic,
Palestinian dialect, and Hebrew influences.

The primary technique employed for this
task was the Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) embedding ap-
proach, which represents texts as numerical
vectors based on their significance within the
dataset. These vectors were used as input to
train four traditional machine learning mod-
els: Support Vector Machines (SVM), Logistic
Regression, Random Forest, and Naive Bayes.
These models were selected for their proven
effectiveness in text classification tasks, where
SVM excels at finding optimal hyperplanes for
classification, Logistic Regression provides in-
terpretability, Random Forest is robust against
overfitting, and Naive Bayes is efficient for
small datasets. To address the limited size of
the dataset, bigram features were incorporated
(ngram_range=(1, 2)) to enhance represen-
tation by capturing contextual relationships
between words.

In addition to these traditional approaches,
two state-of-the-art pre-trained language mod-
els, ARABERT (Antoun et al., 2020) and
MARBERT (Abdul-Mageed et al., 2021), were
utilised to classify the lexical classes. These
models were chosen for their specialised design,
which caters to the unique linguistic character-
istics of Arabic, including morphology, syntax,
and dialectal variations. ARABERT is tailored
for Modern Standard Arabic tasks, while MAR-
BERT focuses on Arabic dialects, making both
models well-suited to handle the mix of Stan-
dard Arabic, Palestinian dialect, and Hebrew
influences present in the dataset. Both mod-
els were evaluated in two settings: first, as-is
without additional training, to assess their gen-
eralisation capabilities, and second, fine-tuned
on our dataset to adapt them to the specific
nuances of post-Nakba literature. Fine-tuning
was conducted with early stopping criteria to
prevent overfitting, halting training after three
consecutive evaluation epochs without valida-
tion loss improvement. Model checkpoints were
saved after each epoch to ensure the best pos-
sible performance.

Preprocessing was applied to standardise the
input data, including steps such as diacritisa-
tion removal, extra space trimming, stop word
elimination, symbol cleaning, and character
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normalisation. These steps ensured the dataset
was consistent and suitable for effective com-
putational analysis.

This classification effort not only provides in-
sights into the dataset’s linguistic diversity but
also highlights the potential of machine learn-
ing and large language models in analysing
post-Nakba literature. By bridging traditional
and modern NLP techniques, the experiments
showcase a comprehensive approach to under-
standing and preserving Palestinian linguistic
and cultural heritage.

8 Results and Discussion

The experimental results highlight the linguis-
tic diversity captured in the Nakba Lexicon
dataset, which is essential for understanding
the interplay of language types in post-Nakba
literature. Table 1 provides a breakdown
of the language types annotated within the
dataset. Standard Arabic constitutes the ma-
jority (83.33%), reflecting its role as the pri-
mary medium for formal literary expression.
Dialectal Arabic, accounting for 15.77% of
the dataset, highlights the significance of re-
gional vernaculars in conveying personal and
cultural narratives. Smaller contributions,
such as transliterated Hebrew (0.90%), illus-
trate the linguistic influence of socio-political
contexts, particularly the interaction between
Palestinian Arabic and Hebrew. This distribu-
tion demonstrates the dataset’s potential for
analysing both the standardised and dialectal
aspects of Arabic, as well as cross-linguistic
interactions in Palestinian literature.

The lexical classification task assesses the
ability of models to categorise words and
phrases into predefined lexical classes, reflect-
ing the diverse linguistic elements of the Nakba
Lexicon. Table 2 summarises the performance
of various machine learning models on this
task. Traditional models, such as SVM and
Random Forest, yielded moderate results, with
F1l-scores ranging from 0.09 to 0.19, indicating
limitations in capturing the complexity of the
dataset. In contrast, large language models
(LLMs) such as ARABERT and MARBERT
demonstrated significant improvements. Fine-
tuned MARBERT achieved the highest F1-
score of 0.68, showcasing its ability to effec-
tively capture and classify the nuanced lexical



features present in Arabic literature. These
results highlight the importance of domain-
specific pre-trained models for processing cul-
turally and linguistically rich datasets like the
Nakba Lexicon.

The language classification task evaluates the
ability of models to identify the language type
of each sentence within the dataset, reflecting
its multilingual and dialectal diversity. Table 3
presents the performance of various models in
this task. Traditional machine learning models,
including SVM, Logistic Regression, and Ran-
dom Forest, provided consistent and reasonable
results, achieving F1-scores in the range of 0.76
to 0.77. These models, however, lacked the
sophistication needed to fully capture the com-
plexity of multi-class classification in Arabic
datasets. Fine-tuned ARABERT outperformed
all other models, achieving the highest F1-score
of 0.87, demonstrating its capability to handle
intricate linguistic variations and multi-class
tasks effectively. MARBERT closely followed
with an Fl-score of 0.84, further validating
the efficacy of pre-trained language models in
addressing the challenges posed by diverse lin-
guistic datasets like the Nakba Lexicon.

Models Precision | Recall | Fl-score
SVM 0.36 0.13 0.19
Logistic Regression 0.27 0.05 0.09
Random Forest 0.34 0.11 0.17
Naive Bayes 0.41 0.11 0.17
AraBERT (10 epoch) 0.70 0.42 0.53
MARBERT (7 epoch) 0.88 0.56 0.68

Table 2: Performance of Machine Learning and
Pre-trained Models in Lexical Classification Tasks

These results underscore the profound chal-
lenges posed by the linguistic diversity and
nuanced language use in post-Nakba literature.
The Nakba Lexicon, as reflected in the dataset’s
composition and classification tasks, captures
a unique confluence of standardised, dialectal,
and externally influenced linguistic features.
This complexity mirrors the fragmented identi-
ties and cultural resilience of Palestinians, as
expressed in their literary and linguistic her-
itage. The moderate performance of traditional
machine learning models highlights the diffi-
culty of computationally analysing such a lin-
guistically rich and context-dependent dataset.
These models, while capable of providing base-
line insights, struggle to fully grasp the intri-
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cate layers of meaning and cultural references
embedded in post-Nakba narratives.

Conversely, the superior performance of
fine-tuned large language models, such as
ARABERT and MARBERT, illustrates their
capacity to bridge computational methods with
cultural and historical contexts. By leveraging
domain-specific pre-trained models, this study
demonstrates how advanced NLP techniques
can contribute to preserving and analysing
Palestinian narratives in a way that respects
their linguistic and cultural particularities. The
high Fl-scores achieved by ARABERT and
MARBERT, particularly in language classifica-
tion, underscore their potential to capture the
interplay of Modern Standard Arabic, Pales-
tinian dialects, and Hebrew influences within
Nakba-related literature. This capability is
crucial for understanding how language has
been used as a medium of resistance, memory
preservation, and identity formation in the face
of displacement and marginalisation.

Furthermore, these findings highlight the
value of computational approaches in elevat-
ing underrepresented narratives in global dis-
By enabling the analysis of low-
resource languages and culturally rich datasets,
NLP offers a pathway to amplify marginalised
voices and ensure their stories are preserved for
future generations. In the case of the Nakba
Lexicon, this study not only contributes to
the documentation of Palestinian heritage but
also lays the groundwork for applying similar
methods to other marginalised linguistic com-
munities.

courses.

Models Precision | Recall | Fl1-score
SVM 0.71 0.82 0.76
Logistic Regression 0.71 0.84 0.77
Random Forest 0.71 0.84 0.77
Naive Bayes 0.71 0.84 0.77
AraBERT (7 epoch) 0.87 0.87 0.87
MARBERT (8 epoch) 0.84 0.84 0.84

Table 3: Performance of Machine Learning and Pre-
trained Models in Language Classification Tasks

Ultimately, this research illustrates the po-
tential of integrating computational tools with
literary and cultural studies to address histor-
ical traumas and support cultural resilience.
The challenges faced in classifying such a nu-
anced dataset reflect broader issues in preserv-
ing endangered narratives, while the successes



achieved with advanced models point to a fu-
ture where technology can play a vital role
in safeguarding cultural memory. The Nakba
Lexicon serves as both a technical achievement
and a testament to the enduring power of lan-
guage in articulating collective experiences of
resistance, loss, and hope.

9 Conclusion and Future Work

This study introduced the Nakba Lexicon, a
comprehensive dataset derived from the poetic
works of Istiglal Eid, capturing the linguistic,
cultural, and emotional dimensions of Pales-
tinian post-Nakba literature. By categorising
the dataset into thematic domains and leverag-
ing computational methods, we demonstrated
how advanced Natural Language Processing
(NLP) techniques can preserve and analyse
marginalised linguistic and cultural narratives.
The lexicon serves as a bridge between compu-
tational tools and cultural studies, offering a
resource for exploring the nuanced interplay of
identity, memory, and resilience in the face of
historical trauma.

The experimental results underline the chal-
lenges inherent in processing such a linguisti-
cally rich and contextually complex dataset.
Traditional machine learning models, while
providing baseline insights, struggled to fully
capture the intricate dynamics of Palestinian
literature, especially the interplay of Modern
Standard Arabic, Palestinian dialects, and He-
brew influences. In contrast, pre-trained lan-
guage models like ARABERT and MARBERT
significantly outperformed these models, with
MARBERT excelling in lexical classification
and ARABERT achieving state-of-the-art re-
sults in language classification. These findings
highlight the potential of domain-specific mod-
els to address the unique demands of datasets
that blend linguistic, cultural, and historical
layers.

The Nakba Lexicon is more than a computa-
tional dataset; it is a testament to the enduring
power of language as a medium for resistance,
memory preservation, and cultural continuity.
By amplifying the voices embedded in Pales-
tinian literature, this research not only con-
tributes to the documentation of Palestinian
heritage but also underscores the role of NLP
in safeguarding endangered narratives. These
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efforts align with a broader vision of using tech-
nology to amplify the stories of marginalised
communities and preserve their cultural identi-
ties for future generations.

Future work will expand the Nakba Lexicon
to include additional texts from Palestinian
authors and poets, aiming to enhance its repre-
sentativeness and robustness. We also intend to
explore cross-dialectal adaptations, capturing
the linguistic diversity across Arabic-speaking
regions affected by the Nakba. Integrating
context-aware models, such as transformer-
based architectures, will enable deeper anal-
ysis of the interplay between language, culture,
and history. Furthermore, collaborative efforts
with historians, linguists, and cultural preser-
vationists will enrich the lexicon’s applications,
fostering interdisciplinary approaches to under-
standing and preserving cultural heritage.

Once this paper is accepted, the Nakba Lex-
icon will be released publicly, providing re-
searchers and practitioners with a valuable re-
source for computational analysis and a mean-
ingful contribution to preserving the narratives
of resilience and resistance within Palestinian
literature.

10 Limitations

While this study highlights the potential of the
Nakba Lexicon for preserving and analysing
linguistic and cultural narratives, several limita-
tions must be acknowledged. First, the dataset
size is relatively small, consisting of 222 an-
notated sentences, which limits the generalis-
ability of the experimental results. While the
inclusion of fine-tuned models like ARABERT
and MARBERT significantly improved perfor-
mance, a larger and more diverse dataset is
required to ensure broader applicability and
robust generalisation across different contexts
and linguistic variations.

Second, the dataset primarily focuses on the
works of a single poet, Istiglal Eid, which, while
rich and representative of certain aspects of
Palestinian literature, may not fully capture
the breadth of linguistic and cultural diversity
present in the wider corpus of Palestinian writ-
ing. Expanding the dataset to include other
authors, genres, and dialects would provide
a more comprehensive representation of the
post-Nakba narrative.



Third, the reliance on pre-trained models like
ARABERT and MARBERT, while beneficial,
highlights challenges in adapting NLP tools
to datasets that mix standardised and dialec-
tal Arabic, as well as incorporating influences
from Hebrew and other languages. Future work
should address these challenges by developing
more targeted models that can better accom-
modate such linguistic complexities.

Lastly, the dataset’s cultural and historical
sensitivity requires careful handling to ensure
its appropriate use in research and applications.
Collaborative efforts with cultural preservation-
ists and community stakeholders are essential
to ensure that the dataset is used responsibly
and meaningfully.

Despite these limitations, the Nakba Lex-
icon represents a significant step forward in
combining computational tools with cultural
preservation, offering valuable insights into the
intersections of language, identity, and histor-
ical trauma. Addressing these limitations in
future work will further enhance its value as a
resource for interdisciplinary research.
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A Appendix: Expressions and
Lexical Examples

This appendix provides detailed examples of
expressions and lexical terms from the Nakba
Lexicon, including linguistic and cultural ex-
planations.

1. 16 / 1 / Dialect / Sensory Name of
Place: _\d| =~
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ahmar al-fayir “blazing red” A dialectal
expression composed of ij ahmar ‘red’
and the participle ,b fayir ‘burning, rag-
ing’. Fayir is a local dialectal pronuncia-
tion related to Standard Arabic (SA) ;b
fair. The Palestinian Arabic (PA) has
dropped the hamza and replaced it by the
consonant /y/, aligning it with the vowel
/i/. Comparison: SA fb fair - PA b
fayir.

.19 / 1 / Dialect / Hebrew Influence:

il Sl

Sikopatiya “Psychopathy” The form
sikopatiya may derive from SA s\ S
sikubatiyya / saykubatiyya or from En-
glish “psychopathy,” with phonological in-
fluence from Modern Hebrew (MH). The
Palestinian Jordanian variant seems to re-
tain English features such as the diphthong
/ay/ and interdental /t/.

. 21 / 2 / Dialect / Cultural (Dialect):

]

thna bxer “We're all right” Common PA
form y2 L>| ihna b-xer compared with SA
% - nahnu bi-xayr. PA features include
the dropping of short vowels (5 b-, cp. SA
- bi-), diphthong reduction (& xer, SA
& xayr), and a specific form for the first-
person personal pronoun U>| ihna (SA -2
nahnu).

. 28 / 2 / Dialect / Hebrew Influence:

Lste b Jsle
Halluluya halluluya “Hallelujah, hallelu-

jah” Originates from Hebrew halelu yah
“praise God,” although it is difficult to
determine when it was borrowed. Possi-
bly through Christianity, making it a very
ancient legacy, but it might have been up-
dated through contact with MH.

. 32 / 1 / Dialect / Hebrew Influence:

Lolas

Fantazya “fantasy” A local adaptation of
the international word ”fantasy.” Unlike
usual SA L3kb fantazya, the PA form
includes an emphatic /t/, i.e., fantazya,
which might be an internal evolution or,

less probably, an orthographic influence
from MH.



6. 36 / 5 / Dialect / Cultural: Proverb:

&yl do &2l sl e

ala add frasak mid iZrik “Cut your coat
according to your cloth.” This PA proverb
contrasts with SA: PA Je ala odd vs.
SA % | ala qadd. Additionally, metathe-
sis is seen: PA 1 i7r vs. SA o, rizl.

. 140 / 2 / Dialect / Toponym: —
Wels 2 ekl

Sabah al-zer ala muzayyam satila “Good
morning Shatila refugee camp” The word
S:la Satila might be related to the Ara-
maic root ¥§.t.l. related to “plants,” as
seen in the Syriac words stilta ‘plantation’
and stala ‘to plant.’

. 130 / 1 / Standardised Neologism
/ Political Register (and Cultural):
Post-Nakba: U J..J

Asralatna A verb indirectly derived from
the name ‘Israel,” from which the con-
sonant root ys.r.l. has been extracted.
This neologism demonstrates the ability
of Semitic linguistic structures to create
roots from foreign words.
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Abstract

In this paper, we enrich Arabic Natural Lan-
guage Processing (NLP) resources by intro-
ducing the "Nakba Topic Classification Cor-
pus (NTCC)," a novel annotated Arabic cor-
pus derived from narratives about the Nakba.
The NTCC comprises approximately 470 sen-
tences extracted from eight short stories and
captures the thematic depth of the Nakba nar-
ratives, providing insights into both historical
and personal dimensions. The corpus was an-
notated in a two-step process. One third of
the dataset was manually annotated, achiev-
ing an IAA of 87% (later resolved to 100%),
while the rest was annotated using a rule-based
system based on thematic patterns. This ap-
proach ensures consistency and reproducibility,
enhancing the corpus’s reliability for NLP re-
search. The NTCC contributes to the preserva-
tion of the Palestinian cultural heritage while
addressing key challenges in Arabic NLP, such
as data scarcity and linguistic complexity. By
like topic modeling and classification tasks, the
NTCC offers a valuable resource for advancing
Arabic NLP research and fostering a deeper
understanding of the Nakba narratives

1 Introduction

Automatic document categorization has gained sig-
nificant importance due to the continuous influx
of textual documents on the web. The rise of the
Internet and Web 2.0 has led to an unprecedented in-
crease in unstructured data generated from various
sources, particularly social media. This vast array
of unstructured information presents both a chal-
lenge and an opportunity for data processing and
management, enabling researchers to extract mean-
ingful insights. One of the key tasks in this realm is
text classification, which has witnessed substantial
advancements recently, particularly with the ad-
vent of machine learning (ML) techniques (Elnagar
et al., 2020).

Text categorization, often referred to inter-
changeably as text classification, involves predict-
ing predefined categories or domains for a given
document. This automated process can either iden-
tify the most relevant single category or multiple
closely related categories. Given the enormous vol-
ume of available documents online, manual clas-
sification is impractical, necessitating automated
classifiers that transform unstructured text into
machine-readable formats (Elnagar et al., 2020).

While text categorization has been well-studied
in several languages, including English, the Arabic
language remains underrepresented in this research
area. Despite Arabic being the fourth most widely
used language on the Internet and the sixth offi-
cial language recognized by the United Nations
(Wahdan et al., 2024), there are few studies focus-
ing on Arabic text classification (Alyafeai et al.,
2022). The scarcity of comprehensive and acces-
sible Arabic corpora presents significant obstacles
for researchers. Most existing datasets are small,
lack predefined classes, or require extensive modifi-
cations before use. This limitation complicates the
validation and comparison of proposed methods,
hindering progress in Arabic text categorization
(Elnagar et al., 2020).

In this paper, we introduce the NTCC, a new
Arabic dataset specifically designed for emotion
detection in narratives surrounding the Nakba—a
pivotal event in Palestinian history characterized by
displacement and loss. These stories are crucial for
preserving the historical events and documenting
the suffering of the Palestinian people since 1948.
Our dataset encompasses five distinct categories:
(1) historical events and politics, (ii) emotions and
spirituality, (iii) nature and daily life, (iv) homesick-
ness and war/conflict, and (v) others. "Others" is
dedicated to sentences that do not belong to any of
the defined categories. This structure aims to pro-
vide researchers with flexibility in annotation and
a more nuanced understanding of the narratives.

Proceedings of the Proceedings of the 1st International Workshop on Nakba Narratives as Language Resources, pages 48-55
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By releasing this dataset, which consists of ap-
proximately 470 sentences extracted from eight
stories, we aim to facilitate the application of vari-
ous NLP and machine learning related tasks. Our
Arabic annotated corpus will pave the way for re-
searchers in machine learning and NLP to con-
duct numerous studies, potentially leading to ad-
vancements in sentiment analysis, topic modeling,
and other classification tasks. Notable works in
this area include the use of deep learning models
for text classification, sentiment analysis using re-
current neural networks (RNNs), and transformer-
based architectures such as BERT for enhanced
context understanding.

This work contributes to preserving Palestinian
heritage and the Palestinian issue by documenting
these experiences. Our objective is to enhance
the predictive capabilities for semantic analysis
on future unseen data, while contributing to the
growing body of research in Arabic corpora and
text classification.

This paper is organized as follows. In Section
2, we present prior and recent research on Arabic
topic classification. Section 3 provides a compre-
hensive analysis of the data handling. Section 4
summarizes the steps followed, and describes the
proposed approach for corpus construction. In Sec-
tion 5, we conclude and point out ideas for future
search.

2 Related Work

The construction and utilization of structured Ara-
bic corpora are essential for advancing Arabic text
classification and Natural Language Processing
(NLP). Due to the unique challenges posed by
Arabic—including its complex morphology, rich
dialectal variations, and limited open-source re-
sources—the development of specialized corpora
has become a focal point in recent studies.
Albared et al. (2023) propose an approach to
Arabic topic classification using generative and Au-
toML techniques, demonstrating how the success
of classification models is heavily dependent on
high-quality, diverse datasets. This study under-
scores the necessity of large, labeled corpora that
allow models to generalize effectively, addressing
Arabic’s unique linguistic challenges. In a similar
direction, the OSAC (Open-Source Arabic Cor-
pora) initiative (Saad and Ashour, 2010) tackles
resource scarcity by providing open-access corpora
to improve classification and clustering. OSAC
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compiles a wide range of Arabic texts, including
social media and news articles, thereby support-
ing the development of more robust classification
models.

In line with OSAC, the Ahmed and Ahmed
(2021) study on Arabic news classification devel-
ops a specialized corpus that enhances machine
learning algorithms for news categorization. It
stresses the importance of balanced data across
categories to mitigate classification biases. Like-
wise, systematic reviews such as (Elnagar et al.,
2020) identify trends across Arabic NLP resources,
noting that existing corpora often suffer from do-
main specificity and dialectal homogeneity. These
studies collectively advocate for more diversified
corpora that cover both Modern Standard Arabic
(MSA) and regional dialects to bolster model ro-
bustness across different language forms.

Addressing specific NLP challenges, AL-
Sarayreh et al. (2023) discuss data augmentation
and annotation techniques as solutions to enrich
Arabic corpora, especially in low-resource contexts.
They suggest that creative approaches to annotation
and corpus expansion are essential for capturing
Arabic’s linguistic diversity. Furthermore, Wahdan
et al. (2024) emphasizes the importance of domain-
specific corpora and advocates for expanding cor-
pus types to represent the broader spectrum of Ara-
bic content. This work argues that larger and more
varied datasets can yield substantial improvements
in classification accuracy and task transferability.

In summary, as Arabic NLP research progresses,
the development of specialized, open-source, and
diverse Arabic corpora remains critical. The afore-
mentioned studies contribute to this goal by offer-
ing resources that not only enhance classification
accuracy, but also address broader challenges re-
lated to language variation, resource availability,
and domain-specific needs in Arabic NLP.

3 Data Handling

We want to construct a new Arabic topic classifi-
cation corpus based on the Nakba narratives. The
raw data represents a set of Nakba short stories that
contains the narratives of Nakba, e.g. the suffering,
memories, ... etc. as they were told by refugees.
The stories were taken from the Nakba Archive
website!.

"https://www.nakba-archive. org



3.1 Raw Data Gathering

On the Nakba Archive website, in the project sec-
tion, we have extracted a collection of eight Nakba
stories, written by different authors, which are in
PDF format. Each of these stories needs a special
attention to become suitable for NLP related tasks.

3.2 Data Cleaning

In addition to the Arabic diacritics that rarely
appear in the text. We noticed that the stories
contain some special characters, a few English
texts, and web references as uniform resource lo-
cators (URLs). The diacritics were removed us-
ing the PyArabic (Zerrouki, 2023) Python library.
Whereas, the remaining noise was removed using
regular expressions.

3.3 Data Preprocessing

We want to create/construct an annotated dataset
for topic classification that is taken from Nakba
stories. We started this task by data preprocessing,
which falls into three main steps:

Convert PDF to Structured Format Although
the PDF is primarily a format for visual presen-
tation, it contains unstructured data. Instead, we
decided to convert to a structured format like CSV
or Excel. This not only makes it easy to work
with NLP tools/libraries such as Pandas and NLTK
(Bird et al., 2009), but also allows any additional
metadata to be stored alongside the text.

Text Normalization With the help of PyArabic,
we normalized the Arabic text by removing the
extra white spaces and the Tatweel.

Paragraph to Sentences Each paragraph was
split into sentences based on appropriate sen-
tence ending using the NLTK Python library.
This will enable us to annotate the sentences eas-
ily, and add the corresponding labels in the fu-
ture. The eight stories result in a set of 605 sen-
tences. As part of the preprocessing stage, meaning-
less sentences—such as incomplete phrases, non-
informative lines (e.g., "etc."), or formatting arti-
facts—were manually identified and removed by
annotators. This process ensured that the dataset,
which ultimately consisted of 473 contextually rel-
evant sentences, was clean and ready for further
analysis.
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3.4 Topic Categorization

To categorize the topics covered in each story found
on the Nakba archive website, two experts analyzed
the text and listened to the interviews made with
refugees. The experts were able to classify the
Nakba stories’ topics into four main categories. We
also added the "Other" category to avoid mismatch
in classification.

Historical Events and Politics: This category
includes key historical and political events of
the Nakba, including key events, political de-
cisions, and their implications on Palestinian
society.

Emotions and Spirituality: This category in-
cludes narratives that express deep emotional
experiences such as grief, loss, and hope,
alongside spiritual reflections.

Nature and Daily Life: This category merges
the depiction of the natural Palestinian land-
scape with the rhythms of everyday life.

Homesickness and War/Conflict: This cate-
gory covers the emotional longing for a lost
homeland and the harsh realities of war and
conflict. It combines narratives that express
a deep sense of nostalgia and displacement
with stories that highlight the struggles and
violence experienced during the Nakba, em-
phasizing the enduring impact of conflict on
individuals and communities.

Table 1 contains relevant examples of those five
categories. We are going to use these categories
as a basis for creating and annotating the Nakba
Arabic topic classification corpus.

3.5 Corpus Category-Based Stats and
Visualization

This work contributes to preserving Palestinian her-
itage by documenting these experiences, aligning
with recent efforts in NLP for cultural preservation
(Cabezas et al., 2022).

Nakba Stories Stats We are working with a rel-
atively small dataset of stories. Table 2 shows the
"No. of Tokens" for the eight Nakba stories.

Nakba Stories Word-Cloud The word-cloud in
Figure 1 visually represents the most frequent terms



Category

Arabic Keywords Examples

Translation

Historical Event & Politics
Emotions & Spirituality
Nature & Daily Life

Homesickness & War-Conflict

LS it Ol
ol (o Al cli
o (G3gall S

Nakba, Repressive Policies
Faith, Sadness Feelings
Working in the Fields, Sunrise

Bombing, Dream of Return

Table 1: The topic categories found in Nakba stories.

ID Arabic Title English Title No. of Tokens
1 bl Introduction 556
2 s NS5 An Enduring Memory 1472
3 alsb Queues 2082
4 é Wl Jsle y_i Abu Adel, The Opener 2069
5 ne> Longing 1113
6 Ll IG5 b oWl Smoke, bread, & Barbed Wire 1479
7 A ;‘ The Martyr’s Mother 1700
8 el ol J s How Can I Forgive? 1817

Table 2: The statistics of the Nakba stories.

e el
o |

Figure 1: The Nakba stories presented as word-cloud.

in the dataset, with the size of each word corre-
sponding to its frequency of occurrence. It can be

clearly seen that the Arabic word _n \jla /TwAbyr/,
(Eng: Queues) is among the most frequent words
in the Nakba stories. TwAbyr represents suffering
in the daily life activities at refugee camps.

Being done with data handling steps, which are
depicted using flowchart in Figure 2. We are ready
for the next steps that relate to corpus construction.

4 Corpus Construction

This section presents our approach to developing
a topic-classification dataset derived from Nakba
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narratives. Given that Arabic NLP research has
historically received less attention than research
on Western languages (Darwish et al., 2020), our
work aims to enrich Arabic NLP resources with
this specialized Nakba corpus.

4.1 Data Annotation

The topics covered in the Nakba stories were clas-
sified into five categories (including "Others"), as
shown in Table 1. Annotating the corpus involved
labeling the content of all stories, sentence by
sentence, using one of the five categories. To
achieve this, we employed a two-phase process
that combined manual and automated annotation
approaches.

In the first phase, a random sample of 33.33% of
the dataset was manually annotated by two experts
to establish a ground truth. This subset was care-
fully reviewed and refined over two iterative rounds,
achieving an inter-annotator agreement (IAA) of
87%, which increased to 100% after resolving dis-
agreements. The resulting ground truth subset
served as the benchmark for evaluating various
automated annotation methods.

In the second phase, the remaining two-thirds
of the corpus were annotated using a rule-based
classification system, which leveraged thematic



Data Handling Flowchart

Raw Data Gathering

)
(Extract Nakba Stories (PDF format))

)

Data Cleaning
]
Remove Diacritics (PyArabic)
(]

Eliminate Noise (Regex)
13

Data Preprocessing

v
(Convert to Structured Format (CSV/Excel))

[Normalize Text (Remove Whitespaces, Tatweel)]

)
[Split Paragraphs into Sentences (NLTK)]

]
Topic Categorization
]
[Identify Categories (8 categories)]
v
(Corpus Category-Based Stats and Visualization|

)

Summarize Story Stats

v
(Generate WordCloud (Frequency of Terms))

Figure 2: Data handling for Nakba stories.

keywords and linguistic patterns identified from
the manually annotated subset. For example, sen-
tences mentioning terms such as "diaspora” or
"exile" were categorized under Homesickness &
War/Conflict, while sentences referencing political
events were classified as Historical Events & Pol-
itics. This rule-based method, refined iteratively,
demonstrated the highest accuracy compared to
other methods such as KMeans clustering (Lloyd,
1982), TFIDF (Bafna et al., 2016), and AraBERT
(Antoun et al., 2020).

The evaluation of these models focused on their
ability to replicate expert annotations without addi-
tional training or fine-tuning. The aim was not to
replace expert annotations for this relatively small
dataset of 470 sentences but to assess the feasibility
of using these models as scalable tools for anno-
tating larger datasets in the future. By combining
manual annotations with the rule-based system, we
ensured consistency and reproducibility, creating a
reliable corpus for advancing Arabic NLP studies.

These results are obtained using the rule-based
(RB) classifier. Figure 3 presents the distribution
of stories across five categories: Historical Event
& Politics (HEP), Emotions & Spirituality (ES),
Nature & Daily Life (NDL), Homesickness & War-
Conflict (HWC), and Others. The "HEP" category

52

Category Distribution of Stories

Number of Stories
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Figure 3: The category distributions in all stories.

Category Distribution for Each Story

Categories
B Emotions & Spirituality

I3 Historical Event & Politics
I Homesickness & War-Conflict
B Nature & Daily Life

3 Others

Number of Categories
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3 8 &8 8 3
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°
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Figure 4: The category distributions for each story.

dominates with 332 entries, followed by "ES" with
96 entries. Categories such as "NDL," "HWC,"
and "Others" are represented by fewer entries, with
22, 10, and 17 entries, respectively.This distribu-
tion suggests a strong emphasis on political and
emotional themes in the dataset, while other topics,
such as daily life and conflict-related stories, are
less prevalent. The imbalance in category distribu-
tion points to the dataset’s thematic concentration
on historical and political narratives, highlighting
potential gaps in diversity regarding more personal
or nature-related themes.

Figure 4 illustrates the distribution of categories
across eight stories, as obtained using the rule-
based classifier. "HEP" appears most frequently,
followed by "HWC." "ES" and "NDL" are rep-
resented less frequently, while the "Others" cate-
gory is rarely mentioned. Story 8 stands out with
the highest number of categories, with "HEP" and
"HWC" being the dominant themes. This chart
highlights the varying thematic focus of the sto-
ries, with political and emotional topics being more
prevalent in the dataset.

4.2 Inter-Annotator Agreement

It is important to review the resulting topic clas-
sification labels obtained using the different three
approaches. With assistance from two experts, the



ID Type/ Approaches

Arabic Text

195 Agreement/ Expert 1 vs. Expert 2
332 Disagreement/ Expert 1 vs. Expert 2
341 Agreement/ RB vs. Experts

361 Disagreement/ RB vs. Experts

o)l dday &~ Lvlltkugb 3]

S’L”M?\‘N'HQQM

at ol G famy oS 0 G T )

IPRT d"‘J L

Table 3: Examples of agreement and disagreement encountered during annotation.

inclusion of human factor allows not only for mea-
suring Inter-Annotator Agreement (IAA), but also
for helping to quantify the subjectivity of the task
and refine the category definitions.

To assess the reliability and consistency of the
three approaches, we calculated the IAA using Co-
hen’s Kappa (Cohen, 1960) as shown in Equation 1.
This follows Artstein and Poesio (2008), who ap-
plied Cohen’s Kappa in computational linguistics.

_ Po — De )
- De
where
po = the observed agreement,
pe = the expected agreement by chance.

We computed the IAA using Equation 1 and got
an initial rate of 87%, which indicates substantial
agreement. Discrepancies in annotation were of-
ten due to the complexity and interference of topic
expressions. To resolve these differences, we or-
ganized a post-annotation step where annotators
discussed and clarified difficult cases. Through
these discussions, we updated our annotation guide-
lines and conducted a second round of annotation,
yielding an improved Kappa score of 100%.

Table 3 shows examples of agreement and dis-
agreement that were encountered during annotation.
For example, the sentence 195 (Eng: It’s mine, it’s
my freedom and this is my land) belongs to "Emo-
tions & Spirituality” was annotated correctly by
both experts. Whereas, the sentence 332 (Eng:
Palestinian Lebanese, the important thing is that
there are no pure Palestinians) belongs to "Histor-
ical Event & Politics" was annotated correctly by
only one expert, the other annotated it as "Emo-
tions & Spirituality”. Another example — among
rule-based (RB) and the experts, the sentence 341
(Eng: I could not believe that God had honored me
and made me meet the mother of a martyr.) be-
longs to "Emotions & Spirituality" was annotated
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correctly by both the experts and RB. Whereas,
the sentence 361 (Eng: I wish I could) belongs to
"Emotions & Spirituality" was annotated correctly
by the experts, and annotated wrongly by the RB,
namely as "Historical Event & Politics".

4.3 Evaluation Metrics

The evaluation focused on the ability of different
automated methods to replicate expert annotations
without additional training or fine-tuning. The mod-
els tested included:

* Rule-based system: Using thematic key-
words and contextual patterns derived from
the ground truth data.

* KMeans clustering: Applied directly to the
dataset to group similar sentences.

* TFIDF: Used to extract features for classifi-
cation based on term importance.

* AraBERT: A pre-trained Arabic language
model used for sentence classification.

The performance of each model was compared
against the manually annotated ground truth. The
rule-based system achieved the highest accuracy,
demonstrating its effectiveness in capturing the-
matic categories. This evaluation highlights the
potential of automated models for annotating large-
scale datasets, even without further training or fine-
tuning.

For this task, two experts were recruited to re-
view and annotate a sample of 159 sentences (i.e.
one third) of the data independently. As inspired by
Artstein and Poesio (2008), this iterative process
helped ensure that the final corpus annotations are
consistent and reliable.

We are utilizing accuracy, calculated as in Equa-
tion 2, to evaluate the different classification ap-
proaches. The accuracy of each classification ap-
proach (on the one-third of the data) is calculated
by comparing it to the manually annotated sample.



The confusion matrix (CM) in Figure 5 illus-
trates the performance of the rule-based approach
in classifying Arabic text into five categories: His-
torical Event & Politics, Emotions & Spirituality,
Homesickness & War-Conflict, Nature & Daily
Life, and Others. The matrix shows correct and
incorrect predictions per class. Notably, the rule-
based model performs best in classifying Historical
Event & Politics, with 59 correct predictions. How-
ever, it struggles in distinguishing between more
similar categories, such as Emotions & Spirituality
and Homesickness & War-Conflict, as evidenced
by misclassifications.

When comparing this rule-based model to other
approaches, such as TFIDF and AraBERT, the rule-
based model outperforms them with a higher ac-
curacy of 61.33%. In contrast, the TFIDF and
AraBERT models achieve significantly lower ac-
curacy rates of 25% and 34%, respectively. This
analysis demonstrates that the rule-based approach,
despite its limitations in handling nuanced category
distinctions, outperformed other methods by lever-
aging thematic keywords and contextual rules, as
detailed in Section 4.1. In contrast, the lower ac-
curacy of TFIDF and AraBERT underscores the
challenges these methods face when applied to
domain-specific datasets without fine-tuning.

This confusion matrix, therefore, represents the
performance of the rule-based approach and high-
lights areas where improvement is needed, espe-
cially in distinguishing between certain categories.
It is important to note that while the rule-based ap-
proach shows the highest accuracy, further research
into hybrid models or the application of more so-
phisticated methods like AraBERT or TFIDF could
lead to improvements in classification performance.

Number of True Predictions

2

A =
ccuracy Total Number of Predictions

4.4 Discussion

This study evaluated the feasibility of using auto-
mated models to annotate Arabic narratives, fo-
cusing on scalability for larger datasets. While
manually annotating 470 sentences is straightfor-
ward, the aim was to test these models as tools for
automating the annotation of thousands or millions
of sentences in future research.

The rule-based classifier outperformed other ap-
proaches, leveraging thematic keywords and pat-
terns to achieve the best accuracy. This sug-
gests that carefully designed rule-based systems
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Confusion Matrix

Historical Event & Politics 1 0 1 1

Emotions & Spirituality - 28 0 2 1

Homesickness & War-Conflict - 9 3 1 1 0

Actual Labels

Nature & Daily Life - 8 2 0 1 0

Others - 2 2 1 0 5

Predicted Labels

Figure 5: The confusion matrix (CM).

can effectively handle datasets with well-defined
categories. However, pre-trained models like
AraBERT exhibited lower accuracy due to the
domain-specific nature of the Nakba narratives,
highlighting the need for fine-tuning or specialized
training for such contexts.

The low accuracy of ML models reflects Ara-
bic NLP challenges, such as linguistic complex-
ity and limited annotated datasets. The high inter-
annotator agreement (87%, later 100%) highlights
the reliability of manual annotations.

An essential aspect of this study was the group-
ing of categories, such as “Emotions and Spiri-
tuality” and “Conflict and Homesickness.” This
decision was informed by the natural co-occurrence
of these themes in Nakba narratives. Emotional ex-
pressions are often intertwined with spiritual reflec-
tions, and narratives of conflict frequently evoke
sentiments of homesickness. For instance, a sen-
tence like “My prayers keep me strong even as 1
endure exile” captures both emotional and spiritual
dimensions. Grouping these categories simplifies
annotation, reduces ambiguity, and enhances the
dataset’s ability to capture intertwined themes.

However, this approach introduces limitations,
as some sentences may lean more toward one as-
pect of a paired category. Future work should
explore multi-label annotation schemes to better
reflect the nuanced overlap between themes and
provide more precise annotations.

These findings underscore the challenges of clas-
sifying Nakba narratives with existing models and
emphasize the importance of expanding the dataset
to address category imbalances. Future research
should focus on fine-tuning transformer models



and exploring advanced annotation schemes to
overcome the limitations of small and specialized
datasets. These enhancements will enable more
robust analyses of Nakba narratives and contribute
to advancing Arabic NLP research.

5 Conclusion

We presented the Nakba Topic Classification Cor-
pus?, an Arabic annotated dataset developed to sup-
port research in Arabic NLP, particularly in topic
classification and emotion detection. Through care-
ful preprocessing, annotation, and validation, we
achieved good topic labels across five categories.
This corpus is expected to bridge gaps in Arabic
NLP resources and provide a foundation for fu-
ture applications, including sentiment analysis and
other machine learning classification tasks. By
preserving and categorizing Nakba narratives, our
work not only contributes to advancing Arabic NLP,
but also serves as a vital resource for preserving
and analyzing cultural narratives, offering a more
in-depth understanding of the Nakba’s historical
and emotional dimensions.

Future research could expand the corpus by
adding Nakba stories from diverse regions, Ara-
bic dialects, and leveraging pre-trained models like
GPT.
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Abstract

Measuring semantic similarity and analyzing
authorial style are fundamental tasks in Nat-
ural Language Processing (NLP), with appli-
cations in text classification, cultural analysis,
and literary studies. This paper investigates
the semantic similarity and stylistic features
of Nakba short stories, a key component of
Palestinian literature, using transformer-based
models, AraBERT, BERT, and RoBERTa. The
models effectively capture nuanced linguistic
structures, cultural contexts, and stylistic vari-
ations in Arabic narratives, outperforming the
traditional TF-IDF baseline. By comparing
stories of similar length, we minimize biases
and ensure a fair evaluation of both semantic
and stylistic relationships. Experimental re-
sults indicate that ROBERTa achieves slightly
higher performance, highlighting its ability to
distinguish subtle stylistic patterns. This study
demonstrates the potential of Al-driven tools to
provide more in-depth insights into Arabic lit-
erature, and contributes to the systematic anal-
ysis of both semantic and stylistic elements in
Nakba narratives.

1 Introduction

A very useful Natural Language Processing (NLP)
tool is text similarity. It has many practical appli-
cations and allows us to find text that is similar
to another text. The recent advancements in NLP
have significantly improved the ability to analyze
literary and cultural texts, offering new opportuni-
ties for exploring the richness of literary traditions.
The development of deep learning models such as
BERT and RoBERTa has made it possible to accu-
rately capture the complexities of Arabic texts, a
challenge that previous methodologies struggled to
address (Devlin et al., 2019; Liu et al., 2019).
Nakba short stories, which depict the collective
experiences and historical trauma of the Palestinian
people, are an essential component of Palestinian
literature and culture. However, analyzing Arabic

literary texts computationally remains challenging
due to the rich morphology, varied dialects, and
cultural nuances of the language (Elmadany et al.,
2020). Recent studies have shown the efficacy of
transformer-based models in capturing these lin-
guistic complexities, making them invaluable tools
for semantic analysis (Antoun et al., 2020; Reimers
and Gurevych, 2019). Furthermore, efforts to inte-
grate cultural and historical context into text anal-
ysis have underscored the importance of domain-
specific datasets and tailored pretraining strategies
for effective semantic representation (Zaghouani
et al., 2018; Saidi et al., 2024).

This research leverages deep learning models
to measure semantic similarity and analyze autho-
rial styles in Nakba narratives, aiming to uncover
shared themes and stylistic variations among au-
thors in this culturally significant genre. By ap-
plying advanced computational techniques, we in-
vestigate how well modern NLP models can grasp
the nuanced linguistic structures and cultural con-
text embedded within Arabic literary works. This
study contributes to a more profound understand-
ing of how these narratives convey social and po-
litical messages and demonstrates the potential of
Al-driven tools to objectively and systematically
analyze Arabic literature. This work sets a founda-
tion for future research in using Al for cultural and
literary studies. This work presents a framework
and a database to discover whether new Nakba sto-
ries are similar to existing ones. To benchmark our
results, we utilize TF-IDF (Bafna et al., 2016) as a
baseline method, allowing for comparative analysis
with advanced transformer-based models.

This paper is organized as follows. In Section
2, we present prior and recent research on Arabic
text similarity. Section 3 provides a comprehen-
sive analysis of the dataset, our analysis is enriched
with visualization. Section 4 presents the experi-
mental settings, describes the proposed approach
and discusses our reported results. In Section 5, we
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conclude and point out ideas for future search.

2 Related Work

Semantic similarity measures the extent to which
two pieces of text share meaning, a vital task in
various NLP applications, such as text classifica-
tion, information retrieval, and machine translation.
Arabic, with its complex morphology and diverse
genres, presents unique challenges for semantic
similarity tasks. This literature review focuses on
recent machine learning-based approaches for mea-
suring semantic similarity in Arabic text, empha-
sizing studies by Antoun et al. (2020), Reimers and
Gurevych (2019), Saidi et al. (2024) and Ismail
et al. (2022) respectively.

Antoun et al. (2020) introduced AraBERT, a
transformer model pre-trained on large Arabic cor-
pora, which has shown effectiveness in various Ara-
bic NLP tasks, including semantic similarity. Its
domain-specific adaptations make it well-suited for
handling the morphological complexity of Arabic
text.

Author style detection has gained attention in
NLP as a means of exploring linguistic patterns
unique to individual authors. Transformer-based
models such as BERT and RoBERTa have demon-
strated their ability to capture stylistic nuances,
as seen in studies such as Reimers and Gurevych
(2019) that explore sentence embeddings for stylis-
tic comparisons. These methods are particularly
relevant for Nakba short stories, where narrative
styles vary from author to author.

Saidi et al. (2024) introduced a hybrid model
combining BERT and a Gated Recurrent Unit
(GRU) network for capturing semantic similarity
in Arabic texts. Their model exploits BERT’s pow-
erful contextual embeddings to represent words
in their specific contexts, which are then passed
through a GRU layer to capture sequential depen-
dencies. The study highlights the model’s efficacy
in handling various Arabic genres, demonstrating
significant improvements over traditional methods.
However, the reliance on large annotated datasets
for fine-tuning remains a limitation, particularly
given the scarcity of genre-specific Arabic corpora.

Ismail et al. (2022) proposed a semantic-based
similarity approach using pre-trained word embed-
dings and a deep neural network architecture. Their
model integrates multiple linguistic features, in-
cluding morphological and syntactic information,
to enhance the understanding of semantic relation-
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ships between Arabic texts. This approach has
shown promising results in capturing subtle seman-
tic nuances, especially in formal and classical Ara-
bic genres. Nevertheless, the model struggles with
informal and dialectal variations, which are preva-
lent in contemporary Arabic literature.

3 Data

Our data represents Nakba stories, which were
taken from the Nakba Archive website!. These
narratives have been previously explored in the con-
text of topic classification, as introduced by Hamed
and Zaidkilani (2025), providing a complementary
resource for analyzing Arabic texts.

3.1 Raw Data Gathering

From the project section in the Nakba Archive web-
site, we extracted a collection of eight Nakba sto-
ries that are in PDF format. Each of these stories
needs a special attention to become suitable for
NLP related tasks.

3.2 Data Cleaning

In addition to the Arabic diacritics that rarely ap-
pear in the text. We noticed that the Nakba short
stories contain English alphabets, special charac-
ters, URLSs ... etc. The diacritics were removed us-
ing the PyArabic (Zerrouki, 2023) Python library?.
We removed the remaining noise using regular ex-
pressions.

3.3 Data Preprocessing

We want to have a dataset suitable for NLP tasks.
We did so using three main preprocessing steps:

Convert to a Structured Format Although the
PDF is primarily a format for visual presentation,
it contains unstructured data. Instead, we decided
to convert to a structured format like CSV or Ex-
cel. This not only makes it easy to work with
NLP tools/libraries such as Pandas and NLTK (Bird
et al., 2009), but also allows any additional meta-
data to be stored alongside the text. Among others,
this includes data labeling or annotation for spe-
cific NLP tasks such as Named Entity Recognition
(NER) or Sentiment Analysis.

Text Normalization With the help of PyArabic
(Zerrouki, 2023), we normalized the Arabic text by
removing the extra white spaces and the Tatweel.

1https://www.nakba—archive.org
2https://pypi.org/project/PyArabic/



Paragraph to Sentences FEach paragraph was
split into sentences based on the appropriate sen-
tence ending and using the NLTK Python library.
As a result, we had a CSV/Excel file with about
470 rows. This will enable us to annotate the sen-
tences easily, and add the corresponding labels in
the future.

3.4 Data Stats and Visualization

Here, we shed the light on data stats and provide
a sort of text visualization with the help of Word-
Cloud library (Mueller, 2022).

Nakba Stories Stats We are working with a
dataset that comprises eight Nakba short stories
(473 sentences), totaling approximately 12,288 to-
kens, making it relatively small but sufficient for
exploring semantic and stylistic features within a
focused literary genre. Table 1 summarizes the stats
of the eight Nakba stories. It is important to notice
that the eight stories were written by different au-
thors, making the dataset well-suited for analyzing
authorial styles alongside semantic similarity.

Nakba Stories as WordCloud To produce a
meaningful wordcloud, (i) we removed the Ara-
bic stopwords using NLTK, and (ii) we removed
the word suffixes and prefixes using PyArabic li-
brary. The WordCloud in Figure 1 provides a visual
representation of the most frequent words/terms
in the dataset, with the size of each word corre-
sponding to its frequency of occurrence. As shown
in the bottom-right-corner, it can be clearly seen
that the Arabic word /TWAbyr/3, also in Table 2,
(Eng: Queues), and transliterated as /TwAbyr/ is
among the most frequent words in the Nakba sto-
ries. TwAbyr are very common at refugee camps,
and represent the suffering faced during the daily
life activities. The dataset used in this study,
which includes Nakba short stories and their as-
sociated preprocessing steps, is publicly available
on GitHub *.

4 Experimental Settings

In this study, we aim to measure semantic text sim-
ilarity (STS) and analyze authorial styles in Arabic,
focusing on Nakba short stories. Semantic similar-
ity plays a crucial role in various NLP applications,
such as text classification, information retrieval,

3Broken Plural
*https://github.com/PsArNLP/Nakba
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Figure 1: The Nakba stories presented as word-cloud.

and sentiment analysis, where understanding nu-
anced linguistic relationships is essential (Ismail
et al., 2022). Recent advancements in transformer-
based models like BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019) have improved the
ability to capture complex linguistic patterns, espe-
cially in underrepresented languages like Arabic.
Our methodology leverages these pre-trained mod-
els to evaluate the semantic similarity across Nakba
narratives, aiming to uncover recurring themes and
patterns embedded within the cultural context of
the stories. In addition to semantic similarity, we
evaluate authorial style by analyzing linguistic fea-
tures such as sentence complexity, word usage pat-
terns, and lexical diversity. These features are ex-
tracted using embeddings from transformer-based
models, enabling a detailed comparison of stylistic
elements.

To benchmark these models, we use TF-IDF as a
baseline, allowing for a comparative analysis of tra-
ditional versus deep learning approaches. TF-IDF
was chosen as a baseline method for its traditional
approach to measuring semantic similarity through
term frequency and inverse document frequency.
Despite its simplicity, TF-IDF provides a founda-
tional perspective for evaluating the performance of
more advanced models like BERT and RoBERTa.

4.1 System Description

BERT and RoBERTa were chosen due to their
effectiveness in capturing intricate semantic re-
lationships through deep bidirectional attention,
an approach that excels in understanding context-
sensitive word meanings (Devlin et al., 2019; Liu
et al., 2019). This characteristic is particularly valu-
able for our study, as Nakba narratives often in-



ID Arabic Name English Name Author No. of Tokens
1 il Introduction Thab Kilani 556
2 d\.:u Y3 ; 13 An Enduring Memory Munira Al-Shehabi 1472
3 alsb Queues Sarah Daoud 2082
4 i Wl Jsle y_;\ Abu Adel, The Opener Oula Jomaa 2069
5 > Longing Alaa Sukari 1113
6 &l ANM‘YG 36 gl Smoke, bread, & Barbed Wire  Ahmad Sukari 1479
7 .\.:.Vé..” r‘\ The Martyr’s Mother Rama Abu Naaseh 1700
8 alol J s How Can I Forgive? Shaimaa Taha 1817

Table 1: Biographies of the authors and statistics of the Nakba stories.

Arabic Word Meaning Transliteration Singular /Transliteration/

Queues

ulsb

TwAbyr

5L /TAbur/

Table 2: The Arabic word /TwAbyr/.

clude historical, emotional, and cultural nuances
that simpler models might overlook. Additionally,
BERT’s and RoBERTa’s subword tokenization ap-
proach is well-suited to handle Arabic morphology,
which features root-based word variations and com-
plex inflection patterns (Antoun et al., 2020).

NLP Pipeline Our NLP Pipeline aims to evalu-
ate the semantic similarity between Arabic texts
by employing State-of-the-Art (SotA) Arabic NLP
techniques and machine learning models, specif-
ically BERT and RoBERTa. This NLP pipeline
encompasses the following steps as depicted in Fig-
ure 2.

* Data Preprocessing: Preprocessing is a crit-
ical step to prepare our dataset for optimal
performance with these models. The normal-
ization and preprocessing of Arabic was en-
sured in a previous step. Additionally, we
employed Arabic-specific tokenization tech-
niques to manage script and morphological
complexity, utilizing subword units that allow
the model to process word roots effectively.

* Feature Extraction: We utilized BERT-based
and RoBERTa-based models to generate con-
textualized embeddings for Arabic texts. We
also ensured that embeddings capture nuanced
semantic relationships between words and
phrases.

 Similarity Calculation: We employed cosine
similarity as the primary metric to quantify
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the semantic similarity between texts. We also
compared the embeddings generated by TF-
IDF, BERT, and RoBERTa models to assess
text similarity.

4.2 Experimental Results

We aim to explore the degree of semantic simi-
larity and variations in authorial styles among the
Nakba short stories. As inspired by (Cer et al.,
2018; Reimers and Gurevych, 2019), we didn’t
compare all pairs of stories, instead we only com-
pared the stories of similar lengths. Doing that
is not only necessary to avoid biases, but also to
increase accuracy.

As shown in Figure 3, the heatmap provides
a detailed view of the similarity scores for story
pairs, highlighting RoBERTa’s superior perfor-
mance across all pairs.

Table 3 presents the reported results for the four
models. The TF-IDF serves as a baseline com-
parison, offering insight into the improvements
achieved by transformer-based models in capturing
semantic relationships within Nakba stories.

Both BERT and RoBERTa achieve high se-
mantic similarity scores for Nakba story pairs,
with RoOBERTa slightly outperforming BERT due
to its optimized pretraining. AraBERT, a trans-
former model specifically fine-tuned for Arabic,
also demonstrates strong semantic similarity per-
formance, achieving scores comparable to BERT
and RoBERTa. This highlights the effectiveness of
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Figure 2: The Arabic text similarity analysis pipeline.

Criteria Story2& 6 Story7 &8 Story3 &4
TF-IDF 54.40 42.16 57.97
AraBERT 96.18 93.87 95.23
BERT 98.23 97.89 97.77
RoBERTa 99.56 99.77 99.61

Table 3: Reported semantic similarity scores for Nakba short stories.

Enhanced Heatmap of Story Pair Similarity Scores

TF-IDF
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Story Pairs

Figure 3: The heatmap of story pair similarities.

domain-specific adaptations in capturing Arabic lin-
guistic and cultural nuances, despite slightly lower
scores compared to RoOBERTa. The results high-
light shared cultural and historical themes, demon-
strating the models’ robustness. The results also
indicate the ability of ROBERTa to capture sub-
tle stylistic variations among authors, as reflected
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in differences in word choice and sentence con-
struction. AraBERT, with its domain-specific pre-
training, also performs well in identifying stylistic
differences unique to Arabic.

4.3 Discussion

Table 3 reports the semantic similarity results for
Nakba short stories using BERT and RoBERTa.
Both models achieve high scores (above 97%), with
RoBERTa slightly outperforming BERT, reflecting
its superior contextual representation. Figure 4
illustrates the comparative performance of the mod-
els for each story pair, clearly demonstrating the
gap between traditional TF-IDF and transformer-
based models like BERT, RoBERTa, and AraBERT.
These results highlight the models’ ability to iden-
tify both shared cultural themes and distinct autho-
rial styles in Nakba stories. For instance, RoOBERTa
excels in capturing stylistic variations, such as dif-
ferences in sentence complexity and word usage
patterns, which are critical for understanding indi-
vidual narrative approaches. While the high scores
demonstrate the models’ robustness, they also high-
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Story 266
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Figure 4: The stories similarities with different models.

light potential limitations in capturing subtle varia-
tions in stylistic or narrative details. Pairing stories
of similar lengths ensures a fair evaluation by re-
ducing bias.

The significant gap in performance between TF-
IDF and transformer-based models like BERT and
RoBERTa highlights the limitations of traditional
approaches in capturing nuanced semantic relation-
ships, particularly in linguistically complex narra-
tives. These findings emphasize the potential of
transformer models for broader literary analysis,
including thematic clustering and pattern identifi-
cation in Arabic texts.

5 Conclusion

In this paper, we investigated the semantic similar-
ity and authorial styles of Nakba short stories us-
ing advanced transformer-based models, AraBERT,
BERT, and RoBERTa. The high similarity scores
achieved by all models underline their effectiveness
in capturing nuanced linguistic structures, cultural
contexts, and stylistic variations in Arabic texts.
The slightly superior performance of RoBERTa
highlights the impact of optimized pretraining on
contextual representation and its ability to differ-
entiate authorial styles within narratives. By com-
paring stories of similar length, we minimized bias
and ensured a fair assessment of both semantic
and stylistic relationships. This study demonstrates
the potential of transformer-based models in the
systematic analysis of Arabic literature, providing
valuable insights into recurring themes, stylistic
diversity, and shared cultural motifs.

Future work could focus on expanding the
dataset to include a wider variety of Nakba nar-
ratives, allowing for more comprehensive analyses
of semantic and stylistic variation. Incorporating
additional stylistic features, such as syntactic com-
plexity, lexical richness, and punctuation patterns,
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could provide more in-depth insights into authorial
styles. Improving the models by fine-tuning on
domain-specific corpora, adopting multitask learn-
ing approaches, or utilizing advanced architectures
like SBERT for sentence-level embeddings could
enhance their ability to capture subtle stylistic dif-
ferences.
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Abstract

This paper proposes a methodology for contra-
diction detection in cross lingual texts about
the Nakba. We outline a pipeline that in-
cludes text translation using Google’s Gem-
ini for context-aware translations, followed by
a fact extraction task using either Gemini or
the TextRank algorithm. We then apply Natu-
ral Language Inference (NLI) by using models
trained for this task, such as XLM-RoBERTa
and BART to detect contradictions from differ-
ent texts about the Nakba. We also describe
how the performance of such NLI models is af-
fected by the complexity of some sentences as
well as the unique syntactic and semantic char-
acteristics of the Arabic language. Addition-
ally, we suggest a method using cosine similar-
ity of vector embeddings of facts for identify-
ing missing or underrepresented topics in his-
torical narrative texts. This work is a proof-of-
concept, and the results are preliminary. How-
ever, they offer initial insights into biases, con-
tradictions, and gaps in narratives surrounding
the Nakba, providing a foundation for future re-
search into contradictions in historical perspec-
tives.

1 Introduction

Nakba (Arabic for catastrophe) refers to the dis-
placement of hundreds of thousands of Palestini-
ans from Palestine during the 1948 war between
Arabs and Israel (United Nations, 2024). As a
result of this catastrophe, approximately 750,000
Palestinians were forcefully displaced, 15,000
killed, and more than 531 towns and villages de-
stroyed (Palestinian Central Bureau of Statistics
(PCBS), 2008). With this catastrophe happening
76 years ago, the narratives that we have now sur-
rounding it vary, with belief, denial, or skepticism.

Conlflicting narratives regarding the history of
the Nakba preceded it, and eventually led to it. A
clear example that displays how a conflict in narra-
tives contributed to the events leading up to Nakba
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is the famous phrase “A land without a people for
a people without a land”. This phrase, believed by
many historical references to be a “Zionist slogan”
(Muir, 2008), was in stark contrast to the 690,000
people who lived in Palestine in 1914 (Palestinian
Central Bureau of Statistics (PCBS), 2021) before
the Balfour Declaration and the waves of immigra-
tion to Palestine that followed.

By considering such examples of how a narra-
tive can influence and be influenced by remark-
able events of history, we establish the need for
a systematic approach to review such narratives,
and point to pieces of historical evidence that have
been tampered with, dropped or manipulated.

In this paper, we propose a method that in-
corporates the use of Natural Language Process-
ing (NLP) to review pieces of written text, com-
pare texts from contrasting backgrounds, and lastly
presents sentences where this contrast in facts hap-
pen, which in return indicates contradiction of in-
formation between the subject sources. The sys-
tem also presents what statements have been left
out in one source but mentioned in another. This
highlighting of the contradictions found in the sub-
ject text, as well as some text failing to mention cer-
tain facts, can lead to better detect biases. By flag-
ging such contradictions, historians and experts on
the Nakba can make informed remedial decisions
based on the approach outlined in this paper.

The system we propose begins by taking two in-
put texts, the focus languages here are English and
Arabic, and the texts are expected to reflect differ-
ing historical narratives about the Nakba. Since
Arabic-speaking historians are the target, texts in
English are first translated to Arabic. In a previous
work of ours (Murra et al., 2024), we reached the
conclusion that using Gemini for translation per-
formed better than using machine translation mod-
els such as MarianMT. Therefore, we propose us-
ing Gemini to perform this step.

Then we extract facts that represent the ideas of
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the texts. For this we suggest two methods of pro-
viding summaries, once by prompting Gemini, and
the other by using the TextRank algorithm. The
facts extracted by this step are assumed to reflect
the contradictions and overlooked facts between
the texts.

Lastly, we perform contradiction detection by
utilizing the labels provided by NLI models such
as XLM-RoBERTa (xIm-roberta-large-xnli) and
BART (bart-large-mnli). This gives a score for the
relationship between a pair of sentences, to indi-
cate either an entailment, neutral, or contradiciton
relationship.

For finding gaps in fact representation over the
texts, we propose using embedding techniques on
the facts extracted from the texts, then use sim-
ilarity metrics, such as cosine similarity, to find
unique sentences that are missing in the corre-
sponding texts.

2 Background

In this paper, we suggest the use of automatic sum-
marization of the subject texts. Automatic text
summarization extracts the main ideas of a text
document (Mallick et al., 2019). Summarization
can happen in two types, extractive and abstrac-
tive summaries. An extractive summary produces
a summary based on the sentences used in the text
itself rather than producing a unique summary. It
looks for identical information in documents and
assigns a score to each statement based on how
well it explains the other facts of the document.
An abstractive summary, in contrast, generates a
unique summary by rephrasing and restructuring
the most important information from the original
text (N. et al., 2022). However, summarization is
a complex NLP problem influenced by text type,
length, vocabulary level, and named entities. How-
ever, due to its abstract nature, it remains a long-
standing issue (Bongale et al., 2022).

Google’s Gemini is designed to improve auto-
mated text summarization by mimicking human-
like sentence-level styles. It combines extractive
and abstractive techniques, allowing for fine con-
trol over summary style and quality, which reduces
risks like factual inaccuracies in summaries. Gem-
ini introduces a ’Fusion Index” to analyze and ad-
just sentence styles within new datasets, enhanc-
ing flexibility for different applications (Bao et al.,
2023). While effective, this approach still lacks a
clear way to measure its ability to generate fully

64

abstracted summaries, marking an area for further
exploration (Bao et al., 2023) .

TextRank is an unsupervised extractive text
summarization algorithm that ranks sentences by
extracting the main ideas from a document de-
pending on their importance. It is related to
Google’s PageRank, which ranks web pages for on-
line search results (Bongale et al., 2022).

With that said, it should be noted that research
points to limitations in Arabic summarization tech-
niques. This is linked to many reasons including
the scarcity of annotated datasets in Arabic, the
complexity of Arabic linguistics, morphology, and
syntax. All these reasons lead to difficulties in ob-
taining a coherent summary that does not change
the intended tone and meaning of the original text
(Souri et al., 2023)

A notable technique in relationship inference
from texts is the Natural Language Inference (NLI)
task. NLI classifies the relationship between a
pair of premise and hypothesis as either entailment,
contradiction, or neutral. It forms the basis for
higher-level NLP tasks like question-answering
and summarization (Nie et al., 2019). In Arabic
however, NLI is a challenging task because of the
lexical ambiguity of the language, lack of large en-
tailment datasets, etc. (Jallad and Ghneim, 2022)

3 System Implementation

3.1 Data Collection

To ensure the capability of achieving the aim of
this paper, the text data collected employs samples
of different and oftentimes contradicting perspec-
tives on topics related to the Nakba, sourcing Ara-
bic and/or English texts on the issue.

The texts used originate from different sources,
such as articles from Wikipedia, academic journals
by Arabs, Israeli, or others writing on the Nakba
and the events of 1948, official reports of histori-
ans, governmental figures, or organization like the
United Nations (UN), and lastly some articles from
websites discussing the topic.

3.2 Translation

As our focus is mainly texts in Arabic or English,
a translation task is crucial. We are particularly in-
terested in presenting findings to Arabic readers,
including historians and field experts. Therefore,
English texts are translated to Arabic to ensure the
results are relevant to the specific audience.

The process begins by detecting the language of



the text, ensuring that only content in English is
processed for translation. Once identified, the En-
glish text is split into smaller chunks for translation
using the Gemini-pro model.

The model is prompted to provide a translation
in Arabic that preserves the tone and meaning of
the original article. The model then translates each
chunk from English to Arabic, removing unneces-
sary elements. This translation will be the source
of the information and factual statements that will
be processed for any contradictions.

To illustrate the process further, we referenced
two articles to explain the proof-of-concept: , ’The
Nakba: Something That Did Not Occur (Although
It Had to Occur)” (Bronstein, 2009), and “The
Nakba: More than just a historical event” (Origi-
nal: 2k Sus 3,2 e ST 2SN (Naim, 2023).
The first article is originally in English, and as
mentioned all English texts must be translated to
Arabic. Since the other article is in Arabic, no
work is needed to be done there at this point. The
following example is a text excerpt from (Bron-
stein, 2009), followed by the translation Gemini
provided.

“From early on, Zionism ignored the existence
of the Arab inhabitants of Palestine. Itis, therefore,
not possible that some 800,000 persons were ethni-
cally cleansed from the country and that more than
500 Palestinian villages were destroyed”.

3 ol Ol 3y S 25y don el sl

gﬂbﬁkffydiﬂ\ywﬁjdj?cg‘y) e

y}f\y,\}"‘*\id\) AU e L3 s axt 800000 e
Skl % 3500

3.3 Summarization

The aim of using Summarization is to reduce data
complexity and improve the efficiency of similar-
ity and contradiction analysis. Summarization is
used to extract the main points from the text and
focus on relevant information. This process sepa-
rates content into actionable, high-quality content,
avoiding irrelevant details. We experimented with
different summarization approaches on the same
text about Nakba, and below is a discussion of the
results of this experimentation.

Using TextRank:

As mentioned earlier, the TextRank algorithm is
used to retrieve sentences from the original text, af-
ter it ranks the sentences with importance scores,
providing an extractive summary of the text at
hand. The example below shows a group of facts
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(sentences) that were extracted and retrieved by the
TextRank algorithm when applied to (Naim, 2023).
3 &l 3 ki) Ln b s @ I YI K0T
" el A Ul 5L e ez Jaba2z e 1 K
38T e 8 ety Hiands % 5 530 o ST gt 2 -
"Gy day B 700 o
o 50% 2) hads G 750 e ST ey -
"o(az ) et L} Ogea 158 ) idanddl)
o 78% £ o 1948 ol 5l syl o A5 -

"Ll ods ke oy yseily a2, e L?b\j

Using Gemini:

The second approach we used is Google’s Gem-
ini. Gemini, unlike traditional summarization tech-
niques, can be prompted to summarize text in a list
of the main points or ideas from the text, providing
an abstractive summary that uses paraphrasing of
the original text. For illustration purposes, Gem-
ini was prompted to summarize (Naim, 2023), and
the example below shows a sample of the extracted
facts.

) (;To.\, Py 8 o i e 2 23S
1949 plo e 4] 1947 plo Catie o (e 52

dikhs L5 530 o ST e 1S o -
750 o ST sonts Gdas B 3 700 oo ST Jo 8 bl
" el il

OB ol o) 22 K gl O sl )" -
") Bl bl dems Vil ods oS

o 5l dhs Bl 5503 Cady (AN " -
oMy oy o wy 8 blaly sladdl Calll

Using both of these models comes with advan-
tages and disadvantages. TextRank for example
is unsupervised and can extract the exact ’prob-
lem” sentences which can hold some contradic-
tion to others. However, if the original text holds
some ambiguity in its wording, the sentence will be
passed as is. In contrast, Gemini reduces the com-
plexity of some sentences by paraphrasing, which
makes comparing and finding contradictions eas-
ier. This, however, can be problematic if para-
phrasing changes the intended meaning.

3.4 Similarity and Contradictions

The core of our work is to determine if two texts
of different sources have contradicting statements.
Two sentences are said to be contradicting each
other if they are generally about the same idea,
with conflicting information found in both. An ex-
ample on contradicting sentences can be seen in
the following example:



Sentence 1 (Originally in English): ”From early
on, Zionism ignored the existence of the Arab in-
habitants of Palestine. It is, therefore, not pos-
sible that some 800,000 persons were ethnically
cleansed from the country and that more than 500
Palestinian villages were destroyed.” (Bronstein,
2009)

(Translation:

ERUIRII - R PR P T JEINE

gﬂbﬁkﬁ'ﬁ{d\ﬂ\ywﬁ?c‘;y) Cpands

oo ST e 2 0y S e B e st 800000 0
il 33500

Sentence 2 (Originally in Arabic):

Tideuds %5 530 o ST et F o) S 3

750 o ST sonts oy % 5 700 oo ST e 8 el

G Opar 1587 ) Cpbandd) 0 50% 2) sauds
(2023 ,Naim) (22, (pauds

(Translation: “During that time, more than
530 Palestinian villages were destroyed, over 700
villages and towns were seized, and more than
750,000 Palestinians (approximately 50% of those
living in historic Palestine) were displaced.”)

Both sentences are on the same topic, but
present contradictory statements.

To detect such contradictions, the facts ex-
tracted from both subject texts are compared us-
ing two Natural Language Inference (NLI) mod-
els, XLM-RoBERTa (xlm-roberta-large-xnli) and
BART (bart-large-mnli). This is done by pairing
one fact (sentence) from each list of the extracted
facts at a time and identifying their relationships
as Contradiction, Neutral, or Entailment. Each
pair created is assigned different probabilities rep-
resenting each of these labels, with the highest
probability determining the final label given to the
pair. If the highest probability is given to the con-
tradiction label, then the sentences are considered
to be contradicting.

For comparison purposes, this process is per-
formed twice: once for the facts extracted from
both subject texts using Gemini, and again for the
facts extracted using the Textrank algorithm. As
there are differences in the type of sentences re-
trieved by each approach, not all facts found in one
approach are necessarily found in the other. Tables
1 and 2 shows a sample of pairs with the labels
assigned by each NLI model and their correspond-
ing probabilities. In both tables, the premise comes
from the facts extracted from (Naim, 2023), while
the hypothesis comes from the facts extracted from
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(Bronstein, 2009).

From table 1, the reader can infer that the
premise and the hypothesis are contradictory based
on the overall meanings of the sentences of exam-
ples 1 and 2 (i.e. The Nakba led to contrasting out-
comes for both Palestinians and Zionists). Both
models correctly labeled the pair as a contradic-
tion.

In the third example, the reader can also infer a
contradiction (i.e. Describing the Nakba as a catas-
trophe in the premise, and denying the Nakba in the
hypothesis), but because the wording can be com-
plex as seen in the hypothesis, the models did not
assign the same label to the pair.

Finally, the last example also shows a case of
disagreement between the models. Even though
the sentences are contradictory (i.e. the premise
discusses the expulsion of 750,000 Palestinians,
while the hypothesis doubts both the expulsion
of said refugees and even their existence), XLM-
RoBERTa (xIm-roberta-large-xnli) was not able
to detect the contradiction, and BART-NLI (bart-
large-mnli) assigned a lower contradiction score.
This indicates that the models were not able to iden-
tify this contradiction correctly.

From table 2, the reader can clearly see that the
premise and the hypothesis of example 1 are con-
tradictory(i.e. Premise detailing the expulsion of
750,000 refugees, and the hypothesis denying the
possibility of that happening). Both models re-
sulted in labeling the pair as a contradiction.

Example 2 is more complicated in the sense
that the contradiction is inferred from the mean-
ing of the pair (i.e premise references torture and
detainment of more than 1,000,000 Palestinians,
while the hypothesis claims Zionists ignored Arabs
in Palestine). This contradiction is more subtle
than the first, therefore the models did not assign
the same label, and the contradiction score given
was low. In contrast, the last example shows an
inferred contradiction (i.e premise states that the
tragedies happening at the time (Nakba) was a de-
liberate plan by Zionist leaders, and the hypothe-
sis clearly implies the Nakba did not happen in the
past but continues to happen today (because of the
discourse around the topic). The models success-
fully detected a contradiction between the pair.

The models however failed to detect that the
pair in example 3 were actually not contradictory
(i.e both the premise and the hypothesis state that
refugees had been evicted, in the premise by force,
and in the hypothesis as a means for the Zionist



Table 1: Samples of Comparison Results for facts Extracted Using Gemini
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Table 2: Samples of Comparison Results for facts Extracted Using TextRank
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project to “realize itself”’). This pair was misla-
beled by both models.

Since comparing the different summarization
approaches (using Gemini or TextRank) was not
feasible due to the limitations of the NLI task, it is
more effective to select the appropriate approach
based on the specific use case. We recommend
that if a researcher wants to quote the translation
as it is and point to contradictions without exter-
nal paraphrasing, then using the TextRank algo-
rithm is preferred. However, if the text requires
paraphrasing or further explanation, then benefit-
ing from the abilities of Google’s Gemini might be
a better choice. In other words, if the researcher
prefers an extractive summary, TextRank should
be used, but if an abstractive summary is needed,
then Gemini is the appropriate choice.

3.5 Finding Missing Facts

This section addresses the other important aspect
of the paper: determining whether a specific fact
can be found in one of the subject texts but not in
the other. This approach allows the reader to detect
biases in narratives, and find patterns of what facts
tend to be omitted frequently.

Each sentence in the extracted facts lists is em-
bedded using a sentence transformer model. This
generates a vector embedding for each sentence,
and therefore comparing a pair of sentences can be
done using cosine similarity between their respec-
tive vectors. Every pair combination from the two
lists are compared. If a specific sentence scores a
low similarity when paired with every sentence of
the other list, this sentence is considered to be a
unique facts, meaning that the other text does not
contain a similar sentence, indicating that such a
fact is dropped or left out from the other narrative,
or simply that the topic of the fact is not found in
the other text.

Some facts mentioned in (Naim, 2023) but not
in (Bronstein, 2009) discuss some crucial implica-
tions of the Nakba. This includes the statement
7,000,000 Palestinian (Refugees) in the diaspora
suffer from deprivation of the most basic rights and
are subjected to persecution and harassment” (orig-
inal: e Olo ) Ogley L2l 3 hads e 7 OF
"Ll  gad-| L.l). Such an important fact was
not found in (Bronstein, 2009), which might be an
indication of bias. Other facts from (Naim, 2023)
that are not mentioned in (Bronstein, 2009) can be
found in tables 4 and 6 of the appendix.
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On the other hand, (Bronstein, 2009) speaks
more on the views of the Zionists leaders regarding
the Nakba, a stance which is not found in (Naim,
2023). An example is “Attitudes of the leaders
and architects of Zionism towards the indigenous
inhabitants of ‘Zion’ were situated between their
perception as (temporary) guardians or holders of
the land on one end”. Other facts from (Bronstein,
2009) that are not mentioned in (Naim, 2023) can
be found in tables 3 and 5 in the appendix.

4 Limitations and Future Work

4.1 Limitations

One of the main limitations of the summarization
approach using Gemini is that it may not capture
all the key points accurately, potentially omitting
or misrepresenting some of them. This can lead
to contradictions when comparing the summarized
information with other texts. The accuracy of the
model remains a concern, as it may struggle to ex-
tract or interpret some of the essential details cor-
rectly, affecting the reliability of the summaries.
A significant limitation to address is the trans-
lation model’s inability to distinguish effectively
between past and present contexts. For example,
the sentence it is, therefore, not possible that some
800,000 persons were ethnically cleansed from the
country ” was translated as ab" ) o0 Sl ol

Bk b O e 800000 et (e e '3
which does not properly capture the past context
of the event, and instead reflects a present action.
Such subtle contradictions may be harder to detect.

Some sentences in Arabic have different syn-
tax structures not found in English. For example,
a sentence like "MV ¢ huldl Cazll" (The
Palestinian people (is) under E)ccupation) lacks a
verb but conveys a clear fact. Many tools rely
on complete sentence structures, making it hard
to handle nominal or verbless sentences while pre-
serving their meaning.

4.2 Future Work

A key direction for future work includes a quanti-
tative evaluation of the proposed approach to mea-
sure its performance and reliability in contradic-
tion detection.

Future work could focus on improving the trans-
lated model to handle text translation from any lan-
guage to Arabic. This enhancement would help
ensure that the model can process a broader range
of content. Additionally, by refining the model, it



may be possible to detect contradictions more ef-
fectively across various texts. For instance, when
discussing historical events like the Nakba, the
model can be trained to prioritize Arabic sources,
as they are more likely to contain the correct points
about the event compared to other languages.

Furthermore, the approach we presented in this
paper can be the foundation for other work focus-
ing on other pieces of Nakba history, such as oral
history related to the Nakba and the 1948 war,
providing a more comprehensive understanding of
this historical event.

5 Conclusion

In this paper we proposed a method of contradic-
tion detection in historical texts about the Nakba,
and the sensitivity of dealing with the different
narratives surrounding the issue. We proposed
the use of Google’s Gemini to provide context-
aware translations of texts in English, as the au-
dience this work is directed towards is Arabic-
speaking historians and experts. In addition, we
also compared prompting Gemini to provide facts
summarized from textual content, in addition to us-
ing the TextRank algorithm for the same purpose.
The core of the paper then employs NLI models
such as XLM-RoBERTa (xlm-roberta-large-xnli)
and BART (bart-large-mnli) to detect contradic-
tions in pairs of statements taken from different
texts about the Nakba. The findings suggest that
the performance of these models on this specific
task is influenced by the complexity of the sen-
tences and the Arabic linguistic features in general.
Another important part of this paper is a suggested
method of finding sentences or topics that are not
mentioned in a specific text with a specific nar-
rative. Our aim was that the methodologies sug-
gested in this paper enable an expert in history to
gain deeper analysis of biases, contradictions, and
gaps in historical narratives from both sides of his-

tory.
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A Appendix

Unique TextRank with original excerpts from (Bronstein, 2009)

L 1948 ol 2l J) LY &
G M Gl >l pe (Sl L
Joe o) gu\guu}@g{'d
" (sl o1 s el sy

made only in line with the Zion-
ist narrative which holds that,
‘just like they did not accept us
here in the past (e.g. according
to the UN Partition Plan)”

, | ”In March 2004 a commemora- | (Bronstein, 2009)
o SN sl fw\‘/ Cwbi | tion was held near the ‘Cinema
el a3 e (U,.S PO T vy (.Zit‘y’ (Herzliya) f:O.I' the.Pales—
éﬁu O L3 $6 K O il ld) ‘lean Vlllag‘e of Ij‘lll Whl,f:h ex-

1948 ale - isted at the site until 1948
fe s~

”Attitudes of the leaders and ar- | (Bronstein, 2009)
gl G lenes 335“""33‘ i chitects of Zionism towards the
O LB U see' d ho ¥ 0N 612 | indigenous inhabitants of ‘Zion’
j (uae},) sl j - Sleel o b wer§ situazed thWGCI)l theif1 .per-
. s s . ception as (temporary) guardians
Caa L}’L ol G 23 &5 - orpholders of It)he zng on one

end”
”Reference to the past of 1948 is | (Bronstein, 2009)

Table 3: Unique TextRank facts from (Bronstein, 2009)

71




Unique TextRank facts with translations from (Naim, 2023)

it 15 990 gt
ey B § 700 e ST Je 5 kel

”More than 530 Palestinian vil-
lages were destroyed, and con-
trol was established over more
than 700 villages and towns.”

(Naim, 2023)

oo ands (3 35U ams il ol
‘1903

”The first women’s association
in Palestine was established in
1903.”

(Naim, 2023)

Je 1948 plo 558l syl o "
ci\#_)\:l\ M L..Sﬁ‘)T o 78%}4
"Ll ods e s 1y5eil,

”In 1948, Jews seized nearly 78%
of historical Palestine by force

and established their state on this
land.”

(Naim, 2023)

i ) 223 Bele 0 76% oo ST
o) B Y 5l o E

”More than 76% of the West
Bank is under full Israeli con-
trol.”

(Naim, 2023)

5l Sl G el S 7 O
"Gl V) 33k ] L] e Olo L

”Seven million Palestinians in
the diaspora suffer from depriva-
tion of basic human rights.”

(Naim, 2023)

o Ol e K O "
"eaakd! Jy0) L‘; da=Wy sl VI

”They are repeatedly subjected to
waves of persecution and harass-
ment in various countries.”

(Naim, 2023)

Table 4: Unique TextRank facts from (Naim, 2023)
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Unique Gemini facts with translations from (Bronstein, 2009)

do Bl B el bl i
343 GKA} ) Lf’ e ga;

”Zionist identity was built from
the beginning on a two-fold
negation: it negates time and
space of the Jews outside Zion,
a ‘negation of exile’ which ex-
tends beyond the realm of re-
ligion, and it negates time and
space of those indigenous to the
territory of Zion”

(Bronstein, 2009)

Sl by B el Uy
£y K& L} La Sy ¢ Jadl
el ) OL VI e Comll 6
(Ll 1 1 ol 'Ol OBLI s

5 ) Wl e ) O

”According to Zionism, the vio-
lent events around 1948 did in
fact occur, but only in form of an
unavoidable response to the dis-
turbance caused by the ‘locals,’
who did not accept the establish-
ment of the new entity, the Jew-
ish State.”

(Bronstein, 2009)

C,.ZZ:>-LF%Y STy C;.\:-L”,AZ\.{J\
o Ay Wlae LY Agyee X5
i3 Al 2L

”On the other hand, and paradox-
ically, the Nakba — the violent ex-
pulsion of the inhabitants of the
country and the transformation
of those remaining into refugees
in their homeland, or into second-
class citizens — is a necessary
event, because it brought about
the realization of the ethnically
pure, closed and autonomous
Zionist subject which builds it-
self in the framework of a state
aimed exclusively for him/her.”

(Bronstein, 2009)

gy el (A b Caey G
(sl dJJSL:;(:g;jﬁJ\ @52 Gyall
B ok By L5 e
Ss) e bl Oles o r'p)\ Je

.V.MJ.L» o CL:A‘YL

”Yosef Weitz, one of the heads of
the Jewish National Fund at the
time, provides evidence which is
surprising in its honesty. He tells
of the destruction of the village
of Zarnuqa after its inhabitants
had been expelled, despite of nu-
merous calls by Jews to abstain
from their expulsion.”

(Bronstein, 2009)

Table 5: Unique Gemini facts with original excerpts from (Bronstein, 2009)
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Unique Gemini facts with translation from (Naim, 2023)

43 530 e ST et 1S oo
700 o ST Je 8 ladly didauls
Al 750 o ST pomits Audey 43

« als

-

”The Nakba included the destruc-
tion of more than 530 Palestinian
villages, the control of over 700
villages and towns, and the dis-
placement of more than 750,000
Palestinians.”

(Naim, 2023)

G 3 22 Bl e 76% e ST
pllssy ol R oY 5 el o2
28T e gle Bl Sl o 52

”More than 76% of the West
Bank is under full Israeli control,
while the Gaza Strip has been un-
der a suffocating Israeli block-
ade for more than 17 years.”

(Naim, 2023)

okl 3 ghal e 7 Gl
TewlN) Bkl Ll e 0L Ll e
Sy slghaoW 05z

”Seven million Palestinians in
the diaspora suffer from depriva-
tion of basic rights and are sub-
jected to persecution and harass-
ment.”

(Naim, 2023)

Table 6: Unique Gemini facts with translation from (Naim, 2023)
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Abstract

This research focuses on the detection of mul-
tilingual propaganda using transformer-based
embeddings from state-of-the-art models, in-
cluding mBERT, XLM-RoBERTa, and mTS5.
A balanced dataset was employed to ensure
equal representation across propaganda classes,
enabling robust model evaluation. The mT5
model demonstrated the highest performance,
achieving an accuracy of 99.61% and an F1-
score of 0.9961, showcasing its effectiveness in
multilingual contexts. Similarly, mBERT and
XLM-RoBERTa achieved strong results, with
accuracies of 92% and 91.41%, respectively,
highlighting their capabilities in capturing lin-
guistic and contextual nuances. Despite these
high overall performances, the results revealed
challenges in detecting subtle propaganda ele-
ments, suggesting the need for further improve-
ments in handling nuanced classification tasks.

1 Introduction

Propaganda detection is a critical step in combat-
ing the spread of misinformation and biased con-
tent designed to manipulate public opinion. Pro-
paganda content often relies on subtle linguistic
cues, making its detection a complex task even in
monolingual contexts. While recent advancements
in natural language processing (NLP), particularly
transformer-based models, have significantly im-
proved propaganda detection in English, multilin-
gual detection remains a challenging frontier. This
challenge stems from linguistic diversity, contex-
tual variability, and the scarcity of high-quality an-
notated datasets for non-English languages, which
limits the generalizability of existing models.
Previous studies have focused on monolingual
approaches, leveraging machine learning and deep
learning models to identify and categorize propa-
gandistic content. Transformer-based architectures,
such as BERT and its multilingual variants, have
demonstrated strong performance in capturing com-
plex linguistic patterns. However, these approaches

often face limitations in multilingual settings due
to imbalanced datasets, inconsistent performance
across languages, and challenges in distinguishing
nuanced propaganda categories. Existing models
also struggle to balance precision and recall across
diverse classes, particularly in low-resource lan-
guages.

In this paper, we address these limitations by
integrating transformer-based models—mBERT,
XLM-RoBERTa, and mT5—into ensemble frame-
works designed to enhance multilingual propa-
ganda detection. We aim to improve classifica-
tion robustness and performance across languages.
Our approach leverages the strengths of individual
models while mitigating their weaknesses through
ensemble learning, offering a more balanced and ef-
fective solution for multilingual classification tasks.

The rest of the paper is organized as follows:
Section 2 shows related work on the Propaganda
classification problem. Section 3.1 describes the
dataset and preprocessing techniques used in this
study, Section 3.2 details the transformer models
and ensemble frameworks implemented. Section
4 presents the experimental results, including indi-
vidual model performance and ensemble outcomes.
Finally, Section 5 discusses the findings, limita-
tions, and potential directions for future research.

2 Related Work

In this section, we review recent advancements
in related fields, focusing on propaganda detec-
tion, political bias detection, extremism detection,
and multilingual misinformation detection. These
studies provide a foundation for understanding the
challenges and methodologies in multilingual clas-
sification tasks, highlighting limitations in existing
approaches and motivating the contributions of this
work.

The SAFARI (Azizov et al., 2024) study eval-
uates cross-lingual political bias and factuality
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detection using media- and article-level datasets.
Ensemble models with soft voting and Multilin-
gual Pre-trained Language Models (MPLMs) like
mBERT and XLM-R performed best on English
datasets, achieving F1 scores of 84.96% for factu-
ality and 84.95% for political bias. Multilingual
datasets showed weaker results due to limited train-
ing data, with the best F1 score for political bias
reaching 29.05%. Article-level models performed
strongly on English-distant supervision datasets
(F1: 82.62%) but less so on expert-annotated and
multilingual data, highlighting challenges in cross-
lingual transfer. Joint modeling, combining politi-
cal bias and factuality detection, achieved its high-
est F1 score of 83.81% using soft voting. Large
Language Models (LLMs), including Mistral7B
and LLaMA27B, underperformed MPLM:s in zero-
shot settings, with F1 scores up to 46.84%. The
study employed clustering techniques for data cu-
ration and evaluated models using F1 scores, ac-
curacy, and recall. While ensemble methods and
MPLMs proved effective, challenges remain in
multilingual adaptation and fine-grained zero-shot
learning.

Recent advancements (Modzelewski et al., 2024)
in propaganda detection have utilized diverse meth-
ods, including fine-tuned transformers, few-shot
GPT prompting, and classical machine learning.
Studies focused on a dataset of tweets by diplo-
mats from China, Russia, the U.S., and the EU
in English and Spanish, tackling binary to fine-
grained multilabel classification tasks. Among
these, XLM-RoBERTa (XLM-BI) emerged as
the top-performing model, excelling in multilin-
gual and Spanish tasks, while ROBERTa (ROB-
EN) demonstrated strong performance on English-
specific tasks. Few-shot prompting with GPT-3.5
and GPT-4o showed potential for binary classifica-
tion, with GPT-40 outperforming GPT-3.5 but not
reaching the accuracy of fine-tuned BERT models.
Classical machine learning approaches, including
LightGBM and XGBoost with StyloMetrix linguis-
tic features, offered competitive performance, par-
ticularly in English binary classification, where
LightGBM’s F1 score rivaled that of BERT-based
models. These findings highlight the strength of
fine-tuned transformers for complex multilingual
tasks, while also recognizing the effectiveness of
classical machine learning and GPT-based methods
in specific contexts.

Advancements in extremism and radicalization
detection (Zerrouki and Benblidia, 2024) have ex-
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plored multilingual datasets and sophisticated clas-
sification techniques. Recent research introduced a
multilingual corpus for binary and multiclass clas-
sification tasks, encompassing texts on extremism
and radicalization from diverse sources such as
ISIS-related content and hate speech in languages
like English, Arabic, Indian, Korean, and Kazakh.
The dataset includes 17,100 samples for binary
extremism, 5,000 for binary radicalization, and
11,400 for multiclass extremism. The study utilized
preprocessing methods such as language-specific
cleaning, TF-IDF, and word embeddings, alongside
machine learning models (e.g., L.SVC, Random
Forest) and deep learning approaches (Bi-LSTM,
DistilBERT-Multi). Bi-LSTM achieved high ac-
curacy for binary classification (97.8% for radical-
ization, 96.81% for extremism), while transformer-
based models excelled in multiclass classification
with 91.07% accuracy. These results highlight the
effectiveness of deep learning and transformer mod-
els for multilingual extremism detection tasks.

Recent efforts in political bias detection
(Agrawal et al., 2022) have introduced an anno-
tated dataset of 1,388 Hindi news articles and head-
lines from diverse sources, balanced across three
categories: biased towards BJP, biased against BJP,
and neutral. Articles were annotated for coverage
and tonality bias with a kappa score of 0.65, high-
lighting the subjective challenges in labeling neu-
trality. The dataset features class-specific averages
in word and sentence counts, providing insights
into linguistic characteristics. The study evalu-
ated transformer-based models, including mBERT,
XLM-RoBERTa, and IndicBERT, alongside tra-
ditional machine learning approaches like SVM,
Logistic Regression, and Random Forest. XLM-
RoBERTa achieved the best results with 83% accu-
racy and an F1-macro score of 76.4%, significantly
outperforming traditional models, which scored be-
low 60% in Fl1-macro. The findings emphasize
the effectiveness of multilingual transformers in
bias detection tasks and highlight challenges in
accurately identifying neutral articles due to their
subjective nature.

Recent research (Panda and Levitan, 2021) on
misinformation detection has focused on multilin-
gual datasets and transformer-based models. A
study using tweets related to COVID-19 from the
NLP4IF 2021 shared task investigated misinfor-
mation detection in English, Bulgarian, and Ara-
bic. The dataset included binary annotations for
seven questions assessing misinformation charac-



teristics, with 451-3,000 training samples and up to
1,000 test samples per language. The study evalu-
ated logistic regression, a transformer encoder, and
BERT-based models. English BERT (Capuozzo
et al., 2020) achieved the best results for English
(F1: 0.729), while multilingual BERT (m-BERT)
demonstrated strong cross-lingual generalization,
achieving F1 scores of 0.843 for Bulgarian and
0.741 for Arabic. Experimental setups, including
zero-shot, few-shot, and target-only training, high-
lighted the potential of m-BERT to perform well in
low-resource settings with minimal target-language
data. These findings emphasize the effectiveness of
contextualized embeddings and multilingual trans-
formers in detecting misinformation across diverse
languages.

Gap Analysis of Related Work: Despite the
advancements in multilingual propaganda detec-
tion, several gaps remain that highlight the need for
further exploration:

Limited Multilingual Representation: While
studies like SAFARI and NLP4IF have explored
multilingual contexts, their datasets are often
limited in linguistic diversity, focusing on high-
resource languages like English and Spanish. Low-
resource languages, which are equally vulnerable
to propaganda and misinformation, remain under-
represented, impacting the generalizability of exist-
ing models.

Overreliance on Individual Models: Transformer
models like mBERT, XLM-RoBERTa, and mT5
have shown strong standalone performance, but
their reliance on pretraining data biases can limit
robustness in real-world scenarios. Ensemble meth-
ods are underexplored in mitigating these weak-
nesses, particularly in balancing class-specific per-
formance.

3 Materials and Methods

This section describes the methodology for de-
tecting multilingual propaganda using transformer-
based embeddings and ensemble learning. The
process involves balancing the dataset to ensure
equal class representation and preprocessing steps
like tokenization. Transformer models—mBERT,
XLM-RoBERTa, and mT5—were fine-tuned to ex-
tract multilingual embeddings, capturing linguistic
and contextual nuances. These embeddings were
then used in classification frameworks to evaluate
the models’ effectiveness in handling multilingual
propaganda detection tasks.
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3.1 The used Dataset

The dataset (Duaibes et al., 2024) utilized in this
study, curated by SinalLab (2024), consists of a
comprehensive collection of 13,500 rows and 13
columns, representing a rich and diverse array of
Facebook posts. Developed as part of the FigNews
2024 Shared Task on News Media Narratives, the
dataset focuses on the framing of the Israeli War
on Gaza, providing valuable insights into bias and
propaganda in media. The corpus spans five lan-
guages—Arabic, English, Hebrew, French, and
Hindi—with an equal distribution of 2,400 posts
per language, ensuring linguistic diversity and bal-
ance. Each post is meticulously annotated for at-
tributes related to bias and propaganda, making this
dataset a critical resource for advancing multilin-
gual analysis of media narratives.

The dataset includes the following notable
columns: Text is the original text of the Facebook
post, as it appeared in its source language. En-
glish MT is a machine-translated version of the
text in English, facilitating cross-lingual analysis
and ensuring uniformity for annotators who are
not fluent in the source language. Arabic MT is
a machine-translated version of the text in Arabic,
aiding linguistic diversity and analysis. Propaganda
This column indicates whether the post contains
propaganda types.

A particular focus of our analysis is the Pro-
paganda column, which captures whether a post
contains propaganda. As shown in Table 1 and Fig-
ure 1, this column consists of four distinct classes,
with the distribution of instances as follows:

Class Number of Instances
Not Propaganda 7098
Propaganda 3301
Unclear 269
Not Applicable 132

Table 1: Distribution of instances in the Propaganda
column across the dataset.

These labels provide a foundation for investi-
gating the prevalence and characteristics of pro-
paganda within the dataset. The predominance
of "Not Propaganda" suggests that most posts lack
propagandistic content, yet the substantial presence
of "Propaganda” emphasizes the significance of its
impact in framing narratives. The smaller propor-
tions of "Unclear" and "Not Applicable" highlight
the challenges and ambiguities faced during anno-



Class Distribution in Column (Before Balancing)

6000
5000
2 000
3000
2000

1000

Figure 1: Distribution of instances in the Propaganda
column across the dataset.
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Figure 2: Class Distribution in the Propaganda Column
After Applying the Balancing Step.

tation.
Class Number of Instances
Not Propaganda 7098
Propaganda 7098
Unclear 7098
Not Applicable 7098

Table 2: Class Distribution in the Propaganda Column
After Applying the Balancing Step.

As shown in Table 2 and Figure 2, After applying
the balancing step to the dataset, each class in the
Propaganda column was adjusted to have an equal
number of instances, with 7,098 samples per class.
This ensured that the dataset was balanced, elim-
inating any bias towards overrepresented classes
and providing a more even distribution for training
the model.

The dataset also includes metadata such as the
language of the post, bias-related annotations, and
machine-translated versions of the text for cross-
lingual analysis. These features enable a compre-
hensive exploration of linguistic and cultural pat-
terns in bias and propaganda.

Figure 3 provides a snapshot of the dataset used
in this study. It showcases the key columns, in-
cluding the Text column containing the multilin-
gual propaganda content and the Propaganda col-
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Figure 3: An Overview of the Dataset: Sample Columns
and Rows

umn indicating class labels. The figure highlights
the structure of the data, demonstrating how text
samples are paired with corresponding annotations,
which serve as the basis for training and evaluating
the models.

3.2 Methodology

In this study, we implemented state-of-the-art mul-
tilingual models to classify propaganda and bias
in Facebook posts. The models include mBERT,
mT5, and XLM-RoBERTa.

As shown in Figure 4, the proposed architec-
ture for multilingual propaganda detection lever-
ages XLM-Roberta, a powerful multilingual trans-
former model, combined with robust preprocess-
ing and training strategies. The first step involves
preparing the dataset by loading text data in multi-
ple languages (e.g., English, and Arabic) and their
corresponding propaganda labels. To address the
class imbalance, oversampling is applied to mi-
nority classes to ensure balanced representation
across all categories. Text data is preprocessed by
removing punctuation and converting to lowercase
to standardize inputs, followed by label encoding
to convert categorical labels into numerical values.

The next stage utilizes the Model tokenizer
to tokenize the preprocessed text while applying
padding and truncation to ensure uniform input
lengths. A HuggingFace dataset is created and split
into training and testing subsets. The architecture
uses the MBert, XLM-Roberta, and MT5) mod-
els for sequence classification, configured for four
output classes corresponding to the encoded labels.
Training configurations include a low learning rate,
small batch size, weight decay for regularization,
and an evaluation strategy that monitors perfor-
mance after each epoch.

Training is conducted with a HuggingFace
Trainer, integrating a manual early stopping mech-
anism to prevent overfitting. The model evaluates
validation loss at the end of each epoch, saving
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Figure 4: Multilingual Propaganda Detection Architecture Utilizing XLM-Roberta, MBert, and MT5 with Balanced
Class Handling and Early Stopping for Optimized Performance.

the best-performing model when improvements are
detected and halting training if no improvement oc-
curs for a specified number of consecutive epochs.
Finally, the best model is evaluated on the test set,
with metrics such as accuracy, precision, recall,
and F1-score reported to assess classification per-
formance. This architecture effectively combines
XLM-Roberta’s multilingual capabilities with bal-
anced data handling and efficient training strategies
to achieve robust propaganda detection.

Multilingual BERT (MBERT) is a variant of
BERT pre-trained on Wikipedia data across 104
languages, as described by Libovicky et al. (2019).
Designed to process input at the token level, it
utilizes deep bidirectional attention mechanisms to
capture intricate linguistic relationships and contex-
tual nuances effectively. Its multilingual pretrain-
ing makes it particularly suited for tasks involv-
ing cross-lingual understanding and classification,
rendering it an ideal choice for analyzing diverse
datasets like the one used in this study. mBERT’s
versatility has been demonstrated across a wide
range of multilingual and cross-lingual natural lan-
guage processing applications.

mT5 (Multilingual T5) is an extension of the
T5 model, pre-trained on over 100 languages, as
described by Fuadi et al. (2023). It employs a text-
to-text framework, where all tasks—ranging from
classification to text generation—are reformulated
as text generation problems. This unified approach
allows mT5 to handle a wide variety of language
processing tasks with remarkable flexibility and
consistency. Its multilingual training on diverse
linguistic data makes it particularly robust, even in
low-resource language settings, enabling effective
performance across a broad spectrum of multilin-
gual and cross-lingual tasks.

79

XLM-RoBERTza It builds on RoBERTa, an op-
timized version of BERT (Wiciaputra et al., 2021),
by pretraining on a massive multilingual corpus
spanning 100 languages. It achieves state-of-the-art
performance on various multilingual benchmarks
and is particularly effective in handling languages
with limited resources.

4 Results and Discussion

4.1 Experiment Setup

We employed three transformer-based models —
mBERT, mT5, and XLM-RoBERTa — for mul-
tilingual propaganda detection. The experiment
setup consisted of data preprocessing, model fine-
tuning, and evaluation.

4.1.1 Computational Resources

The experiments were conducted on the Kaggle
platform, leveraging a P100 GPU for accelerated
computations. The P100 GPU provided the nec-
essary computational power for handling large
datasets and fine-tuning transformer-based mod-
els efficiently. The use of a high-performance GPU
significantly reduced training time, especially for
resource-intensive models like mT5. Kaggle’s envi-
ronment also facilitated seamless access to datasets
and libraries required for the experiments.

4.1.2 Data Preprocessing

* Cleansing: Rows with missing values were
removed to ensure data consistency.

* Class Balancing: Oversampling techniques
were employed to balance the number of in-
stances across all classes, mitigating potential
bias during training.



* Tokenization: Each model utilized its re-
spective tokenizer - mBERT: BertTokenizer
- mT5: T5Tokenizer - XLM-RoBERTa:
XLM-RoBERTaTokenizer The text data was to-
kenized into subword units, ensuring compati-
bility with the transformer architectures.

» Label Encoding: Categorical labels, such as
"Propaganda” and "Not Propaganda,” were nu-
merically encoded to facilitate classification.

» Dataset Splits: The dataset was converted
into PyTorch tensors and split into training,
validation, and test sets. An 80-10-10 split
ratio was maintained to balance the training
and evaluation phases.

4.1.3 Model Fine-Tuning

e mBERT: BertForSequenceClassification,
learning rate 2 x 10~°, batch size: 16, epochs:
50 (early stopping applied), no. of labels: 4.

* mTS: MT5ForConditionalGeneration,
learning rate 5 x 1075, batch size: 8, epochs:
50 (early stopping applied), no. of labels: 4.

* XLM-RoBERTa: HuggingFace Trainer,
learning rate 1 x 102, batch size: 8, epochs:
50 (early stopping applied), no. of labels: 4.

All models were optimized using the AdamW
optimizer, with weight decay set to 0.05. Early
stopping was implemented for all models to prevent
overfitting, with training halting after three consec-
utive epochs without validation loss improvement.
Learning rate schedulers were utilized to adjust
learning rates dynamically during training.

4.2 Result

In the Results section, we analyze and compare
the performance of three transformer-based mod-
els—mBERT, MT5, and XLM-RoBERTa—on the
task of multilingual propaganda detection. The
analysis includes a detailed evaluation of the mod-
els’ performance with and without data balancing
techniques to address class imbalances. Key eval-
uation metrics, including accuracy, precision, re-
call, Fl-score, training loss, validation loss, and
the number of training epochs, are used to assess
and compare the effectiveness of each model under
both scenarios.

Performance on Imbalanced Data (Without
Balancing) As shown in Table 3, the performance
of the models varied significantly when trained on
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imbalanced data, highlighting the challenges posed
by class distribution. The MT5 model achieved a re-
markable accuracy of 98.86%, precision of 0.9911,
recall of 0.9886, and F1-score of 0.9882, showcas-
ing its ability to handle imbalanced datasets effec-
tively. This superiority can be attributed to MT5’s
text-to-text framework, which allows it to model
nuanced relationships within the data.

In contrast, mBERT struggled with imbalanced
data, achieving an accuracy of only 53.00%, with
precision, recall, and Fl-score all around 0.65.
This indicates difficulty in generalizing across un-
even class distributions. Similarly, XLM-RoBERTa
achieved moderate performance, with an accuracy
of 69.70% and an F1-score of 0.5595, suggesting
it was able to identify positive instances (recall of
0.6870) but lacked precision (0.4720). These re-
sults underscore the necessity of addressing class
imbalances to improve model performance.

Performance on Balanced Data (After Bal-
ancing) After addressing class imbalances through
oversampling techniques, all models showed signif-
icant improvements in their performance metrics,
as detailed in Table 4. The MT5 model contin-
ued to outperform the other models, achieving an
accuracy of 99.61%, precision of 0.9961, recall
of 0.9961, and F1-score of 0.9962. This further
highlights MT5’s robustness in handling balanced
datasets and extracting nuanced features from mul-
tilingual text.

The mBERT model demonstrated substantial im-
provement, achieving an accuracy of 92.0%, with
balanced precision, recall, and F1-scores of 0.92.
Its ability to generalize effectively after balancing
emphasizes the importance of preprocessing in en-
hancing performance. XLM-RoBERTa, while still
lagging behind MT5 and mBERT, improved to an
accuracy of 89.51%, with an F1-score of 0.8934,
indicating better adaptation to the balanced dataset.

Training and Validation Loss Table 5 pro-
vides insights into the training and validation loss
for each model. The MT5 model exhibited the
most efficient learning, achieving the lowest train-
ing loss of 0.0080 and validation loss of 0.0102,
highlighting its excellent generalization capabili-
ties. The mBERT model followed with a training
loss of 0.0755 and validation loss of 0.2719, re-
flecting steady learning and robust generalization.
XLM-RoBERTa, however, recorded a training loss
of 0.0467 but struggled with a validation loss of
0.7156, indicating potential overfitting or difficulty
in adapting to the multilingual dataset’s complex-



Model Accuracy (%) Precision Recall F1-Score No. Epocs
mBERT 53.00 0.66 0.64 0.65 5
MT5 98.86 0.9911 09886  0.9882 24
XLM-RoBERTa 69.70 0.4720  0.6870  0.5595 15

Table 3: Performance Metrics of mBERT, MT5, and XLM-RoBERTa Models Without Balancing Techniques.

Model Accuracy (%) Precision Recall F1-Score No. Epocs
mBERT 92.0 0.98 0.92 0.92 8
MT5 99.61 0.9961 0.996 0.9962 27
XLM-RoBERTa 89.51 0.9006  0.8951  0.8934 16

Table 4: Performance Metrics of mBERT, MT5, and XLM-RoBERTa Models Using Balancing Techniques.

ity.
Model Training Validation
mBERT 0.0755 0.2719
MT5 0.0080 0.0102
XLM-RoBERTa  0.0467 0.7156

Table 5: Training and Validation Loss of mBERT, MTS5,
and XLLM-Roberta Models.

Analysis of Performance Differences: MT5’s
Dominance: MTS5 consistently outperformed the
other models across all metrics, both with and with-
out data balancing. Its text-to-text framework en-
ables it to capture subtle linguistic and contextual
nuances, making it highly effective for multilingual
propaganda detection, making it highly effective
for multilingual propaganda detection with an ac-
curacy of 99%.

mBERT’s Consistency: Despite not achieving
the same level of accuracy as MTS5, mBERT demon-
strated commendable performance with an accu-
racy of 92% and competitive scores across all met-
rics. Its ability to leverage multilingual pretraining
makes it a robust choice for tasks where efficiency
is prioritized over peak accuracy.

Challenges with XLM-Roberta: While XLM-
RoBERTa showed promise with an accuracy of
89.51%, its higher validation loss suggests issues
with overfitting or insufficient adaptation to the
dataset’s multilingual nature. This could stem from
its reliance on pretraining that may not fully capture
the nuanced biases present in propaganda detection
tasks.

Generalization and Efficiency: The results
highlight the importance of achieving a balance
between learning efficiency and generalization.
While all models employed early stopping to miti-
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gate overfitting, MTS5’s consistently low validation
loss underscores its superior ability to generalize,
whereas XLM-RoBERTa’s performance suggests
room for improvement in adapting to diverse lin-
guistic inputs.

The analysis reveals that data balancing signifi-
cantly enhances model performance, especially for
models like mBERT and XLLM-RoBERTa, which
struggled with imbalanced datasets. MT5’s con-
sistently high performance underscores its suitabil-
ity for multilingual tasks, while the improvements
seen in mBERT demonstrate its potential when
coupled with effective preprocessing techniques.
These findings emphasize the critical role of balanc-
ing and preprocessing in ensuring fair and robust
evaluations.

Overall, these findings demonstrate that while
MTS5 is the most effective model for this task, fur-
ther research could focus on improving the general-
ization capabilities of models like XLM-RoBERTa
to better handle the complexities of multilingual
propaganda detection.

5 Conclusion

This study implemented and evaluated three
transformer-based models—mBERT, XLM-
RoBERTa, and mT5—to address the challenge of
multilingual propaganda detection. By leveraging
these models’ multilingual capabilities and
employing advanced preprocessing techniques,
including data balancing, we conducted a com-
prehensive assessment of their performance. Key
evaluation metrics such as accuracy, precision,
recall, Fl-score, and loss values were used to
determine the models’ effectiveness across diverse
propaganda categories.

The mT5 model consistently outperformed its
counterparts, achieving an outstanding accuracy



of 99.61% and an F1-score of 0.9961, demonstrat-
ing its exceptional ability to handle multilingual
content and detect propaganda with high precision.
Its text-to-text framework allowed it to effectively
model linguistic nuances across multiple languages,
making it the most reliable model for this task. The
mBERT model also showcased strong performance,
achieving an accuracy of 92.0% and an F1-score of
0.92, excelling in the "Not Propaganda" and "Not
Applicable" categories. Despite these results, it
showed room for improvement in more nuanced
categories. The XLLM-RoBERTa model achieved a
respectable accuracy of 89.51%, with an F1-score
of 0.8934, but faced challenges with generalization,
as evidenced by its higher validation loss compared
to the other models.

The results emphasize the transformative poten-
tial of transformer-based embeddings in multilin-
gual propaganda detection. While mT5 emerged
as the most effective model, mBERT demonstrated
computational efficiency and solid performance,
making it a viable choice for practical applications.
On the other hand, XLM-RoBERTa highlighted
areas for future improvement, particularly in adapt-
ing to complex multilingual tasks.

Limitations and Future Work: These future di-
rections aim to refine and enhance the capabilities
of multilingual propaganda detection, expanding
the models’ adaptability, accuracy, and generaliza-
tion across various contexts and languages.

Hyperparameter Optimization and Fine-Tuning:
Future work could explore the fine-tuning of hy-
perparameters such as learning rate, batch size,
and number of epochs for each model, especially
mBERT and XLM-RoBERTa. Optimizing these
parameters could lead to improved performance,
particularly in terms of accuracy, precision, and
recall across different propaganda categories.

Exploring Advanced Ensemble Techniques:
While individual models like mT5, mBERT, and
XLM-RoBERTa demonstrated strong performance,
future research could investigate the use of more
advanced ensemble methods, such as stacking and
boosting, to combine the strengths of multiple mod-
els. This could help in improving performance, es-
pecially in identifying subtle propaganda elements
that individual models may miss.

Cross-Lingual Transfer Learning: One promis-
ing direction is to explore cross-lingual transfer
learning by leveraging pre-trained multilingual
models to better handle low-resource languages.
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Abstract

This study uses the Palestinian Oral History
Archive (POHA) to investigate how Palestinian
refugee groups in Lebanon sustain a cohesive
collective memory of the Nakba through shared
narratives. Grounded in Halbwachs’ theory of
group memory, we employ statistical analysis
of pairwise similarity of narratives, focusing
on the influence of shared gender and location.
We use textual representation and semantic em-
beddings of narratives to represent the inter-
views themselves. Our analysis demonstrates
that shared origin is a powerful determinant of
narrative similarity across thematic keywords,
landmarks, and significant figures, as well as in
semantic embeddings of the narratives. Mean-
while, shared residence fosters cohesion, with
its impact significantly amplified when paired
with shared origin. Additionally, women’s nar-
ratives exhibit heightened thematic cohesion,
particularly in recounting experiences of the
British occupation, underscoring the gendered
dimensions of memory formation. This re-
search deepens the understanding of collective
memory in diasporic settings, emphasizing the
critical role of oral histories in safeguarding
Palestinian identity and resisting erasure.

1 Introduction

The Nakba, a pivotal moment in Palestinian history
marked by the mass displacement of approximately
770,000 Palestinians during the forcible establish-
ment of Israel (Bisharat, 1994; Khalidi, 1992; Abu-
Sitta, 2016; Khoury, 2012; Khalidi, 1997; Masalha,
2012), embodies a broader colonial project to es-
tablish an ethnocratic state (Khoury, 2012; Pappé,
2007; Benvenisti et al., 2007; Masalha, 2012). The
memory of the Nakba and the immense suffer-
ing caused by forced displacement, loss of land,
and erasure of the Palestinian presence remains
central to the national consciousness of Palestini-
ans (Allan, 2013; Sa’di and Abu-Lughod, 2007;
Jayyusi, 2007; Khalidi, 1997). Among Palestini-

ans, refugees in Lebanon are exemplary in their
resilience and their maintainance of a collective
identity despite being intensely marginalized and
disadvantaged. Denied basic rights under Lebanese
law, they experience profound spatial, institutional,
and economic exclusion (Siklawi, 2019; Rmeileh,
2021). Against these hardships, camps have histor-
ically served as spaces of resistance, particularly
during the 1970s and 1980s when they became
bases for the Palestinian Liberation Organization
(Siklawi, 2019; Rmeileh, 2021). Beyond armed
resistance, cultural efforts such as storytelling and
poetry are crucial for preserving their national iden-
tity and asserting the right to return (Siklawi, 2019;
Rmeileh, 2021; Sayigh, 2015, 1998).

In consideration of the unique social and po-
litical context in which Palestinian refugees in
Lebanon are situated, this study is centered on
the following research questions: Do Palestinian
refugee groups in Lebanon, physically isolated
from their homeland, maintain cohesive collective
memory formation in their remembrance of the
Nakba? And if so, what are the indicators of simi-
larity in their narratives?

To answer these questions, we employ natural
language processing (NLP) techniques in one of
the most comprehensive digital repositories of oral
histories told by refugees of the Nakba, the Pales-
tinian Oral History Archive (POHA) (Sleiman and
Chebaro, 2018). POHA has been used extensively
to study collective memories and narratives of
refugees. We contrast and complement prolific in-
terpretive approaches (Davis, 2011; Barakat, 2019;
Swedenburg, 1995; Moon, 2023) that study the so-
ciohistoric impacts of the Nakba and extend other
quantitative studies, such as Banat et al. (2018),
which demonstrate the persistence of collective
memory in Palestinian youth. Our methodology
uses various textual representations of archive in-
terviews that encode themes, specific entities, and
semantic content. We then statistically compare
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pairwise similarities of textual representations of
the refugees’ narratives. Through this, we measure
the degree of similarity within different refugee
communities in Lebanon in terms of how members
remember the Nakba. As a theoretical framework,
we use Halbwachs’ (1992) concept of group mem-
ory to understand how Palestinian remembrance of
the Nakba in the diaspora is shaped by boundary-
making identity markers, in this case, location and
gender. Our main findings show that sharing origin
is a strong indicator of higher similarity in refugee
narratives, sharing residence in Lebanon is also an
indicator of similarity, and sharing both is in many
cases an even stronger indicator of cohesion. We
also find that the same gender is an indicator of
cohesion, although to a smaller degree, as women’s
narratives are weakly similar to other women. By
analyzing the narratives documented within POHA,
which represents more than 50 cities and refugee
camps in Lebanon, this study contributes under-
standing of how collective memory formation func-
tions on a larger scale within the Palestinian con-
text.

2 Background

Memory work, through oral histories, counters
Zionist narratives and challenges the erasure of
Palestinian experiences (Khoury, 2012; Bisharat,
1994; Hanafi and Knudsen, 2011; Sayigh, 2015;
Masalha, 2012; Massad, 2006). By documenting
the lived experiences of women, refugees, and ev-
eryday Palestinians that are underrepresented in na-
tional archival records and historiography (Sleiman
and Chebaro, 2018; Allan, 2021; Farah Aboubakr,
2017; Hanafi and Knudsen, 2011), oral histories
provide a more complex account of the Nakba.
This complexity is seen in how refugees diverge
in how they remember the Nakba. Collective mem-
ory formation and positionality often dictate which
events, people, and places are remembered based
on the concerns that were and continue to be rele-
vant for refugees (Ben-Ze’ev, 2002, p.14). As Silmi
found in her analysis of oral histories within the
Nakba Archive, different “economic, social, and
political locations entail different positions, frames
of reference and value systems. .. [such] different
positionalities are reflected in the way they remem-
ber and tell their stories of life in Palestine and
Arab-Jewish relations before the Nakba™ (2021,
p.61). Gender produces further multiplicity, seen
in Rosemary Sayigh’s (1979; 1998; 2007) exten-

84

sive analysis of recorded testimonies in Lebanon’s
refugee camps. Sayigh was one of the first to assert
that “women are often ‘subversive’ tellers of na-
tional history” (1998, p.47) because they include in-
ternal conflicts within the resistance movement and
detailed accounts of atrocities suppressed within
official historiographies. Similarly, Humphries and
Khalili (2007) and Khoury (2018) found that Pales-
tinian women choose to transmit information based
on what is meaningful within their lived experi-
ences, causing their stories to diverge from "offi-
cial" histories significantly.

Oral history archives, especially in audiovisual
formats, present unique challenges for computa-
tional methods due to their non-textual medium
(Pessanha and Salah, 2021). Greenberg (1998)
observes that NLP is particularly well-suited for
archival collections, as numerous studies have
demonstrated its ability to induce new metadata
fields and values from archival records or existing
metadata. More broadly, NLP can enrich archival
practices—it can identify recurring themes, topics,
and significant entities such as people, places, or
events (Colavizza et al., 2021; Jaillant and Rees,
2023). Notably, there is also substantial work
in NLP interested in capturing narrative structure
(Piper, 2023; Zhu et al., 2023; Shuttleworth and
Padilla, 2022; Santana et al., 2023; Szojka et al.,
2020; Bendevski et al., 2021; Akter and Santu,
2024). This line of research at times even pertains
to biographical narratives (Bamman and Smith,
2014; Brookshire and Reiter, 2024), similar to
those in POHA. We largely do not take advantage
of these techniques for two reasons—POHA’s in-
terviews have been explicitly given structure by
archivists and there are few pre-existing resources
available for Arabic—but our study speaks to a
more collective direction for computational narra-
tive analysis.

Using computational methods, we uncover cohe-
sion in narratives of dispossession and resilience,
highlighting how these stories redefine Palestinian
identity through collective experiences of loss and
resistance (Bisharat, 1994; Qumsiyeh, 2011). In
this paper, we leverage both the metadata included
in POHA and transcriptions of interview speech
to construct a holistic representation of Nakba nar-
ratives. The Nakba-POHA collection thus stands
as a testament to the enduring fight for Palestinian
rights and dignity and an example of how com-
putational tools can uncover deeper insights from
underrepresented histories.



3 Theoretical Framework and Hypothesis

To understand how Palestinians remember the
Nakba, we build upon Halbwachs’ (1992) theo-
retical framework of group memory. This theory
is appropriate for our analysis of narrative cohe-
sion within refugee communities because it out-
lines how individual memories are co-constructed
through external social relations. Halbwachs ob-
serves that individuals will retrieve their memories
in alignment with the logic of the group to which
they belong. This can involve the reconstruction
or rearranging of individual memories so that they
have greater coherence with other group members’
memories. In this process, the individual memo-
ries of group members will resemble each other
and reflect the overall interests and thoughts of the
group. However, this phenomenon only holds when
the group is strongly established, long-lasting, and
able to resist external modes of thinking. If group
membership is interrupted through contact with ex-
ternalities, such as outside beliefs or exposure to a
different social context (Halbwachs, 1992, p.188),
the cohesion of recollection can also be interrupted.

Halbwachs delineates groups as families, reli-
gious groups, and social classes that have devel-
oped a distinctive unity of outlooks over time (1992,
p.52). Additionally, other potential group forma-
tions particular to the Palestinian context, such as
the nature of trauma, age group, class, and tribe,
could have an impact on narrative cohesion. How-
ever we limit our analysis to gender and geogra-
phy because prior work has proven these aspects
to be central identity markers that shape refugees’
experiences of community (2018). As discussed
in the background section, Palestinian women ex-
hibit their own gendered memory of the Nakba.
Therefore, we situate gender as a boundary-making
identity marker. Additionally, geographical dis-
placement from an original location to a foreign
location is the key aspect that shapes Palestinian
refugee groups and their experience (Sayigh, 1979;
Safran, 1991). Therefore we situate place of origin
and place of residence as another boundary-making
identity marker.

Using this theoretical framework, we test the
cohesiveness of the memories of Palestinians that
have formed groups within Lebanon. While Pales-
tinian refugees remember the Nakba in a multiplic-
ity of ways, we expect that refugees’ boundary-
making identity markers will reflect higher cohe-
sion in their narratives.

85

H1. We hypothesize that same interviewee gender
would be associated with increased cohesion in
narratives (more so than across genders).

H2. We hypothesize that two interviewees belong-
ing to the same spatial group will be associated
with increased cohesion in their narratives.

For our analysis, we define groups as intervie-
wees who have the same gender, place of residence
at the time of the interview and/or share the same
place of origin from which they were displaced
during the Nakba. Cohesion of group memories
will be measured in the broader narratives around
themes pertaining to the Nakba experience, such
as the narration of Zionist invasions and their ex-
pulsion, as well as mentions of specific landmarks,
significant figures, keywords and places. We expect
that when refugees belong to the same group, there
will be a higher similarity in how group members
remember these entities.

4 Data & Methods

4.1 The Palestinian Oral History Archive

POHA is an archive of over a thousand video
and audio interviews with Palestinian refugees in
Lebanon displaced during the Nakba (Sleiman and
Chebaro, 2018).! Although POHA is designed
as an audiovisual archive (Sleiman and Chebaro,
2018), our approach focuses on the transcripts of
the interviews. We opted for textual processing
techniques to facilitate medium to large-scale anal-
ysis, acknowledging the potential for future multi-
modal analyses incorporating audiovisual features.
Each POHA interview entry also includes meta-
data about the interviewee(s), interviewer(s), and
content. We extracted this information from the
POHA website. The content metadata includes
keywords, headers summarizing main topics, sig-
nificant figures, landmarks mentioned, and Table
of Contents headers (TOCs) outlining each inter-
view’s structure. Details about the origin and resi-
dence of interviewees provide valuable context for
understanding the narratives (see appendix A.1 for
extraction details). To convert the audio content
into text, we used the API of a transcription service,
Transkriptor (Transkriptor, n.d.). We discuss this
process in appendix A.S5.

'"POHA houses distinct archival collections to preserve
Palestinian oral history. While its focus is largely on the
Nakba, it also includes interviews documenting folklore and
traditional tales; we filtered these out for our analysis.



Table 1: Aspects that we represent in different vectors
and the sources for representation, specifying which
ones use a BoW representation and which one use a
semantic embedding using a LLM.

Aspect Source Representation
Keywords/themes = Metadata BoW
Significant Figures Metadata BoW

Families Metadata BoW
Landmarks Metadata BoWwW

NER Transcripts BoW

Semantic by theme Transcripts Semantic Emb

4.2 Measuring Interviewees’ Narrative
Cohesion

We measure cohesion among interviews by compar-
ing their similarities on different representations.
We use various aspects of the interviewee narra-
tives data to construct these representations. Ta-
ble 1 outlines the different aspects we encode into
representations and the methods used. We employ
two main forms of representation:

Bag-of-Words (BoW): Applied primarily to
metadata to represent specific entities and
themes (denoted by curated keywords).

Semantic Embeddings: Dense vector representa-
tions obtained from the transcripts using a
large language model, interpreted as captur-
ing broader semantic similarity.

In the following sections, we provide more
specifics on these representations.

4.2.1 Bag-of-Words Representations of Key
Entities

We use bag-of-words (BoW) representations to cap-
ture specific entities related to various aspects of
the interviews. These are listed in the metadata
curated by archivists, focusing on landmarks, fam-
ilies, significant figures, and keywords. The key-
words are curated to form a thematic representation
of the interview (Sleiman and Chebaro, 2018). Ad-
ditionally, we extract general named entities from
the transcripts using an Arabic NER model from
the CAMeL Tools library (Obeid et al., 2020) (de-
tails in appendix B.1). These entities capture men-
tions of places or landmarks without proper names,
contributing to a nuanced understanding of simi-
larity. Comparisons using BoW representations
emphasize narrative similarity based on shared
entities like families or significant figures. In

86

contrast, keyword-based similarity reflects shared
broad themes between interviews.

4.2.2 Semantic Embeddings from Transcripts

We complement our analysis by measuring nar-
rative similarity through semantic embeddings of
the transcripts. Utilizing instruction-conditioned
embeddings (Su et al., 2023) and OpenAl’s
text-embedding-3-large model, we generated
vector representations for interview sections (see
appendix B.3). Notably, we did not filter out inter-
viewers’ speech; since we wanted to retain the full
narrative structure of each interview as a text, and
since Sleiman and Chebaro (2018) describe a high
degree of consistency in their approach. This indi-
cates that the interviewers follow the same structure
and that the embeddings reflect the interviewees’
narratives.’

To avoid oversimplifying the diverse interview
content, we partitioned transcripts thematically us-
ing metadata-derived characteristics. Each inter-
view’s archivist-curated Table of Contents (TOC)
provides descriptive headers for sections. We per-
form thematic narrative comparisons, by extracting
embeddings from excerpts corresponding to TOC
subheaders. We categorized the TOC headers into
themes to compare excerpts across interviews (de-
tails in appendix B.2). The resulting embeddings
are visualized using UMAP (Mclnnes et al., 2018)
in fig. 1. Additional details on obtaining the em-
beddings are provided in appendix B.3.

For analysis, we focused on the four more preva-
lent themes closely related to the Nakba—Zionist
Attacks During and After the Nakba; Exile, Expul-
sion, and Displacement; British Mandate Colonial-
ism and Occupation; and Resistance and Popular
Struggles—we created embeddings for transcript
excerpts within these themes.

4.2.3 Similarity as cohesion

Given representations ef, ej‘

where the ¢! could be BoW representations of
metadata entities or semantic embeddings of the
transcripts, we measure the cohesion of the inter-

of interviews 1, j,

views via the cosine similarity a(ef, eJA) between
the representations
A oA
et . e’
A A J J
oled ey = 3 I (1)
7T edllled

%Any filtering method barring that based on speaker iden-
tity could also potentially eliminate valuable testimony from
interviewees.



«  Cultural Life and Folklore
«  Socio-Economic Life and Conditions
* Community Life and Social Dynamics
«  Childhood and Family Life
Zionist Attacks During and After the Nakba
Agriculture and Land
© Resistance and Popular Struggles
Refugee life and conditions
British Mandate Colonialism and Occupation
Exile, Expulsion, and Displacement

Figure 1: UMAP of instruction-based embeddings of
interview transcript sections for all themes. Related
themes are visually indistinguishable in this decomposi-
tion, while different themes are distant from each other.

Despite using the same measure for similarity,
We heavily lean into the meanings of each of the
aspects to interpret the meaning of similarity and
cohesion contingent on what is being represented.

4.3 Statistical Analysis of Narrative Cohesion

We aim to compare pairs of interviews given in-
terviewee identity markers. For example, we test
whether pairs where both interviewees are female
are more or less similar than pairs where both are
male. To achieve this, we estimate models where
the dependent variable is the similarity score, and
the independent variables encode identity or com-
munity comparisons of interest.

4.3.1 Analysis by Gender Pairings

To analyze differences by gender, we use the
following model with the standarized similarity
4 4 e) as the dependent variable:

045 = o(e; ) €

>

Xe{FF,FM,MM}

Bx g5y + it +eij. (2)

Here, g;; = 1(g;; = X) are dummy
variables indicating gender pairing (X €
{FF,FM,MM?}). Then, Sx captures the ef-
fects of the gender pairings. Random effects
pi ~ N(0,02) and n; ~ N(0,02) account for
interviews ¢ and j, respectively, and the residual

error is €;; ~ N(0,02).
4.3.2 Analysis by Community(Location)
Pairings

To compare similarities ol (per theme) based on
location, we use:

0i = BotBusfy+Basiy+Ps (s x i) +hitnj+eij.

3)
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In this model, s7; and s;; are binary indicators
of whether interviews ¢ and j share the same ori-
gin or residence, respectively. The interaction term
captures the combined effect of shared origin and
residence. Random effects and residuals are de-
fined as before.

Due to imbalance—with few pairs sharing both
origin and residence—we apply an inverse weight-
ing scheme based on the prevalence of each pairing
type (details in appendix B.4.1). To better cap-
ture uncertainty, we also ran the models within
a Bayesian framework using the brms package
(Biirkner, 2017), allowing us to compare credible
intervals with the frequentist results, we detail more
in appendix B.5.

5 Findings

Using the models outlined, we test cohesion for
both gender and location along a set of different
aspects. As discussed in Section 3, we hypothe-
size that narrative cohesion will be higher 1) within
same-gender pairs and 2) within same-community
pairs (place of origin and place of residence). We
refer to analyses of BOW representations of meta-
data and extracted named entities as relating to
“factual” aspects of the interviews and the analyses
using embeddings of different interview sections
as “thematic.”

5.1 Women’s narratives are slightly more
cohesive

We begin by testing cohesion within same-gender
pairs. Palestinian women testify to different ex-
periences of all three temporalities represented
in POHA’s biographies (pre-1948 village life, the
Nakba, and refugee life); we also assume that group
memory is operative on some level. While we do
not expect that woman-woman or man-man pairs
will necessarily display more or less cohesion ac-
cording to our measure, we do expect that their
levels of cohesion will be separable compared to
the standard of man-woman pairs.

We use the model specified above in 4.3.1 to
iteratively test the relationship between gender and
different bag-of-words descriptors of the narrative.
This yields the coefficients displayed in Figure
2. Our results suggest that there is evidence for
women displaying thematic narrative cohesion but
not necessarily factual cohesion.

Our original hypothesis about the particularity
of women’s experiences is only partially supported.



Key-Terms Gender Model Estimates

Thematic Keywords NER Entities

i _—

i i
—

Male-Male
Male-Female
Female-Female

j
N
'
Significant Figures
'

—-+

' i
-

' '

——

' '

0.0

Male-Male
Male-Female
Female-Female

Fixed Coefficients

Male-Male
Male-Female
Female-Female !

Estimate

Figure 2: Model coefficients reflecting the relationship
between factual mention-based cohesion and gender.
Pairs of interviews where both interviewees are men
tend to be less similar than those where both intervie-
wees are women or those where one is a man and one
is a woman; interviews where both interviewees are
women are usually more similar, especially for the less
specific measures.
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Figure 3: Model coefficients reflecting the relationship
between thematic cohesion within topics and gender.
Pairs of interviews where both interviewees are men
may be slightly more similar than the reference class of
man-woman pairs, and pairs of interviewees where both
interviewees are women are the most similar of all.

In the context of factual mentions, women display
only more cohesion than men in the context of
landmarks and named entities actually found in the
transcript. Otherwise, men seem to diverge in their
mentions of landmarks and families as well as key-
words and named entities. Thematically, women
are observably cohesive only in discussions of the
British Mandate. This speaks to how gender is
not necessarily primary to the parties and places
mentioned in life narratives in POHA.

The specific contexts in which there is observ-
able similarity within gender pairs confirm argu-
ments made in the qualitative literature we inven-
tory in Section 2. The segments of interviews in
which women talk about subjects related to vil-
lage life in the pre-Nakba period are particulary
cohesive; however, women also display significant
similarity in discussions of Zionist attacks. In con-
trast, men appear to have descriptions of both the
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Key-Terms Location Model Estimates (weighted)
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: Model coefficients reflecting the relationship
between factual mention-based cohesion and shared
location. Same origin and resid. consistently predicts
the mention of similar entities and (for the keywords)
broader concepts. Being from the same place and living
in the same place often has a large positive correlation
with similarity.

Figure 4

pre-Nakba period and the post-Nakba period (cor-
responding to the British Mandate and refugee life
categories) that are not notably similar.

5.2 Shared communities lead to shared
narratives

We also test group memory cohesion in the context
of locations. Qualitative work on the experience of
Palestinians in Lebanon has observed the develop-
ment of shared narratives about both refugee life
and the Nakba itself. We expect that both intervie-
wees’ origins and their current community impact
their personal narration of Palestinian history.

We use a mixed effects model, including an in-
teraction term representing the sharing of both orig-
inal and current residences. This corresponds to an
unusual commonality in experiences, given the im-
portance of both interviewees’ places of origin and
their condition in exile. As shown in Figures 4 and
5, we find that shared origin and shared residence
in Lebanon predict shared themes while narrating
certain salient aspects of the Nakba.

We find strong support for our original hypoth-
esis. Nevertheless, our results speak to a more
nuanced relationship between shared current resi-
dence and narrative similarity than one might pre-
viously expect. Shared current residence alone
predicts similarity along every axis we examine
aside from discussions of community life (implic-
itly in the pre-Nakba context); shared origin alone
predicts cohesiveness in both factual mentions and
thematic narration, albeit moreso for factual men-
tions. However, sharing both residence and place
of origin is more predictive than place of origin
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Figure 5: Model coefficients reflecting the relationship
between thematic cohesion within topics and shared
location. Similar to Figure 4, being from the same
homeplace or residence consistently predicts higher sim-
ilarities in every major theme. Living in the same place
and being from the same location is quite predictive of
narrating major historical events similarly

alone for categories related to both the pre and
post-expulsion periods. This suggests processes
of collective narration in the refugee context medi-
ate the inclusion of shared themes in individuals’
life narratives, depending on whether or not those
individuals are from the same place originally.

6 Discussion

We observe evidence of group memory in several
different scenarios concerning boundary-making
identity markers. When interviewees share a com-
munity space (same origin or same residence),
there is higher similarity within their narratives.
Critically, sharing both same origin and residence
often results in an even stronger similarity in inter-
viewees’ narratives. This indicates that the cohe-
siveness of narratives depends on the continuity of
the group, which, in turn, depends on the continu-
ity of shared space. As well, we observe weaker
evidence that gender is an indicator of similarity,
though women’s narratives tend to be more similar.

The cohesion of narratives based on location
can be reasonably explained through the theoreti-
cal framework of group memory. Refugees shar-
ing same origin but not the same residence still
have cohesive narratives, demonstrating that group
members’ bond to other members of their orig-
inal village are not severed in exile. As Toiva-
nen and Baser (2019) state, diasporic memory is
not constrained by spatial boundaries, therefore
refugees can participate in group recollection with
others from the same origins even when they are
physically separate. When traumatic experiences
threaten group bonds, members will "erase from its
memory all that might separate individuals" (Halb-

&9

wachs, 1992, p.183), allowing for a collective nar-
rative to emerge from individual memories. There-
fore, the cohesion of narratives when refugees share
the same origin but not the same residence is evi-
dence of the strength and continuity of their bond
despite the violent expulsion of the Nakba.

Refugees who share the same residence but
not the same origin also have cohesive narratives,
which shows that the Nakba itself was a catalyst for
the formation of new group boundaries. It is antici-
pated that place of residence impacts group forma-
tion because studies (Brubaker, 2005; Safran, 1991;
Butler, 2001) show that different segments of a di-
aspora will engage in boundary-maintenance and
preserve a distinct identity due to self-segregation
or social exclusion from the host society. Consid-
ering Palestinian refugees in Lebanon continue to
be denied citizenship, legal identity, or work visas,
their isolation from the rest of Lebanese society
has caused refugees to turn inwards and develop
strong group bonds with each other. Sharing the
same place of residence, even without a continous
bond stretching back to the homeland, therefore
contributes to preserving a shared identity and co-
hesive memory as a group.

Finally, sharing the same origin and place of res-
idence is often a strong indicator of similarity. This
is consistent with the framework of group mem-
ory, which states that groups maintain cohesive
memories so long as they are resistant to outside
influences (Halbwachs, 1992). When Palestinians
from the same village were forcibly displaced to
the same place in Lebanon, their group continuity
was maintained. This is not the case for all mem-
ories, however, as refugees in the same residence
narrativize refugee life and conditions dissimilarly.
These memories are newer compared to those from
the Nakba period, so it is possible this specific
theme has not yet been subjected to the processes
of group memory. Overall, however, existing re-
search states that diasporic group memory is shaped
by both the homeland and the host country (Toiva-
nen and Baser, 2019; Voytiv, 2024), therefore it is
not unexpected that Palestinian refugees who share
the same past and present location have an even
stronger similarity in their narratives than refugees
who ohare only one location.

Our findings regarding gender merit further dis-
cussion. Gender narrative similarity is more vari-
able and there is no single identifier of a stronger
similarity or dissimilarity. This speaks to an overall
shared understanding of the Nakba transcending



gender boundaries. However, we highlight sig-
nificant differences. Namely, increased cohesion
concerning themes in general (keywords) and pre-
Nakba village context. This connects to two factors
that influence group memory. First, the constructed
social and cultural roles of gender among Pales-
tinians in refugee camps, and second, the nature
of refugee camps as spaces of displacement and
vulnerability, which operate under unique socio-
economic constraints that profoundly shape gen-
der dynamics. Second, pre-Nakba, villages were
closely knit communities where women’s roles and
responsibilities were shaped by communal prac-
tices and survival strategies, including support-
ing resistance (Sayigh, 2007; Tamari, 2008; Nimr,
2008; Yahya, 2017). In these settings, women often
internalized dominant national narratives shaped
by the era, which laid the foundation for their role
in the broader narrative of resistance (Tamari, 2008;
Sayigh, 1998; Yahya, 2017).

Women’s factual cohesion appears strongest
when referencing specific landmarks or entities in
transcripts. This can be associated with their emo-
tional connection to physical places. In contrast,
men’s narratives exhibit notable divergence in their
descriptions of landmarks, families, and other en-
tities. This suggests that men’s experiences are ei-
ther more individualized or less influenced by com-
munal memory practices. Sayigh’s ethnography
corroborates this, highlighting men’s fragmented
recollections shaped by personal trajectories and
interactions with political and economic systems
(Sayigh, 1998, 2015).

Overall, our findings challenge the notion that
same-gender pairs inherently produce cohesive nar-
ratives (Tamari, 2008; Nimr, 2008; Sayigh, 2015,
1998). Instead, cohesion reflects the collective
memory fostered by women'’s roles in village life
and under colonial rule, even as factual details vary.

7 Conclusion

This paper constitutes a large-scale computational
analysis of an oral history archive of the Nakba
using natural language processing. Drawing from
qualitative literature on Palestinian refugees’ expe-
riences, we explore how boundary-making identity
markers shape their life narratives. Comparing the
narratives of Palestinians beyond Lebanon or the
narratives of those from rural vs. urban contexts are
opportunities for further research into how locality
shapes narrative cohesion. This study, however, is
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bound by the scope of POHA which focuses solely
on Lebanon and offers a preliminary foray into one
means of capturing multidimensional narrative co-
hesion in an archive. With these findings, we hope
to both reaffirm and extend prior scholarship on
Palestinian collective memory, by providing empir-
ical evidence of how oral narratives allow refugees
to build continuity and counteract the violent frag-
mentation of Palestinian society after the Nakba.

Limitations

From a substantive standpoint, the analysis and
interviews (which represent just a fraction of the
Palestinian refugee population in Lebanon) provide
only a partial perspective on the Nakba. Captur-
ing the depth of this historical tragedy in a single
analysis is inherently difficult, especially when the
Nakba remains an ongoing condition of exile.

Our analysis uses mixed effects models to ex-
plore the relationship between cohesion and com-
munity membership; here, we identify assumptions
that may not be robust. Although we tried a trian-
gulation approach with different aspects, the tex-
tual representations are limited in capturing nar-
rative structure. Generally, our focused approach
only begins to characterize POHA. Future research
could explore other methods for understanding oral
history archives, complementing interpretive ap-
proaches that engage directly with individual inter-
views. In addition, the metadata results in this pa-
per partly reflect curation decisions by the POHA
team. Archivists’ positionality often influences
descriptive practices (King, 2024; Carbajal and
Caswell, 2021), introducing potential bias in meta-
data terminology. Discrete metadata fields also risk
reducing the rich lived experiences in interviews
to simplified categories, although we use semantic
embeddings to counteract these limitations.
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A Data Appendix
A.1 Extraction of POHA data

We extracted both audio files and corresponding
metadata from the Palestinian Oral History
Archive by scraping their website, located on
the American University of Beirut’s website
at libraries.aub.edu.lb/poha/. Every record in
POHA has its own dedicated ID, running from
4158 to 4887; each record’s page has the URL

https://libraries.aub.edu.lb/poha/Record/{]

For each interview page, we use the
BeautifulSoup library (Richardson) to ex-
tract data from the HTML. Some of the fields (e.g.,
significant figures who appear in an interview) are
variously present and absent; we flexibly add these
to JSON representations of the metadata. Interview
audio was downloaded from the “Interview
Audio/Video” field present for most interviews. A
minority of the interviews did not have available
recordings; after this scraping process, during
which we excluded those, we were left with 720
interviews.

A.2 Extracting Information from Bios

Our initial extracted metadata directly from POHA
did not include specific fields for gender or place
of residence. However, this information was some-
times present also within the metadata, just not in
a structured format. When available, such informa-
tion was often embedded within the bio field.

To extract gender and place of residence from
the bios—which was essential for our study—we
utilized a large language model. We compiled the
bios in both Arabic and English and supplied them
to gpt-40 (OpenAl et al., 2024) using the follow-
ing prompt:

From the following *interview
descriptionx + *metadata on names
and places of origin* extract the
following information in JSON format
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The input data has the following
structure.

1§

n

en

",

{{"bio": "<bio in english>",
interviewee: ["<name person
1>", "<name person 2>",
.o,
place_of_origin: ["<origin
person 1>", "<origin
person 2>", ...]1}}
{{"bio": "<bio in arabic>",
interviewee: ["<name person
1>", "<name person 2>",
R S
place_of_origin: ["<origin
person 1>", "<origin
person 2>", ...1}},

"

ar

n.,

33

The output data must have the following
structure. Not all fields might be
present, in that case, omit those

{

n

en

T Jjson
": {{ # for english data
extraction
"interview_date"”:
"interview_location”:
"interviewees": [
{{
"name":
"place_of_origin": "",
"gender": "",
"birth_date"”:
"place_of_residence"”": "",
"occupation”: "",
"occupation_entity"”:

3%,

nn

nn
nn
nn

’

nn

1
13,
"ar": {{
"interview_date"”:
"interview_location”:
"interviewees": [
{{
"name":
"place_of_origin": "",
"gender"”: ""
"birth_date”:
"place_of_residence”:
"occupation”: "",
"occupation_entity":

1%,

# for arabic data extraction

nn

nn

nn
’

nn
nn

’

nn

Notes:

- The interview might have more than one

interviewee.

- The description is given in english
and in arabic, extract the data for
both versions, make sure the order
of interviewees is the same for both

versions




Qutput the “name™ as it appears in
interviewee™ list. If the name does
not appear in the interview list use

the name as it appears on the bio

Qutput the “place_of_origin~ as it
appears in “place_or_origin~ list.
If the place does not appear in the
place_of_origin list use the place
as it appears on the bio

Use date format %Y-%m-%d (eg.
2024-08-25) if possible, if not,

%Y (eg. 2024)

Be careful with keeping the correct
transliteration of arabic names and
places

use

Interview description:

8

n

en

"y {{"bio": "{datal["en_bio"1}",
interviewee: {datal”
en_interviewee"]},
place_of_origin: {datal"”
en_place_of_origin"13}}}
{{"bio": "{datal"ar_bio"1}",
interviewee: {datal”
ar_interviewee"]1},
place_of_origin: {datal"
ar_place_of_origin”13}}}

n ",

ar

33

Listing 1: Prompt to extract structured information from
the bios

Note that in addition to the bios, we provided
the interviewees’ names and places of origin as
recorded in the metadata. This ensured that the
model used consistent names, simplifying the pro-
cess of linking all data together.

A.3 Curating Places of Residence

Initially, our metadata extraction did not include
direct information about the place of residence for
each interviewee. While the bios sometimes con-
tained additional details beyond the specified meta-
data—including place of residence—this was not
always the case. As explained in the previous sec-
tion, we used gpt-40 to extract structured data
from the bios.

After this process, many interviews still lacked
specified places of residence in the bios, necessitat-
ing an alternative extraction method.

In our second approach, we focused on inter-
views for which no metadata was available. Arabic-
speaking team members manually read the in-
terview transcripts to identify the interviewees’
places of residence. This task was inherently time-
consuming, requiring approximately 30 minutes
per interview for a native speaker due to the length
of the interviews and the challenge of obtaining

full context.
To expedite this process, we utilized gpt-4o
with the following prompt:

From the following excerpt of an
interview, extract the place of
residence of the interviewee if such

place is mentioned.

Notes:

- Do not confuse the place of residence
with the place of origin of the
interviewee.

- Attempt to identify the place where
the interviewee is living at the
time of the interview.

It is very unlikely that the place of
residence is within Palestine, as
these are stories of exiled refugees

Respond with the place of residence of
the interviewee, the timestamp, and
the line of text where you found it.

Also, add a short explanation of why the

place is likely to be the place of
residence.

If no place of residence can be
reasonably identified, add a short
explanation of why.

speaker_id; text

{text here}

timestamp;
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Listing 2: Prompt to Extract Place of Residence from
Interview Excerpt

Here, the text is formatted as specified in the
prompt: speaker_id; timestamp; text.

Given that the interviews often exceeded the
model’s context window, we partitioned them by
their table of contents and submitted each section
individually. After processing a few interviews, our
team members gained insights into which sections
were more likely to mention the place of residence.
Combining these insights with the model’s sugges-
tions, we efficiently processed approximately 250
interviews to obtain places of residence.

Out of the interviews that initially lacked resi-
dence information, we successfully identified the
place of residence for 207 interviews. This left us
with 52 interviews where the place of residence
remained unidentified or unclear.

A.4 Deduplication of Places

We frequently encountered variations in how places
of origin and places of residence were referenced
within the metadata and bios. For example, a single
refugee camp might be referred to in up to eight
different ways due to the addition or omission of




words, or the inclusion of the area or country name.
This inconsistency posed challenges for grouping
and matching interviews based on places of origin
and residence.

To resolve this issue, we performed a deduplica-
tion process using the RecordLinker library (Far-
ley and Gutman, 2020). This tool allowed us to
match locations by comparing both the Arabic and
English versions of the names, utilizing edit dis-
tance metrics for each language. The process clus-
tered records that likely referred to the same entity.
We chose the most prevalent name in the data as
the representative name for each cluster, effectively
minimizing the impact of misspellings and varia-
tions by standardizing the names across the dataset.

After this process, we reduced the number of
unique places to approximately 150 different places
of origin and 100 different places of residence. We
then manually curated these lists to finalize the
mappings, ensuring accurate and consistent dupli-
cation of the interview information.

A.5 Transcriptions and validation

Filtering out interviews about folktales, we are left
with 724 interviews. This still comprises about
a thousand hours of audio and video. We use
Transkriptor, a commercial transcription tool, to
transcribe the interviews (Transkriptor, n.d.). Tran-
scriptor supports transcription optimized for spe-
cific dialects of Arabic; this is important for the
fidelity of our transcriptions of POHA, given that
many of the interviews are in Levantine Arabic
rather than MSA. While we explored using smaller
Whisper (Radford et al., 2022) models, the large
volume of interviews and specificity of the data led
to low-quality and slowly obtained results.

Two Arabic-speaking members of our team con-
ducted a qualitative assessment of the interviews
to validate transcriptions. This process involved
manually reviewing a subset of the transcriptions
to ensure accuracy and consistency, particularly for
dialect-specific nuances.

The translator effectively captured the local
Palestinian dialect without censoring words or omit-
ting context, achieving 90 percent accuracy. How-
ever, challenges arose from factors such as the qual-
ity of the interviews and their structural design.
In some cases, the transcription tool struggled to
recognize sentence boundaries and properly con-
nect the text, requiring careful contextual interpre-
tation without re-listening to the audio. Addition-
ally, there were minor issues with reading the local

96

dialect, as the transcription tool spelled words dif-
ferently than how native speakers would naturally
express them.

B Methods Appendix

B.1 Extracting named entities

In order to extract named entities, we use
the CAMeL Tools library (Obeid et al,
2020). In particular, we used the CAMelL-Lab
/bert-base-arabic-camelbert-msa-ner
model available on HuggingFace to conduct flat
token classification. Inoue et al. (2021) describes
this model as having a F1 score of 74.1 on dialectal
Arabic (under which Levantine Arabic falls),
which is sufficient for our purposes given the
complementary nature of our analyses.

B.2 Defining the Themes

Overall, the Table of Contents (TOC) headers con-
tain over 3,000 entries. Unlike keywords and other
entities in the metadata—which required selec-
tion from a specific list of entities (Sleiman and
Chebaro, 2018)—the TOC headers were largely
left to the discretion of the archivists. Each inter-
view is unique; the flexibility of the headers allows
for a broad characterization of an interview’s con-
tent without imposing a strict classification system.
This means that although many headers are very
similar, there is no unique categorization of TOCs.

To generate the themes, we first took a random
sample of the headers in English and then prompted
gpt-4o0 (OpenAl) to generate a list of potential
themes to cluster the exemplars. This followed an
approach similar to QAEmb, where a large lan-
guage model is prompted to generate a rubric (Be-
nara et al., 2024). We used this as a starting point
for manual curation, adding and modifying themes
and relocating exemplars as needed.

In the end, we arrived at the following themes:

Childhood and Family Life Experiences and
memories of childhood and family life,
including upbringing, education, commu-
nity interactions, and daily life before
displacement.

Education and Intellectual Life Educational ex-
periences, curricula, teaching methods, and
intellectual pursuits both within Palestine be-
fore 1948 and among the Palestinian diaspora.

Community Life and Social Dynamics

Community structures, social customs,



celebrations, and dynamics within Pales-
tinian towns. Mostly represents community
pre-Nakba.

Zionist Attacks During and After the Nakba
Zionist attacks, occupation, and conflicts;
during and after the Nakba, including
invasions, occupations, massacres, battles,
and their effects on Palestinians.

Exile, Expulsion, and Displacement Accounts
of expulsion, exile, and displacement during
the Nakba, detailing the journeys, hardships,
and experiences of leaving Palestine.

Socio-Economic Life and Conditions
Examinations of socio-economic conditions
before the Nakba, including employment,
agriculture, economic activities, social
relations, and health care in Palestinian
communities.

Cultural Life and Folklore Explorations of
Palestinian cultural life and folklore, in-
cluding traditional songs, customs, and
stories.

British Mandate Colonialism and Occupation
Discussions of the British Mandate period
(1920-1948), focusing on British administra-
tion, policies, the role in Zionist colonization,
and Palestinian resistance prior to the Nakba.

Resistance and Popular Struggles Accounts of
Palestinian resistance movements and popular
struggles against colonialism and occupation.

Women’s Roles Exploration of women’s roles in
society, including contributions to community
rebuilding, activism, rights, and political in-
volvement during displacement.

Agriculture and Land Descriptions of agricul-
tural practices, land use, and the importance
of agriculture to community life in Palestine
before the Nakba.

Reflections and Final Thoughts Personal reflec-
tions on the refugee experience, aspirations
for the future, attempts to return, and thoughts
on migration and displacement.

Refugee Life and Conditions Examinations of
life as refugees, focusing on living conditions,
education, aid, social conditions in exile, and
discussions on the right of return.

We then classified all TOCs using a multilabel
approach by manually annotating a sample of 340
headers. For classification features, we embed-
ded the headers using instructed embeddings with
the instruction: “Represent the Interview Section
Header for classifying its main theme.” We used a
test split and compared the performance of differ-
ent multi-label models, with a one-vs-rest Support
Vector Machine Classifier (SVC) offering the best
performance with an AUC of 0.98. We also con-
ducted a qualitative spot-check of the results to
verify that the assigned themes were appropriate.

table 2 contains the list of curated themes and
the associated number of interview TOCs that were
classified as belonging to the theme.

B.3 Thematic Embeddings

To capture additional semantic similarities be-
yond what could be established from the POHA
metadata, we utilized embeddings generated by
Large Language Models (LLMs). Specifically, we
employed OpenAl’s text-embedding-ada-002
model.

Given that individual sections specified in the
Table of Contents (TOC) headers could fall into
multiple themes, we designed our approach to fo-
cus the embeddings on specific themes. This was
crucial because themes in personal narratives often
intersect; for instance, discussions of expulsions
are frequently preceded by accounts of Zionist at-
tacks.

To ensure the embeddings were theme-specific,
we constructed prompts by prepending a thematic
instruction to the text. The instructions were pro-
vided in both English and Arabic to avoid potential
biases arising from language differences. Experi-
ments showed no significant differences between
the two languages; however, we proceeded with
the Arabic prompt for consistency. The instruc-
tions used were:

Represent the following interview
transcript for analyzing the theme
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Listing 3:  Instruction prepended to generate
embeddings (in English)

A key challenge was generating a single repre-
sentation per theme in an interview. Often, multiple
headers pertained to the same theme, and individ-
ual sections could exceed the model’s maximum
context window of 8,091 tokens. To address this,
we divided the interview texts into manageable
chunks, each prepended with the instruction. We




Table 2: Themes and count of interviews headers with such theme, roughly corresponds to the number of interviews
that contain the theme. In bold we note the themes that we focus on for analysis because they are both more related

to the Nakba topically and are prevalent as well

Theme TOCs count
Zionist Attacks During and After the Nakba 714
Community Life and Social Dynamics 697
Cultural Life and Folklore 580
Exile, Expulsion, and Displacement 548
Resistance and Popular Struggles 505
Socio-Economic Life and Conditions 327
British Mandate Colonialism and Occupation 259
Refugee life and conditions 255
Childhood and Family Life 233
Agriculture and Land 140
Reflections and Final Thoughts 51
Women’s Roles 40
Education and Intellectual Life 27

obtained embeddings for each chunk and then com-
bined them using max-pooling to create a single
representation for the theme within the interview.

We performed validation procedures to ensure
the quality of the embeddings. For instance, we ver-
ified that embeddings for the same theme were, on
average, more similar to each other than to embed-
dings from different themes—a consistency that
was consistently observed. The cosine similarities
ranged from approximately 0.30 to 0.80, with the
average often exceeding 0.60.

These thematic embeddings allowed us to cap-
ture nuanced semantic relationships within the in-
terviews, facilitating more sophisticated analyses
of the narratives.

B.4 Additional model details
B.4.1 Weighted Location Models

In our analysis of pairwise comparisons of inter-
view similarity based on the same place of origin
and the same place of residence, we identified a sig-
nificant imbalance in the data. Most interview pairs
did not share either place of origin or residence, and
less than 1% of the data involved pairs sharing both
place of residence and place of origin. table 3 de-
tails the counts for each condition comparing same
origin and same residence. Addressing this imbal-
ance was crucial, especially since we aimed to use
this data for the analysis of themes, where the data
would be further subdivided.

To mitigate the effects of this imbalance, we
incorporated weights into the regression estima-
tions of the mixed models. Specifically, we used an
inverse frequency weighting scheme, where each
observation is weighted inversely proportional to
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Table 3: Prevalence of conditions comparing same ori-
gin and residence among pairs of interviews in the data.

Location Pair Condition Pairs
Same Origin

+Same Residence 251036
Same Origin

+Diff. Residence 18990
Diff. Origin

+Same Residence 3338
Diff Origin

+Diff Residence 634

its frequency in the data. This means that rarer com-
binations (e.g., interview pairs sharing both place
of origin and residence) receive higher weights, en-
suring they have a proportionate influence on the
model despite their low occurrence.

We applied the same weights, defined by the gen-
eral prevalence in our sample, to compute models
for both Bag-of-Words (BoW) based representa-
tions—which use all interviews—and for themes,
which involve pairings of interviews matching on
the same theme. This approach ensured consis-
tency in the weights applied to the observations
across different analyses.

B.5 Bayesian Models

To complement the frequentist mixed models and
to better understand the potential behavior of the pa-
rameters, we also implemented the models using a
Bayesian framework. We estimated the parameters
using Markov Chain Monte Carlo methods pro-
vided by the brms library (Biirkner, 2017), which
utilizes the Stan (Stan Development Team, 2024)
language and sampler to implement Bayesian mul-



tilevel models similar to the 1mer models.

We chose Bayesian models because they allow
for the estimation of credible intervals for the pa-
rameters, providing a probabilistic interpretation
of the parameter estimates. This enabled us to
confirm our results on the weak association of the
parameters and to understand the variability in our
estimates more clearly.

The models followed almost identical specifica-
tions to those described in section 4.3, both math-
ematically and in the code implementation. We
delineate them here following.

To compare similarities 02»7;. (per theme) based
on location within a Bayesian framework, we use
the model

aij ~ N(pij, 0?), “)
wij = Bo + Bisy; + Basi; + B3(sy; x si;)
+ u; + vy, )

where u; and v; are random effects associated
with interviews ¢ and j, respectively, accounting
for unobserved heterogeneity. o2 is the residual
variance (not similarity).

We specify the following prior distributions for
the parameters:

Bo ~ Normal(0,0.1),
Br ~ Normal(0,1), fork =1,2,3,
(

0
0,0},

u; ~ Normal(0,02), o, ~ Exponential(1),
o)

vj ~ Normal(0, o o, ~ Exponential (1),

o ~ Exponential(1).
In this Bayesian model:

¢ Bo is the intercept with a prior centered at O
and a small variance, reflecting our initial be-
lief about the central tendency of similarities.

¢ (31, B2, and (3 are the coefficients for the fixed
effects with priors reflecting moderate uncer-
tainty.

* o0, and o, are the standard deviations of the
random effects, modeled with Exponential pri-
ors to ensure positivity and to express a pref-
erence for smaller values.

* The residual standard deviation o also follows
an Exponential prior, promoting regulariza-
tion.
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Figure 6: Mixed model for location estimates for all
themes, following the same description as section 5.1.

Gender cohesion estimates
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Figure 7: Mixed model for gender estimates for all
themes, following the same description as section 5.1.

The gender model follows a very similar defi-
nition but uses the parameters as described in sec-
tion 4.3

We show the results of the Bayesian models in
section appendix C.2

C Results Appendix

C.1 Model results for all themes

In the main body, we selected the results for the
key 4 themes as being more significant for our
analysis perspective on the Nakba. Here we add
the thematic plots of all themes, both for location
(fig. 6) and gender (fig. 7).

99



Thematic Embeddings Location Model Estimates (bayesian, weighted)
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Figure 8: Bayesian model estimates with credible in-
tervals for the models predicting similarity in themes
according to location matches of the pairings of inter-
views.

C.2 Bayesian model results

Here we add the results of the Bayesian models
on themes. Note here that although the representa-
tion we chose is the same, the intervals here mean
credible intervals instead of confidence intervals.
Results are for bayesian model for location cohe-
sion analysis on fig. 8 and for gender cohesion
analysis in fig. 9

C.3 Embedding similarity insights

POHA contains rich information about experiences
in different parts of pre-1948 Palestine. Here, we
present an additional table of contents-based plots.

We also explore the coocurrence of different
themes. The theme scheme that we use engenders
significant overlap among a couple of categories—
namely, Zionist attacks, expulsion, and resistance.

Thematic Embeddings Gender Model Estimates (bayesian)
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Figure 9: Bayesian model estimates with credible in-
tervals for the models predicting similarity in themes
according to gender matches of the pairings of inter-
views.
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Abstract

Missing cause bias is a specific type of bias in
media reporting that relies on consistently omit-
ting causal attribution to specific events, for ex-
ample when omitting specific actors as causes
of incidents. Identifying these patterns in news
outlets can be helpful in assessing the level of
bias present in media content. In this paper, we
examine the prevalence of this bias in reporting
on Palestine by identifying causal constructions
in headlines. We compare headlines from three
main news media outlets: CNN, the BBC, and
AJ (AlJazeera), that cover the Israel-Palestine
conflict. We also collect and compare these
findings to data related to the Ukraine-Russia
war to analyze editorial style within press or-
ganizations. We annotate a subset of this data
and evaluate two causal language models (Uni-
Causal and GPT-40) for the identification and
extraction of causal language in news head-
lines. Using the top performing model, GPT-4o,
we machine annotate the full corpus and ana-
lyze missing bias prevalence within and across
news organizations. Our findings reveal that
BBC headlines tend to avoid directly attribut-
ing causality to Israel for the violence in Gaza,
both when compared to other news outlets, and
to its own reporting on other conflicts.

1 Introduction

Media reporting of conflict is often perceived by
various stakeholders as biased. Headlines, in partic-
ular, are frequently criticized for being misleading,
incomplete, or lacking context, which can skew
the information presented. Just last year, the BBC
reported more than 1,500 complaints over Israel-
Palestine coverage, being accused of bias from both
sides of the conflict!. A significant source of con-
tention is the lack of causal attribution in events.
"https://www.theguardian.com/media/2023/

oct/16/bbc-gets-1500-complaints-over-israel\
-hamas-coverage-split-50-50-on-each-side

Hannah Béchara
Hertie School
bechara@hertie-school.org

Slava Jankin
University of Birmingham
v.Jjankin@bham.ac.uk

Reports may state that citizens “die” rather than
are “’killed”, or that hospitals are “destroyed” rather
than “bombed” by specific actors.

Missing cause bias (Gentzkow and Shapiro,
2006), is a special type of information omission
that consistently omits attributing responsibility,
placing blame or giving praise to specific acts or
actors that caused an event, such as passively de-
scribing a violent attack by using sentences that do
not contain a subject, or using the passive voice to
avoid naming an actor. In the past year, the subject
of missing cause bias has become controversial in
the media’s coverage of the Israel-Palestine conflict.
In July 2024, activists decried the BBC’s coverage
of the death of Mohammad Bhar by using the pas-
sive voice and failing to mention the cause of his
death®. In August 2024, the BBC changed head-
lines after criticism from the Israeli Foreign Min-
istry for failing to mention the fact that a bombing
was triggered after rockets where allegedly fired
from Gaza®.

In this paper, we propose using a causal relation
extraction model to machine annotate online news-
paper headlines, to measure missing cause in news
media. By using causal relation extraction mod-
els to perform span detection of cause and effect
(Drury et al., 2022), we can quantify and compare
assigned causes and omitted causes after match-
ing articles that cover the same events. The main
contributions of this paper include:

* Measure causal headline prevalence
* Measure the prevalence of omitted cause bias

* Control for editorial style by doing a cross

2https: //www.newarab.com/news/

shameful-bbc-story-israels-killing-disabled-man-revised

3https: //x.com/EmmanuelNahshon/status/
1027440634968326149
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comparison of headlines from the Russia-
Ukraine war

2 Related Work

2.1 Automatic Bias Detection

While media bias has a long tradition in the realms
of social sciences, it remains a relatively young
research topic in Natural Language Processing.
Common NLP techniques such as sentiment anal-
ysis (Lin et al., 2011), topic modeling (Best et al.,
2005) and lexical feature analysis (Hube and Fe-
tahu, 2018) have been used to detect media bias.
More recently, supervised machine learning clas-
sifiers trained on transformer-based models have
achieved better results although some underlying
issues persist (Rodrigo-Ginés et al., 2024). Alto-
gether, media bias is a a multi-faceted problem with
several competing definitions, and bias detection
remains a complex task.

Several researchers have addressed the detection
of media bias as a classification problem. This
classification can be binary (either bias exists or
it does not exist), or it can be treated as a multi-
classification problem. One such paper, which rates
articles by degree of polarization, identifies a set of
130 content-based features that span 7 categories:
structure, complexity, sentiment, bias, morality,
topic and engagement, and show that they all con-
tribute towards media bias detection (Horne et al.,
2018). In contrast, media bias has also been classi-
fied by its stance towards an event (Cremisini et al.,
2019) or by its place on the political compass (Baly
et al., 2020).

Given that supervised classification usually uses
case-specific annotations, there are some relevant
attempts for our case study. To detect media bias
using NLP, Al-Sarraj and Lubbad (2018) com-
pared three supervised machine learning algorithms
trained on an Israel-Palestine conflict news dataset,
a SVM with bio-grams achieved the highest perfor-
mance of 91.76% accuracy and F1-score of 91.46%.
Wei and Santos (2020) collected data from his-
tory book excerpts and newspaper articles of the
same conflict, and trained a sequence classifiers to
predict authorship provenance. Their best model
to detect narrative origin achieved an F1-score
of 85.10% for history book excerpts and 91.90%
for newspaper articles. Additionally, Cremisini
et al. (2019) manually classified pro-Russia and
pro-Western bias of news articles. Using a base-
line SVM classifier with doc2vec embeddings, they

achieved an F1-score of 86%. However, their re-
sults suggest that models may be learning journal-
istic styles rather than actually modeling bias. Sim-
ilarly, Potash et al. (2017) applied a novel method-
ology to a gold-labeled set of articles annotated
for Pro-Russian bias, where a Naive Bayes classi-
fier achieved 82.60% accuracy and a feed-forward
neural networks achieved 85.60% accuracy.

2.2 Causal Language Modeling

Causality mining is the task of identifying causal
language that connects events in a text. It is a
subtask of information extraction, where causal
relations are identified and mined from a collec-
tion of documents (Drury et al., 2022). Causal
language can be expressed explicitly or implicitly.
The former tends to use connectors such as “be-
cause” or “therefore” to signal a causal relationship
between events. Causal verbs can also be used to
express causality. Causality can be found inter or
intra-sententially. Because causal language is a lin-
guistically, syntactically and semantically complex
construction used to express causal reasoning (Sol-
stad and Bott, 2017; Neeleman and Van de Koot,
2012), it tends to rely on contextual information,
and yields low inter-annotator agreement when an-
notated by humans (Dunietz et al., 2017).

Causal language is usually modelled in three
steps: 1) causal sequence classification, 2) causal
extraction and 3) pair classification (Tan et al.,
2023). Causal mining used to be based on pattern
matching by identifying causal connectors (Drury
et al., 2022). Advances in machine learning al-
lowed for statistical pattern recognition models,
such as SVMs and Bayesian models (Hidey and
Mckeown, 2016; Zhao et al., 2017). With the in-
troduction of deep learning, a combination of ar-
chitectures such as CNNs (Kruengkrai et al., 2017;
de Silva et al., 2017), CRFs (Fu et al., 2011), or
LSTMs (Li et al., 2019; Dasgupta et al., 2018)
improved previous results. Moreover, fine-tuning
transformer-based models such as BERT signifi-
cantly improved both classification and extraction
capabilities across domains (Yang et al., 2023; Tan
et al., 2023; Khetan et al., 2022).

More recently, LLMs have been investigated for
their causal extraction capabilities. Takayanagi
et al. (2024) assessed the performance of Chat-
GPT across both domain-specific and non-English
datasets. They found that while ChatGPT demon-
strates a baseline proficiency in causal text mining,
it can be outperformed by earlier models when suf-
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ficient training data is available. Similarly, Hobb-
hahn et al. (2022) explored GPT-3’s capacity to
identify causes and effects. Their results empha-
size the significance of prompting, which suggests
that GPT-3’s predictions may be influenced more
by the form of the input than by its content, raising
questions about the model’s true comprehension
of causality. Luo et al. (2024) designed an LLM
implementation that modifies causal datasets to op-
timize Event Causality Extraction. Experiments on
both Chinese and English event causality extraction
datasets achieved a 92% and 93% accuracy after
using their proposed framework.

Furthermore, Causal language modeling has
been tested on diverse news corpora. For exam-
ple, Gusev and Tikhonov (2022) introduced Head-
lineCause, a dataset annotated for implicit causal
relations between paired news headlines in English
(5,000 pairs) and Russian (9,000 pairs), annotated
via crowdsourcing. Their XLM-RoBERTa-based
model achieved 83.5% accuracy in English and
87.9% in Russian. Similarly, Tan et al. (2022) an-
notated protest-related news articles to create the
Causal News Corpus, containing 3,559 sentences.
They achieved an 81.20% F1-score on the test set
and 83.46% in five-fold cross-validation. Addition-
ally, Mariko et al. (2022) introduced FinCausal, a
dataset designed to detect causal relationships in
financial news. Lastly, Garcia Corral et al. (2024)
developed a dataset to benchmark causal language
detection that included data fro political press con-
ferences.

Recent advancements in language modeling
have enabled significant progress in causal event
relation extraction. These advancements have, in
turn, translated into significant improvements in
downstream tasks that rely on causality mining
to derive meaning from textual data. For exam-
ple, Sun et al. (2024) achieved state-of-the-art
results on the Choice of Plausible Event in Se-
quence (COPES) dataset. Their approach led to
a 3.6%-16.6% improvement in correlation with hu-
man ratings in downstream narrative quality evalua-
tion tasks, highlighting the importance of causality
in computational narrative understanding. Sim-
ilarly, Hosseini et al. (2019) demonstrated that
causally and semantically coherent documents are
more likely to be shared on social media, finding
that coherence strongly influences online sharing
behavior. These findings highlight how causal
event detection can be leveraged for understand-
ing textual organization and extracting key insights,

such as underlying bias or positionality.

3 Methodology

To measure and analyze missing cause bias, we
prepared a data selection and model evaluation
pipeline to machine-annotate newspaper headlines
at scale. We focused on headlines, as opposed to
full articles, as they are optimized for contextual
effect and processing effort, while directing readers
to construct the optimal context for interpretation
(Dor, 2003). This aligns with recent research that
has shown that people can make inference from
causal explanations (Kirfel et al., 2022). In other
words, headlines give just enough information for
readers to reconstruct the news story via inference,
and omitting or including causal attributions in the
headlines directly allows for implicit biases to be
communicated without further information. Our
data analysis and evaluation strategy can be divided
into the following steps:

 Step 1: Data collection — We collected 4,993
headlines from AJ, the BBC and CNN, be-
tween May 2023 to February 2024. We
scraped the Middle East and Europe sections
of their online webpages, and filtered for rele-
vant articles by searching for keywords around
the Israel-Palestine and the Russia-Ukraine
war.

* Step 2: Human Annotation — we labeled a
subset of 541 random sentence to obtain a
human “gold standard” for evaluation.

* Step 3: Model Comparison — We compared
two models, one Bert-based and one LLM
model, evaluated against the gold standard
built in step 3.

» Step 4: Machine-Annotate Corpus — Using
the best-performing model, we annotated the
selected headlines for causal labels and causal
spans.

» Step 5: Compare Explicit Cause Presence —
Finally, after matching events across press or-
ganizations, we compared explicit cause pres-
ence across the different conflicts holding the
event constant.

3.1 Data Collection

Our data collection process consisted of selecting
three global news media outlets from different re-
gions of the world, looking to maximize coverage
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diversity. We chose Al-Jazeera (AJ), British Broad-
casting News (BBC) and Cable Network News
(CNN). AlJazeera English is an English-language
news channel headquartered in the Middle East and
funded in part by the Qatari government. The BBC
(British Broadcasting Corporation) is a British pub-
lic service broadcaster, the oldest and largest in
the United Kingdom, and is funded principally by
a license fee charged by the British Government.
Finally, CNN is a multinational news channel and
website operating out of the USA. Both BBC and
AlJ can be considered “state media” and mainstream
of their respective governments, for the purposes of
this study. To include a third English language orga-
nization from a different region, we included CNN,
a private American news broadcasting agency.

In order to establish that the differences in the
prevalence of causal headlines and the causal attri-
butions are not merely stylistic choices, we selected
two on-going conflicts in two regions of the world.
We collected data from the Ukraine-Russia war,
and the Israel-Palestine war. We scraped the online
web sections of AJ Ukraine- Russia war, and AJ
Israel-Palestine Conflict, BBC Middle East, BBC
Ukraine, and CNN-Europe and CNN-Middle East
between 17/05/2023 and 17/02/2024. We filtered
out any articles that made no mention of “Israel”,
“Palestine”, “Russia” and “Ukraine” to create the
final dataset of headlines. Table 1 describes the
composition of our dataset, listing the number of
articles and their proportion to the total dataset (N).
Table 2 shows a cross-section headlines from each
region and source. All the data will be available in
our repository.

Region Source N

Pal Al 1,251 (0.48)
Pal BBC 792 (0.30)
Pal CNN 567 (0.22)
Ukr Al 1,018 (0.43)
Ukr BBC 784 (0.33)
Ukr CNN 581 (0.24)

Table 1: Statistics for the corpus of all collected news
articles. “Region” is where the conflict is occurring,
“Source” refers to the news organization (AJ, BBC or
CNN), and N refers to the total number of articles with
the relative proportion between parenthesis.

Home Statistics Help

!
Three killed Jin Ukraine's Kharkiv as ﬁﬁssia bombs apartment block]

Highlight the cause and the effect

[J cause

effect

Figure 1: Potato annotation software example screen.
We can see one headline from the Ukraine-Russia con-
flict with two spans selected for “cause” and “effect”.

3.2 Corpus Annotation

In order to evaluate the selected model’s accuracy
in both the binary cause identification and span de-
tection tasks, we created a gold standard of human-
annotated data. We randomly selected 541 random
headlines weighted across region and media outlets.
We used a combination of Prolific* and Potato (Pei
et al., 2022), a freely available web-based annota-
tion tool which integrates with Prolific (See Figure
1 as reference). We hired and trained 8 students
to annotate using the Bring your own participants
(BYOP) option in Prolific. They annotated each
headline’s cause and effect from the subset we de-
scribed in Section 3.1. The full statistics are de-
tailed in Table 3. The human-annotated data has a
distribution of 61% to 39% not causal to causal pro-
portion, which is higher than what is expected from
natural occurring (Dunietz et al., 2017). This might
be due to a headline effect, where newspapers use
causality more often than in natural occurring text,
or a stylistic choice according to media organiza-
tion, where click bait has heavily influence head-
lines style, such as phrasing headlines as questions.
Alternatively, it could be an annotator drop-out rate
effect where all the data was not consistently anno-
tated across the weighted preselection.

We aggregated the causal label (0,1) by majority
voting, and the causal spans using Overlap-Based
Consensus, as we expect spans may vary slightly.
To quantify the agreement between spans from dif-
ferent annotators, we used Intersection over Union
(IoU) and a threshold of 7 = (0.5. Table 3 shows the
descriptive statistics of human annotations.

4https ://www.prolific.com/data-annotation
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Date Text Region  Source
2024/02/12  Israel kills dozens in Rafah strikes, frees two captives Palestine Al
2023/06/13  ‘Massive’ Russian missile attack on Ukraine’s Kryvyi Rih city Ukraine Al
2024/01/26  Gaza war: ICJ to rule on call for Israel to stop military action - BBC News Palestine BBC
2024/01/28 Ukraine says it has uncovered major arms corruption - BBC News Ukraine BBC
2024/02/15 Israeli special forces raid largest functioning hospital in Gaza Palestine CNN
2023/08/24  Ukraine says it landed troops on the shores of Russian-occupied Crimea Ukraine CNN

Table 2: Example of headlines collected for the headline corpus from AJ, the BBC and CNN, for Middle East and

Europe conflicts.

Region Source Causal N  Perc
Palestine Al Jazeera 0 73 0.549
1 60 0.451

BBC 0 53 0.602

1 35 0.398

CNN 0 43 0.597

1 29 0.403

Ukraine Al Jazeera 0 77 0.687
1 35 0.313

BBC 0 48 0.686

1 22 0.314

CNN 0 38 0.576

1 28 0.424

Table 3: Human annotated subset and label statistics
according to Region, Source and Causal headline label.
“Perc” refers to the percentage of causal v. not causal
headline in relation to the Region, Source and Causal
label.

3.3

To generate the machine annotations, we performed
classification and causal span detection on all the
collected headlines using two models. For both
models, we ran inference with the out-of-the-box
versions and did not perform fine-tuning with our
human labeled data.

Model evaluation

1 UniCausal (Tan et al., 2023), a BERT (Devlin
etal., 2018) based causal language model fine-
tuned on six, high-quality human-annotated
corpora for causality. UniCausal is especially
well-suited for our task as five of these six
causal corpora include newspaper text. Uni-
Causal achieved a 70.10% Binary F1-score
for sequence classification, and a 52.42% F1-
score on span detection on the overall corpus.

2 GPT-40 (OpenAl), a multilingual, multi-
modal generative pre-trained transformer de-

Model Accuracy Prec Recall Fl
GPT-40 0.746 0.649 0.751 0.696
Unicausal 0.712 0.685 0.478 0.563

Table 4: GPT-40 and Unicausal model results for causal
sequence classification against human labeled data

veloped by OpenAl. Model hyper-parameters
and prompt are included in the Appendix (c.f.
Section A.2).

Table 4 and 5 report the results of GPT-40 and
UniCausal on both sequence and spans detection.
In both tasks, we see better performance from GPT-
40, which achieved an overall F1-score of 70% on
binary sequence classification, with a high accu-
racy of 75%. Meanwhile, Unicausal achieved an
F1-score of 56%, with a with a high accuracy of
71% but a low recall value of 48%, highlighting
the model’s difficulty in distinguishing between
classes. For causal span extraction, evaluation
is based on the exact match between predicted
and human labeled entities. We used Seqgeval
(Nakayama, 2018) library for evaluation metric
computing. The difference between model per-
formance is underscored even more in causal ex-
traction. While GPT-40 achieves an overall F1-
score of 42% in causal labeling (43% for Cause
and 40% for Effect), Unicausal dramatically un-
derperforms with a score of 9% overall F1-score
(9.5% for Cause and 8% for Effect). In line with
previous related work, our results demonstrate that
for smaller, domain specific datasets, LLMs can
outperform causal sequence identification and span
extraction when tested against out-of-the-box, not
fine-tuned smaller models. We include confusion
matrices to analyze classification error type in Fig-
ures 2 and 3.
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Model Span  Accuracy Precision Recall F1
GPT-40  Cause 0.375 0.521 0.436
Effect 0.372 0.448 0.406
Overall 0.755 0.374 0.481 0.420
Unicausal  Cause 0.107 0.084 0.095
Effect 0.100 0.070  0.083
Overall 0.714 0.106 0.076  0.089

Table 5: Using Seqeval, reported metrics for GPT-40
and Unicausal causal span detection against human la-
beled data

Confusion Matrix

non-causal

Human labeled

- 125

- 100

causal

I
non-causal

GPT-40 labeled

causal

Figure 2: GPT-40 confusion matrix for sequence evalua-
tion. The model achieves a reasonably high recall (75%),
capturing most of the true causal instances. However,
the model produces a fair number of false positives (85).

Confusion Matrix

non-causal

- 150

Human labeled

1 109 100

causal

- 100

-50

I I
non-causal causal

UniCausal labeled

Figure 3: UniCausal confusion matrix for sequence
evaluation. The model has a low recall (47%), failing to
capture true causal instances. However, the model has a
better precision compared to GPT-4o, better discerning
true causal instances (100).

3.4 Matching Events with Cosine Similarity

To identify related articles across the three news
organizations, and qualitatively analyze cause and
effect spans, we matched headlines that refer to
the same event across the news media outlets. To
this end, we employed a temporal matching algo-
rithm that linked articles from one source to an-
other based on publication dates that fell within
+1 day of each other. Then, to evaluate the seman-
tic alignment between matched pairs, we utilized
a sentence-transformer model to compute cosine
similarity scores between article headlines. Finally,
all semantic similarity scores above 0.70 where
qualitatively analyzed to confirm that the headlines
were referring to the same event, and considered a
complete match. Table 6 shows a sample of these
aligned headlines.

4 Results

4.1 Sequence Classification

Based on our results, we compared the spans an-
notated by GPT-40 on all the collected headlines.
We found that while 50% of AJ’s headlines pertain-
ing to Israel and Palestine are marked as causal,
the same is true for only 35% of the BBC’s head-
lines. CNN’s headlines, on the other hand, were
closer to AJ’s in that 48% of headlines were marked
as having a causal construction. The discrepancy
between AJ and BBC diminishes when we look
at headlines pertaining to the Ukraine-Russia con-
flict, where 38% of AJ’s headlines are causal and
40% of BBC'’s headlines are causal. CNN’s head-
lines, on the hand, do not vary greatly between
regions. These results are summarized in Table 8.
While these results give us a superficial look at how
causality varies between regions and outlets, some
of these differences can be attributed to editorial
styles of each outlet. We therefore take a closer
look at what is being left out.

4.2 Cause Identification

For a more fine-grained analysis, we take a closer
look at the “cause” and “effect” spans annotated in
the data. We selected for sentences in which the
“effect” span includes references to violent acts as
they tend to be contested in the context of conflict
reporting. This search was based on relevant key-
words. These keywords include the words: kill,
murder, destroy, burn, dead/die, shot/shoot, strike,
bomb, and attack.
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Al

BBC

CNN

Senior Hamas official Saleh
al-Arouri killed in Beirut
suburb

Israel and Hamas agree to
extend truce by two days,
Qatar says
Gaza authorities say hun-
dreds killed in Israeli air raid
on hospital

Hamas deputy leader Saleh
al-Arouri killed in Beirut
blast - BBC News

Israel-Hamas truce in Gaza
extended for two days, Qatar
says - BBC News
Hospital blast in Gaza City
kills hundreds - health offi-
cials - BBC News

Senior Hamas leader killed
in Beirut blast, heightening
fears of wider regional con-
flict

Deal reached to extend
Israel-Hamas truce by two
days, Qatar says

Between 100 and 300 be-
lieved killed in Gaza hospi-
tal blast, according to prelim-

Family of Al Jazeera Gaza Wael
bureau chief killed in Israeli
air raid

News

Al-Dahdouh: Al
Jazeera reporter’s
killed in Gaza strike - BBC

inary US intelligence assess-
ment

Journalist’s family was
killed in Gaza strike, says
Al Jazeera

family

Table 6: A Sample of Aligned Headlines Using Temporal algorithm and Cosine Similarity scores to match.

Region Source Causal N  Perc
Palestine Al Jazeera 0 618 0.494
1 633  0.506

BBC 0 508 0.641

1 284 0.359

CNN 0 292 0.515

1 275 0.485

Ukraine Al Jazeera 0 630 0.619
1 388 0.381

BBC 0 465 0.593

1 319  0.407

CNN 0 284 0.489

1 297 0.511

Table 7: GPT-40 machine labeled data contingency table
by location, source and causal distribution of headlines.

Source Isr-Pal Rus-Ukr
Al 50.6% 38%
BBC 35.8% 40%
CNN 48.5% 51%

Table 8: Percentage of positive sequences (causal sen-
tences) in headlines by region and source as annotated
by GPT-40

Cause Al BBC CNN
Isracl 40% 13% 25%
Russia 39% 34% 33%

Table 9: BBC vs AJ Headline Breakdown of Causal
Sentences that Reference the Cause in Headlines Cover-
ing Violent Deaths

We then queried the cause span of the positive
class for actors involved in the conflicts. Our aim
was to determine whether or not there is a discrep-
ancy between conflicts and outlets when it comes
to directly identifying the actors. The results show
a large gap between the number of headlines that
explicitly name the cause in the headlines that re-
fer Palestinian deaths. BBC’s causal spans include
Israel only 13% of the time, as opposed to AJ’s
40% of the time and CNN’s 25%. The results are
summarized in Table 9. This discrepancy, while ob-
servable in the Russia-Ukraine headlines, is much
less pronounced, suggesting a selective missing
cause bias by conflict.

4.3 Direct Headline Comparison

In order to get a more conclusive look at the dis-
crepancy between BBC, CNN and AJ’s reporting
on the Israel Palestine conflict, we further inves-
tigate a subset of sentences aligned using cosine
similarity. We matched the headlines across all 3
outlets, leading to a final dataset of 50 headlines
matched in this way. This allowed us to ensure that
we are looking at headlines that cover the same
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event, and rule out the possibility that the miss-
ing cause bias that we observe is simply a result
of these outlets focusing on different stories. We
then filter out these headlines further to isolate only
headlines that refer to violent acts, and find that the
difference only diminishes very slightly. As seen
in Table 10, only 10% of BBC and 17% of CNN’s
headlines explicitly name Israel as the cause of this
violence, a opposed to 32% of AJ’s headlines. To
extend the generalizability of the findings, we also
extended the same methods to the Russia-Ukraine
reporting. We aligned the headlines between all
three outlets using cosine similarity and once again
directly compare direct references to the cause in
the headlines. The results are also reported in Table
10, and compared directly to the Israel-Palestine
results.

Cause AJ BBC CNN
Israel 32% 10% 17%
Russia 50% 41% 41%

Table 10: AJ vs BBC vs CNN Headline Breakdown of
Causal Sentences that Reference the Cause in Headlines
Covering Violent Deaths in Aligned Headlines

Overall, our analysis shows that BBC headlines
on the Israel-Palestine conflict often avoiding direct
attribution of causality to the responsible actors for
the deaths and destruction in Gaza. For example,
phrases like “reported killed in latest strikes” or
“scores were killed in the camp™ are used without
explicitly identifying Israel as the cause. This is
evident in that only 10% of causal sentences that
describe violence will attribute the cause directly
the responsible party. This tendency reflects an im-
plicit bias through omission or missing cause bias.
This difference is highlighted in the example below,
which describes the headlines for February 2, 2024.
In all three headlines, the cause is emphasized in
bold text.

Al Israel kills dozens in Rafah strikes, frees two
captives.

BBC Israel rescues two hostages in Rafah amid
deadly strikes - BBC News.

CNN Israeli forces rescue 2 hostages as airstrikes
kill around 100 Palestinians in Rafah.

5 Discussion and Conclusions

In this paper, we explored the use of causal lan-
guage in media reporting on Israel and Palestine

and how its detection can act as an indicator of
bias, offering a window into the subtle ways in
which narratives are shaped. We compared head-
lines from three different media outlets, AJ, BBC
and CNN, pertaining to their reporting on the esca-
lation of the Israel-Palestine conflict. We directly
compared their reporting the Israel-Palestine con-
flict to their reporting the Russia-Ukraine conflict.
Using a state-of-the-art causal extraction method,
we automatically classified the headlines as causal
and non-causal. We further extracted the cause and
effect spans of each of the headlines. A compari-
son shows a clear bias by omission on the part of
the BBC Israel-Palestine reporting, and to a lesser
extend to CNN’s Israel-Palestine reporting, espe-
cially when compared to opposed to AJ’s reporting.
Furthermore, it showed a clear omission bias when
comparing the BBC’s reporting to its own reporting
on the Russia-Ukraine conflict.

6 Limitations

Our research is not without its limitations. The
scope of the study was confined to just three me-
dia outlets, which do not represent the entire spec-
trum of journalistic practices. Further research
could expand upon this work and incorporate head-
lines from different sources, including different
languages and from various political leanings. Fur-
thermore, this study focuses on headlines only, as
they are crafted to capture the most attention. How-
ever, a future avenue of research could also focus
on the articles themselves and the causal language
and slant present therein.
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A Appendix

In Tables 11, 12, 13 we present the collected and
filtered headlines that compose out dataset. The
first table shows an almost 50-50 distribution of
headlines according to conflict type. Second, we
see that the majority of the headlines collected are
from AJ, then from the BBC and finally from CNN.
This is probably due to regional focus each press
organization. Finally, we see a cross table compari-
son were headline count is distributed according to
region and press.

A.1 Full corpus statistics

Region N

Palestine 2,610 (0.52)
Ukraine 2,383 (0.48)

Table 11: Distribution by region of the whole corpus

Media N

Al 2,269 (0.45)
BBC 1,576 (0.32)
CNN 1,148 (0.23)

Table 12: Distribution by media outlet of whole corpus

Region Source N

Palestine AJ 1,251 (0.25)
BBC 792 (0.16)
CNN 567 (0.11)

Ukraine Al 1,018 (0.20)
BBC 784 (0.16)
CNN 581 (0.12)

4,993 (1.00)

Table 13: Corpus distribution per press organization

A.2 GPT-40 parameter and prompt
specifications

To machine annotate all the headlines we used
batched inference through the OpenAI API. Prompt
was based on task standard prompts reported on
LLM causal research papers. We selected it to fol-
low convention and allow for cross comparison.
Hyper parameter specifications were selected to re-
duce randomness and optimize for reproducibility.
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Prompt:

“You are a causal language model that per-
forms causal sequence classification and
causal span detection. You will classify a
headline as causal or not causal, and if it’s
causal you will extract the causes and ef-
fects. The output should be a json with la-
bel 1 or O, cause, and effect value such as
{\n \"label\”: ;\n \"cause\”: ,|\n
\"effect\": \n}

Hyperparameter specification
url = /v1l/chat/completions

max tokens = 115

model = gpt-40

temperature = 0.0

topp =1

frequency penalty = 0

presence penalty =0
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Abstract

Bias in news reporting significantly influences
public perception, particularly in sensitive and
polarized contexts like the Israel-Gaza conflict.
Detecting bias in such cases presents unique
challenges due to political, cultural, and ideo-
logical complexities, often amplifying dispari-
ties in reporting. While prior research has ad-
dressed media bias and dataset fairness, these
approaches inadequately capture the nuanced
dynamics of the Israel-Gaza conflict. To ad-
dress this gap, we propose an NLP-based frame-
work that leverages Nakba narratives as linguis-
tic resources for bias detection in news cov-
erage. Using a multilingual corpus focusing
on Arabic texts, we apply rigorous data clean-
ing, pre-processing, and methods to mitigate
imbalanced class distributions that could skew
classification outcomes. Our study explores var-
ious approaches, including Machine Learning
(ML), Deep Learning (DL), Transformer-based
architectures, and generative models. The find-
ings demonstrate promising advancements in
automating bias detection, and enhancing fair-
ness and accuracy in politically sensitive report-
ing.

Keywords: NLP, Text Classification, Bias-
Detection, Nakba Narratives

1 Introduction

Bias detection in news reporting has become a cru-
cial area of research, especially given its significant
impact on public opinion and political polarization.
In today’s digital age, where information spreads
rapidly through online platforms, news outlets are
essential in shaping how people perceive events.
However, media coverage often reflects underlying
ideological or geopolitical biases, which can influ-
ence how audiences interpret the news. Detecting
and understanding these biases is key to promot-
ing ethical journalism and ensuring news reporting
remains balanced and impartial. Recent advance-
ments in Natural Language Processing (NLP) have

introduced powerful new tools for identifying sub-
tle biases in news articles. Machine learning mod-
els, in particular, have made significant strides in
uncovering these hidden biases. Yet, these meth-
ods face unique challenges regarding sensitive and
complex topics like the Israel-Gaza conflict. The
language used in such coverage is heavily influ-
enced by historical, cultural, and political factors,
making it difficult for existing models to detect
biases effectively. A more nuanced approach is
needed to tackle this—one that goes beyond gen-
eral bias detection methods and considers the con-
flict’s specificities. While much of the existing
research on bias detection in news has focused
on more general forms of bias, such as political
slant or ideological bias, the Israel-Gaza conflict
presents a different set of challenges. Many studies
have looked at these issues in languages like En-
glish, but often neglect the complexities of covering
sensitive geopolitical topics. Additionally, the lack
of annotated datasets focused on this conflict makes
it even harder to develop effective bias detection
tools. This paper addresses these gaps by creating a
specialized NLP framework to detect and annotate
biased coverage related to the Israel-Gaza conflict.
Our work is based on the foundational project "Bi-
asFignews" (SinalLab, 2024), which collected data
on the Israeli-Gaza conflict. "BiasFignews" is a
comprehensive multilingual corpus of 12,000 Face-
book posts annotated for bias and propaganda. The
corpus includes posts in Arabic, Hebrew, English,
French, and Hindi, covering various events during
the Israeli War on Gaza from October 7, 2023, to
January 31, 2024.
Our main contributions include:

* Handling the imbalanced classes of the
datasets to get the best performance for the
models.

* Applying advanced linguistic and machine
learning techniques to detect biases in news
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content.

* Thoroughly evaluating the performance of
these models.

By tackling the unique challenges of bias detec-
tion in conflict reporting, we hope to contribute to
the development of more ethical journalism and
improve the quality of media coverage in sensitive
areas.

To achieve our goals, we use a comprehensive
approach that includes data collection, cleaning,
and pre-processing, followed by model develop-
ment using various machine learning algorithms.
Our first step is to create a multilingual annotated
dataset scraped from social media platforms, fo-
cusing on news posts about the Israel-Gaza con-
flict. After addressing issues such as data imbal-
ance, we apply advanced NLP techniques -such as
transformer and sequential models like TS5 and Bi-
LSTM - and explore a variety of Machine Learning
algorithms, including SVM, Random Forest, and
XGBoost. Through experiments, we will bench-
mark these models and assess their performance
in detecting bias, with a particular focus on how
well they generalize across different languages and
types of bias.

The rest of the paper is organized as follows:
Section 2 will cover the Related Work, Section 3
will present our proposed Materials & Methods,
Section 4 will present the Results & Discussion,
Section 5 will Conclude the proposed work and
discuss the recommendations of our future work
and finally, Section 6 will represent the faced limi-
tations in our work.

2 Related Work

This section reviews prominent studies on bias
detection in NLP, focusing on their methodologies,
challenges, and limitations. While existing work
has explored media and language bias, few studies
address the specific complexities of geopolitical
conflicts like the Israel-Gaza conflict, especially in
multilingual and culturally nuanced contexts.

Nadeem et al. (Nadeem and Raza, 2021) exam-
ine political bias in U.S. news articles, particularly
content about former President Donald Trump.
They apply a TensorFlow deep neural network
(DNN) with Bag-of-Words (BoW) representation,
TF-IDF weighting, and K-means -clustering
for pattern detection. The SimCSE framework

outperforms these methods by effectively capturing
subtle sentence-level biases.

Evans et al. (Evans et al., 2024) investigate how
human biases influence NLP models, particularly
in hate speech detection. Their work utilizes
datasets to train the Emotion-Transformer model
based on DistilBERT. While combining datasets
improves bias detection for specific categories,
they highlight persistent challenges in addressing
imbalances in multi-target bias tasks.

Rodrigo-Gines et al. (Rodrigo-Ginés et al.,
2024) conduct a systematic review categorizing
types of media bias and distinguishing it from mis-
information and disinformation. They emphasize
the limitations of existing datasets and methods,
calling for improved detection techniques to ensure
accuracy and reliability in bias detection.

Khattak et al. (Donald et al., 2023) explore
bias in customer interaction datasets, focusing
on ethical data handling and fairness. They
underscore the importance of mitigating bias
during data preparation and advocate for enhanced
methods to reduce biases in training datasets while
ensuring compliance with GDPR.

Despite these advancements, existing studies
lack a focus on media bias in the unique context
of geopolitical conflicts, such as the Israel-Gaza
conflict. The limited exploration of multilingual
corpora, particularly in Arabic, and challenges with
imbalanced data emphasize the need for specialized
frameworks tailored to such sensitive and polarized
scenarios.

3 Materials and Methods

This section provides a detailed overview of
the dataset description and the proposed model
pipeline, including data cleaning and preprocess-
ing, handling imbalanced classes, the embedding
models, and the classification models used.

3.1 Dataset Description

We employed a multilingual corpus annotated for
bias and propaganda scraped from the Facebook
platform (Duaibes et al., 2024) to implement our
models. This corpus was constructed as a contri-
bution to the FigNews 2024 Shared Task on News
Media Narratives for framing the Israeli War on
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Gaza. The dataset covers events during the war
from October 7, 2023, to January 31, 2024. The
corpus comprises 12,000 posts in five languages:
Arabic, Hebrew, English, French, and Hindi, with
2,400 posts per language.

3.2 Methodology

The proposed model pipeline in Figure 1 consists
of three phases: data cleaning and preprocessing,
addressing class imbalance and ensuring class bal-
ance, and applying different models from various
paradigms, including traditional machine learning
models, transformer-based models, and generative
models. These phases will be discussed in detail in
the following subsections.

3.2.1 Data Cleaning & Pre-Processing

The initial phase of the pipeline involved cleaning
and preparing the dataset to classify whether Arabic
text is biased or not. Unnecessary columns such
as Batch, Source Language, ID, Type, and others
were removed, retaining only the "Arabic MT" and
"Bias" columns. Null and duplicate fields were
dropped, reducing the dataset to 10,800 rows.

Subsequently, text pre-processing was applied,
including the removal of hashtags, URLs, emails,
emojis, Arabic diacritics, and Tatweel. Arabic text
normalization was performed by unifying Alif vari-
ants, replacing Taa Marbuta with Haa, and Alef
Magsura with Ya, as well as removing repeated
characters. The dataset was then checked for class
balance, as imbalanced data can lead to biased mod-
els favoring majority classes.

3.2.2 Handling Imbalanced Classes

To address the class imbalance, we employed
Borderline-SMOTE (Han et al., 2005), which fo-
cuses on generating synthetic samples for minority
class instances near the decision boundary. Unlike
traditional SMOTE, this method emphasizes bor-
derline samples likely to be misclassified due to
proximity to majority class instances, enhancing
model performance for minority classes.

We applied Borderline-SMOTE]1, which gener-
ates synthetic samples exclusively from borderline
minority samples. This approach improved deci-
sion boundary learning and classification perfor-
mance. A comparison of label distributions before
and after applying Borderline-SMOTE is shown in
Figure 2.

3.2.3 Embeddings Model

To generate numerical representations of text data,
we utilized the Multilingual ES model (Wang et al.,
2024), a large language model pre-trained on di-
verse languages and tasks. This model encodes
text into high-dimensional vectors that capture se-
mantic meaning. Using Hugging Face Transform-
ers, the model tokenizes input text, encodes it via
its encoder, and applies mean pooling to produce
fixed-size embeddings. These embeddings map
semantically similar words or phrases to vectors
close to each other, enabling effective clustering,
classification, and bias analysis.

In our research, we combined advanced large lan-
guage models (LLMs), sequential, and transformer-
based models to ensure robust and nuanced text
representations for further bias detection.

3.2.4 Generative and Transformer-Based
Models

* Silma LLM: A 9-billion-parameter genera-
tive model optimized for Arabic text tasks. It
was used to detect bias in news articles by em-
ploying prompt engineering, which guides the
model to classify text accurately and suggest
neutralizing strategies for biased language.

* TS Encoder-Decoder Model: The TS5 model
(Raffel et al., 2019) treats all tasks as text-to-
text transformations, leveraging its pre-trained
architecture to generate embeddings. This
model captures complex semantic relation-
ships in the dataset, enabling detailed and
meaningful analysis for bias detection.

e AraBERT Model: AraBERT (Antoun et al.,
2020), a BERT-based model tailored for Ara-
bic, was fine-tuned using weighted sampling
and Focal Loss to handle class imbalance. De-
spite its strong performance in general tasks,
it struggled with minority class predictions in
bias detection.

3.2.5 Deep Learning Models

Deep learning models are powerful tools for ex-
tracting complex patterns and representations from
data. These models excel in analyzing text by
capturing nuanced relationships and dependencies,
making them essential for tasks like text classifica-
tion, bias detection, and sentiment analysis.

* LSTM: Long Short-Term Memory (LSTM)
networks (Hochreiter and Schmidhuber, 1997)
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Figure 2: Bias Class Distribution

capture long-term dependencies in sequen-
tial data. In our research, LSTMs generated
embeddings by preserving context over se-
quences, aiding in comprehensive text repre-
sentation.

Bi-LSTM: Bidirectional LSTM (Huang et al.,
2015) extends LSTMs by capturing context
from both past and future sequences. This
bidirectional capability enhanced the quality
of embeddings for deeper textual analysis.

Bi-GRU with Attention: Combining Bidirec-
tional GRUs (Wang et al., 2017) and attention
mechanisms, this model highlighted impor-
tant text features. Its computational efficiency

3.2.6

and focus on relevant input parts improved
the embeddings for bias detection and infor-
mation retrieval tasks.

Machine Learning Algorithms

We utilized several machine learning algorithms to
classify biased text effectively. Below is a concise
summary of the models implemented:
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* SVM: Support Vector Machine (SVM) iden-
tifies the optimal hyperplane that separates
classes. Using kernel functions (e.g., RBF),
it handles non-linear separations efficiently.
In our implementation, SVM demonstrated
robust performance for binary classification
tasks by leveraging its mathematical rigor.



* Random Forest: An ensemble method that
combines multiple decision trees, leveraging
bagging to avoid overfitting. Each tree trains
on a random subset of data, and predictions
are made via majority voting. We used 100
trees with a random state of 42 to ensure con-
sistent results.

* XGBoost: A boosting algorithm that sequen-
tially builds trees to minimize residual errors.
Configured with 100 estimators, a learning
rate of 0.1, and a maximum depth of six, XG-
Boost provided high accuracy by optimizing
for performance with hyperparameters like
subsample and column sampling.

* Decision Tree: This interpretable model splits
data into subsets based on feature values but
risks overfitting without proper pruning. Us-
ing the Gini impurity criterion, we trained the
model with a random state of 42 to ensure
reproducibility.

e CatBoost: A gradient boosting model opti-
mized for categorical features. By using or-
dered boosting and innovative handling of cat-
egorical data, CatBoost provided high accu-
racy. Parameters like 150 iterations, a learning
rate of 0.1, and depth 6 were used for optimiza-
tion.

* Logistic Regression: A statistical model for
binary classification, Logistic Regression as-
sumes linear separability of classes. Config-
ured with a maximum of 1000 iterations and
a random state of 42, the model offered sim-
plicity and interpretability.

* Gaussian Naive Bayes: A probabilistic
model leveraging Bayes’ theorem with Gaus-
sian distributions to handle continuous fea-
tures. It proved effective for text classifica-
tion, with its simplicity making it ideal for
high-dimensional data.

4 Results & Discussion

The models exhibit varying performance, with the
accuracy and Fl1-scores for each summarized in
table 1.

The table shows that in machine learning algo-
rithms, the Random Forest Classifier has the high-
est performance with an accuracy of 93%, an F1-
score of 93.23%, a precision of 93%, and a recall

Accuracy by Model

Figure 3: Accuracy

F1-Score by Model

Figure 5: Precision

Recall by Model

Figure 6: Recall

Figure 7: Performance Metrics Visualization

of 93%. XGBoost followed closely with an accu-
racy of 92%, an F1-score of 93%, a precision of
92%, and a recall of 92%, indicating strong perfor-
mances along all metrics. Similarly, CatBoostClas-
sifier achieved good performance with an accuracy
of 88%, an F1-score of 88%, a precision of 88%,
and a recall of 88Where for the Deep Learning
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ML Algorithms
Model Accuracy (%) | Fl-score (%) | Precision (%) | Recall (%)
SVM 81 81 81 81
Logistic Regression 79 79 79 79
Random Forest Classifier 93 93.23 93 93
Gaussian Naive Bayes 68 69 71 68
Decision Tree 41 42 49 41
CatBoostClassifier 88 88 88 88
XGBoost 92 93 92 92
Deep Learning Models
Model Accuracy (%) | Fl-score (%) | Precision (%) | Recall (%)
Bi-LSTM 384 33 33 33
LSTM 84 84 86 82
Bi-GRU with Attention 14.18 10.2 8.9 14.18
Generative Models & Transformer Based Models

Model Accuracy (%) | Fl-score (%) | Precision (%) | Recall (%)
Silma 20 18 15.32 20
T5-small 15.65 10.10 7.62 15.65
AraBERT 58 56 54 58

Table 1: Model Performance Summary by Type with Precision and Recall

models, the LSTM model achieved an accuracy of
84%, an F1-score of 84%, a precision of 86%, and
a recall of 82%. Bi-LSTM and Bi-GRU with At-
tention achieved lower results: Bi-LSTM with an
accuracy of 38.4%, an F1-score of 33%, a precision
of 33%, and a recall of 33%, and Bi-GRU with At-
tention with an accuracy of 14.18%, an F1-score of
10.2%, a precision of 8.9%, and a recall of 14.18%.
On the other hand, the generative models T5-small
also had a low accuracy of 15.65%, an F1-score
of 10.10%, a precision of 7.62%, and a recall of
15.65%. The generative model Silma, based on
prompt engineering, performed with an accuracy
of 20%, an F1-score of 18%, a precision of 15.32%,
and a recall of 20%.

Among the traditional models, SVM achieved an
accuracy of 81%, an F1-score of 81%, a precision
of 81%, and a recall of 81%, which were reasonable
but not high as compared to the ensemble methods.
Logistic Regression also achieved a similar per-
formance with an accuracy of 79%, an F1-score
of 79%, a precision of 79%, and a recall of 79%.
Gaussian Naive Bayes showed an accuracy of 68%,
an F1-score of 69%, a precision of 71%, and a re-
call of 68%, while Decision Tree had a moderate
performance with an accuracy of 41%, an F1-score
of 42%, a precision of 49%, and a recall of 41%.
AraBERT, a pre-trained language model specific to
the Arabic language, achieved an accuracy of 58%,

an Fl-score of 56%, a precision of 54%, and a re-
call of 58%. While its performance outperformed
the Decision Tree model and some of the Deep
Learning models. It is shown that Generative and
Transformer-based models such as SILMA and T5
performed worse than traditional machine learning
(ML) models. This is due to many reasons, includ-
ing that traditional ML models often benefit from
feature engineering, where manually selecting and
transforming relevant features can lead to better
performance. Additionally, traditional ML models
are designed for specialized tasks like classification,
making them more effective for these specific prob-
lems compared to generative models optimized for
generating new data. Moreover, traditional ML
models have built-in inductive biases that make
them well-suited for certain tasks, such as Random
Forest being particularly adept at constructing mul-
tiple decision trees during training and outputting
the mode of the classes, whereas transformers may
require more data and computational resources to
achieve similar results. Figures 3,4,5,6 illustrate
the results of the Machine learning, Deep Learning,
Generative and Transformer-based models for this
work.

5 Conclusion

In this paper, we deal with the critical task of detect-
ing bias in news reporting on the conflict between
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Israel and Gaza. Applying an Arabic corpus of
texts, advanced preprocessing methods, and sev-
eral machine learning models, we have arrived at a
robust framework for the detection of bias applica-
ble to the nuanced and politically charged context
of news reports on conflict situations. Among the
tried methods, ensemble methods such as Random
Forest and XGBoost showed better performance;
thus, they are more suitable for this challenging
classification. Our results indicate that although
there are inherent difficulties arising from data im-
balance, language-specific challenges, and subtle
bias indicators, a good combination of data aug-
mentation strategies such as Borderline-SMOTE
along with state-of-the-art machine learning tech-
niques can improve the detection of bias consider-
ably. It is part of the larger aim of ensuring ethical
journalism and offers a scalable methodology for
media coverage analysis in sensitive geopolitical
situations.

6 Limitations

This study has several limitations that are impor-
tant to highlight. While the dataset is multilingual
and extensive, it is limited to Facebook posts from
a specific period, which makes it harder to gener-
alize the findings to other platforms, time frames,
or contexts. Annotating bias and propaganda is
inherently subjective, especially in politically sen-
sitive topics like the Israel-Gaza conflict, which
could affect the quality of model training and eval-
uation. The transformer-based models we used,
though effective, rely heavily on the training data
and often struggle to identify subtle or context-
specific biases shaped by historical and cultural
factors. Similarly, addressing class imbalance with
Borderline-SMOTE might oversimplify the com-
plexity of real-world data, risking overfitting for
minority classes and missing nuances in bias detec-
tion. Working with Arabic texts brought its own
set of challenges, such as the language’s rich mor-
phology, diverse dialects, informal variations, and
frequent code-switching, all of which made prepro-
cessing more difficult and may have caused some
loss of linguistic subtleties. Moreover, the lack
of standardized resources for Arabic and domain-
specific tools limited our ability to fully capture the
complexity of biased reporting. Moving forward,
we plan to address these limitations by expanding
the dataset to include posts from other platforms
and time frames, fine-tuning transformer models

with domain-specific adaptations, and exploring
hybrid approaches that combine linguistic insights
with advanced deep learning techniques to better
detect bias, particularly in Arabic texts.
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Abstract

The narratives of the ongoing Nakba are of
significant importance for both the Palestinian
people and the global community. The creation
of language resources is crucial to automating
the processing of written content related to this
historical event. This paper introduces an anno-
tated Named Entity Recognition (NER) dataset
derived from a collection of 182 news articles
about the Nakba and its witnesses. Given their
prominence as a primary source of information
on the Nakba in Turkish, news articles were
selected as the primary data source. An ini-
tial analysis on the constructed dataset is also
presented.

1 Introduction

The Nakba, which is translated as "catastrophe" in
Arabic, is a term used for the mass displacement
and dispossession of Palestinians starting from the
1948 Arab-Israeli war. During many Nakba events
suffered by the Palestinian people, hundreds of
thousands were forced to flee their homes, prop-
erty, and belongings. The expulsion of native peo-
ple to the degree of ethnic cleansing has several
catastrophic results, including a refugee crisis and
generational trauma that continues to this day. To-
day, there are again genocide and Nakba events
against the Palestinian people, which have been
escalating since the end of 2023.

The narratives about the Nakba events are impor-
tant in many aspects, including cultural, legal, and
historical significance. There are different types
of sources where the narratives can be found. The
news content from different outlets is one of the
main sources of narratives in the Turkish language.
In this work, we generated a manually annotated
Named Entity Recognition (NER) dataset from
websites of two news agencies. Both annotations
and collected text can be used for several NLP tasks
such as relation extraction, sentiment analysis, and

Saziye Betiil Ozates
Bogazigi University
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topic modeling related to the Nakba event. Further-
more, it will serve as a new language resource for
Turkish, a language often considered underrepre-
sented in NLP research.

2 Related Work

Early studies on Named Entity Recognition (NER)
began in the 1990s. Since then, numerous re-
searchers have explored various aspects of NER
tasks (Li et al., 2022; Yadav and Bethard, 2018).
A NER dataset can be generated as a general pur-
pose dataset or it can be a domain-specific dataset.
Among different sources of text corpora, news texts
are one of the popular sources as they are easy
to collect especially in digital format. PERSON,
LOCATION, and ORGANIZATION are the most
common entity types in news NER datasets (Zhang
and Xiao, 2024).

Most studies on NER in Turkish texts have fo-
cused on modern texts, which can be categorized
as either formal or informal (noisy). Formal texts
adhere to standard grammatical and orthographic
rules, while informal texts may exhibit variations
and deviations from these norms. In Akkaya and
Can (2021), a transfer learning approach is used for
NER in informal data with rarely-seen entity types.
They add a CRF layer that is trained on both for-
mal text and a noisy text to a BILSTM-CRF model.
They report 61.53% F1 score on noisy text. Safaya
et al. (2022) experiment with several datasets and
architectures with a goal of providing a bench-
marking platform for various NLP tasks. They
achieve 93.8% F1 score on the WikiANN dataset
(Pan et al., 2017) using BILSTM-CRF model and
93.07% F1 score with BERTurk-CRF model. Kili¢
et al. (2020) report 82.31% F1 score on formal
Turkish texts which is obtained through a multi-
lingual cased BERT model. Finally, Ozcelik and
Toraman (2022) present results for several models
evaluated on some public datasets. They report, an
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F1 score of 96.10% achieved by ELECTRA-tr on
a dataset of news articles and 92.26% F1 score ob-
tained by ConvBERTurk on the WikiANN dataset.

3 Methodology

3.1 Dataset

We created NakbaTR, a new and domain-specific
dataset, using news texts published online. The
content is limited to news containing testimonies
from witnesses of the Nakba currently taking place.
This section gives details on data collection and
annotation processes we employed for creating the
NakbaTR dataset.

3.1.1

Testimonies in Turkish related to the ongoing
Nakba can be found mostly in news sources. The
NakbaTR dataset was curated from websites of two
state-owned news outlets; Anadolu Ajansi (AA)!
and TRTHaber.?

Texts are scraped semi-automatically using a
pipeline of searching, downloading and cleaning.
We decided on two Turkish phrases; "anlatt1” (told)
and "konustu" (spoke) which are used as search-
ing keywords. We made searches for each key-
word in each outlet, four searches in total. Web
pages containing keywords along with "Gazze"
(Gaza) are downloaded automatically. We down-
loaded 120 pages per website in this manner and
480 pages are downloaded in total. Pages that in-
clude video or photographic content are removed
from the collection resulting a set of 369 pages (215
from TRTHaber and 181 from AA). The collected
text are cleaned from irrelevant elements first auto-
matically by exploiting the web page structure fol-
lowed by manual cleaning of any remaining noise.
The items of the dataset are comprised of text of
the news, its URL and date it was published, and
the source. Both sources are news agencies, so they
use a similar, formal language.

Data Collection

We aimed to generate a collection of news in
which expressions of Nakba witnesses are con-
tained. We employed a rigorous manual filtering
process based on existence of testimonies within
the content. As a result, news texts that do not
contain a witness testimony are removed from the
collection. The final collection contains 182 news
articles (74 news articles from TRTHaber and 107

"http://aa.com.tr
2h’ctp://trthaber.com

news articles from AA). The testimonial expres-
sions can be given with both direct and indirect
speech. It should be noted that content other than
the testimony part which gives contextual informa-
tion regarding the testimony are kept in the dataset
as well.

3.1.2 NER Dataset Generation

NakbaTR dataset is annotated with PERSON,
LOCATION, and ORGANIZATION types while
words of other type of tags are all marked with O.
We use the following definitions of tags:

* PERSON : People, including fictional.

e LOCATION: GPE and Non-GPE locations
including countries, cities, states, mountain
ranges and bodies of water.

* ORGANIZATION: Collectives such as com-
panies, political groups, government bodies,
and public organizations.

Annotation of NakbaTR is done in two steps. A
BERT-based language model, which is detailed in
Section 3.2 is employed for automatic annotation
in the first step. In the second step, its output is
corrected and verified by two human annotators.
The data is prepared in CoNLL-2003 format with
multiple word entities marked with B- and I- pre-
fixes. Figure 1 depicts two example annotated sen-
tences from the dataset. To assess the reliability of
the annotations, we calculated the inter-annotator
agreement between human annotators on 100 ran-
domly selected sentences which contain 295 named
entities in total, achieving a Cohen’s Kappa score
of 0.968, indicating a high level of consistency in
annotations.

The resulting NakbaTR NER dataset contains
3,957 sentences, 2,289 PERSON, 5,875 LOCA-
TION, and 1,299 ORGANIZATION tags in to-
tal. Details regarding the sources are given in Ta-
ble 1. The NakbaTR dataset can be accessed at
https://github.com/sb-b/NakbaTR.

3.2 BERT-based Language Model

Various pre-trained Language Models (PLMs)
were previously utilized for the NER task on
Modern Turkish (see Section 2). We observed
that among different architectures and models,
BERTurk (Schweter, 2020), a Turkish language
model utilizing the BERT architecture and pre-
trained on Turkish text, reached the highest F1
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Number of Number of
Source News Sentences Tokens | Person Location Organization
AA 107 2,482 70,188 | 1,457 3,878 893
TRTHaber 74 1,550 41,639 832 1,997 406
TOTAL 181 4,032 111,827 | 2,289 5,875 1,299

Table 1: Dataset statistics.

#doc_id = https://www.trthaber.com/haber/dunya/gazzede-israilin-saldirilarinda

-yaralanan-filistinli-cocuklar-cektikleri-aciyi-anlatti-826779.html

#metadata = 06.01.2024 12:29

#sent_id = 375

#text = Gazze'de, Israil'in saldirilarinda yaralanan Filistinli gocuklar
gektikleri aciyi anlatti

Gazze'de B-LOC

, 0

israil'in B-LOC

saldirilarinda O

yaralanan O

Filistinli O

gocuklar O

gektikleri O

aciyi O

anlatti O

#sent_id = 376
#text = Gazze Seridi'nin gineyine yénelik Israil saldiralarinda yaralanan
Filistinli 2 kiz ¢ocugunun yasadiklari, gézlerinin oniinden gitmiyor.
Gazze B-LOC
Seridi'nin I-LOC
giineyine 0
yénelik O
israil B-LOC
saldirilarinda O
yaralanan O
Filistinli O
20
kiz O
gocugunun O
yasadiklari O
9

gézlerinin O
éniinden O

Figure 1: Annotations of the first two sentences of a
news document in the NakbaTR dataset. Sentence trans-
lations: (First sent.) "In Gaza, Palestinian children
injured in Israeli attacks described their suffering." (Sec-
ond sent.) "The experiences of two Palestinian girls
injured in Israeli attacks on the southern Gaza Strip
remain vivid in their minds."

score for the NER task on the Turkish split of the
WikiANN NER dataset. Hence, we opted to utilize
BERTurk that is fine-tuned on a large Turkish NER
dataset (Tiir et al., 2003) as the Turkish NER model
in the automatic annotation process.

The utilized BERTurk model has 12 transformer
layers each consisting of 12 attention heads. The
number of hidden units is 768. A total of 110
million parameters are fine-tuned during the pre-
training phase on a large corpus of Turkish text data,
allowing the model to learn contextual representa-
tions that capture intricate syntactic and semantic
relationships within the language.

In the automatic annotation phase, the BERT-
based model achieves an impressive F1 score of
87% in predicting named entities. Its performance
on individual entity types is as follows: 89% for
LOCATION entities, 76% for ORGANIZATION
entities, and 90% for PERSON entities. The pre-
cision score of the model on all entity types is

100%, indicating that whenever the model predicts
a named entity, it is always correct. However, the
recall scores are 81% for LOCATION entities, 61%
for ORGANIZATION entities, and 81% for PER-
SON entities. The low recall indicates that there
are named entities that the model cannot detect.

It is important to note that these model perfor-
mance metrics were derived from aligned sentences
between the output of the BERTurk NER model
and the manual annotation step. Segmentation and
tokenization errors that occurred while preparing
the news data in CoNLL-2003 format propagated
throughout the dataset, necessitating significant ef-
fort during the manual correction phase.

4 Dataset Analysis

We conducted some basic analyses regarding the
annotated named entities on the NakbaTR dataset.
We plotted the mention frequencies of frequently
occurring location names over time. Figure 2 il-
lustrates these plots for the TRTHaber and AA
sections of the dataset, respectively. Note that,
we excluded the locations Gazze (Gaza), Filistin
(Palestine), and Israil (Israel) from this plot since
the mention frequency of these location names are
much more higher than any other location in the
dataset. The figure is helpful in understanding the
changing focus of the news. For instance, the cover-
age of the intensive assault of Israeli army on North-
ern Gaza civilian areas like Jabaliya and Beit Lahia
is clearly traceable from both plots. Although there
are some common patterns between the two news
sources, they have different coverage rates. This
can be attributed to the difference in their focus,
target audience, and perspective since AA provides
a broader, more international one, while TRTHaber
has more local perspective.

We also conducted an analysis of the co-
occurrence patterns of named entities within the
dataset to explore relationships between entities.
Specifically, we counted the frequency of each
named entity pair appearing in the same sentence
throughout the dataset. To enhance the clarity of
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Figure 2: Mention frequency plots of frequently occuring location names in the AA and TRTHaber sections of the
dataset over time.

Named Entity Graph of AA News Named Entity Graph of TRTHaber News
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. Malhis Halidi r
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Figure 3: Co-occurence graph of named entities in AA and TRTHaber sections of the dataset.
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the visualization, we applied a filtering step to ex-
clude entity pairs with a co-occurrence frequency
lower than 10 for the TRTHaber section and a co-
occurrence frequency lower than 18 for the AA sec-
tion. The resulting co-occurrence graph provides a
visual representation of frequently co-occurring en-
tities, highlighting key connections within the data.
Figure 3 illustrates co-occurrence graphs, show-
ing the relations between named entities in the AA
and TRTHaber news in the NakbaTR dataset. In
the figure, different entity types are represented
in different colors. Although only the entity pairs
that are most frequently observed in the dataset are
included for clarity, this co-occurrence graph pro-
vides insights into the relationships among the enti-
ties in the narratives. For instance, the organization
entity UNRWA and the person entity Lazzarini are
located near in the TRTHaber graph which makes
sense as Philippe Lazzarini is the commissioner-
general of the UNRWA organization. Other vis-
ible relationships are between the person entity
Oweis (Saleem Oweis, communications specialist
at UNICEF Middle East and North Africa) and
the organization entity BM (United Nations) in the
TRTHaber graph and districts in the north Gaza
located together in the AA graph. Some real life
entities can have multiple names as in the case with
BM (UN) and Birlesmis Milletler (United Na-
tions). This situation is clearly visible in the AA
graph in the figure. Unifying multiple names for
a single entity will therefore be beneficial before
extracting relationships between entities.

5 Conclusion

In this work, we introduced a novel, manually anno-
tated, Turkish NER dataset. The dataset comprises
3,957 news sentences collected from the websites
of two prominent news agencies. We applied a
filtering process to make sure that only the news
which contain witness testimonies regarding the
ongoing Nakba are included in the dataset. After
a semi-automatic annotation for entities of types
Person, Location, and Organization, we obtained
a NER dataset of 2,289 PERSON, 5,875 LOCA-
TION, and 1,299 ORGANIZATION tags. The
dataset can be extended to be useful in several NLP
tasks such as relation extraction or sentiment anal-
ysis for the Nakba event while providing a new
language resource for Turkish. As future work,
we aim to improve the dataset by increasing the
number of news and entity types.
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Abstract

Propaganda significantly shapes public opinion,
especially in conflict-driven contexts like the
Israeli-Palestinian conflict. This study explores
the integration of argumentation features, such
as claims, premises, and major claims, into ma-
chine learning models to enhance the detection
of propaganda techniques in Arabic media. By
leveraging datasets annotated with fine-grained
propaganda techniques and employing cross-
lingual and multilingual NLP methods, along
with GPT-4-based annotations, we demonstrate
consistent performance improvements. A quali-
tative analysis of Arabic media narratives on the
Israeli war on Gaza further reveals the model’s
capability to identify diverse rhetorical strate-
gies, offering insights into the dynamics of pro-
paganda. These findings emphasize the poten-
tial of combining NLP with argumentation fea-
tures to foster transparency and informed dis-
course in politically charged settings.

1 Introduction

Propaganda is a form of communication aimed at
influencing attitudes and behaviors by presenting
one-sided or misleading information. It often relies
on emotional appeals rather than rational argumen-
tation to manipulate public perception and advance
specific agendas or ideologies.

In the digital era, the rise of social media has
amplified the spread of propaganda, enabling its
rapid dissemination to global audiences with little
oversight. This has heightened its potential impact,
as seen in events like the 2016 U.S. Presidential
Election (Ali and ul abdin, 2021) and during the
COVID-19 pandemic (Broniatowski et al., 2020),
where social media platforms were used to polarize
opinions and undermine trust in democratic institu-
tions.

The detection of propaganda is especially critical
in conflict-driven contexts, such as the narratives
surrounding the Israeli war on Gaza. These narra-
tives often employ polarizing rhetoric, emotionally

charged language, and manipulative techniques to
shape public opinion and justify political or military
actions. Arabic media, both traditional and digital,
plays a central role in constructing these narratives,
given the geopolitical significance of the Arabic-
speaking world. In such contexts, propaganda can
be a powerful tool for inciting violence, manipulat-
ing perceptions, and influencing international dis-
course. However, detecting propaganda in Arabic
poses unique challenges due to the language’s rich
morphology, diverse dialects, and limited annotated
datasets.

Natural Language Processing (NLP) offers a
promising avenue for automating propaganda detec-
tion by analyzing linguistic patterns and rhetorical
cues . While significant progress has been made
in high-resource languages like English, relatively
little research has focused on Arabic. This dispar-
ity highlights the need for approaches tailored to
Arabic’s linguistic and cultural characteristics.

A promising direction for enhancing propaganda
detection is the integration of argumentation fea-
tures, such as claims and premises. Propaganda and
argumentation often share a structural foundation:
both involve presenting claims supported by rea-
soning. However, propaganda diverges by infusing
these structures with emotionally charged content
designed to manipulate public sentiment (Nettel
and Roque, 2012). By identifying argumentation
components within texts, it becomes possible to an-
alyze how propaganda leverages these structures to
influence audiences, distinguishing between logical
persuasion and manipulative communication.

In this work, we aim to improve Arabic propa-
ganda detection by integrating argumentation fea-
tures into NLP models. We then apply the enhanced
models to analyze narratives from Arabic media
covering the Israeli war on Gaza. The code used in
this study is available at our GitHub repository.!

'nttps://github.com/saranabhani/prop-arg

127

Proceedings of the Proceedings of the 1st International Workshop on Nakba Narratives as Language Resources, pages 127-149
January 20, 2025. ©2025 Association for Computational Linguistics



2 Related Work

2.1 Propaganda Detection in Arabic Texts

A shared task on Propaganda Detection in Ara-
bic was organized at the WANLP 2022 workshop
(Alam et al., 2022) to address the notable absence of
research on Arabic language propaganda detection.
In this shared task, one submission (Hussein et al.,
2022) applied basic preprocessing steps like nor-
malization and transformed the data into the BIO
format to represent data spans within tweets accu-
rately. They adopted a transfer learning approach
by employing the Marefa-NER model, a pre-trained
template designed for Named Entity Recognition
(NER), demonstrating the model’s adaptability to
this propaganda detection task.

Building on the momentum of the WANLP 2022
shared task on Propaganda Detection in Arabic
(Alam et al., 2022), the organizers introduced the
ArAlEval shared task? (Hasanain et al., 2023) fo-
cusing on two critical areas: persuasion technique
and disinformation detection in tweets and news
articles. The top submission (Lamsiyah et al., 2023)
achieved first place with a streamlined approach
centered around a BERT-based Arabic pre-trained
language model encoder coupled with a singular,
efficiently structured classifier. In their exploration
of input text encoding, the team assessed the perfor-
mance of three BERT-based Arabic pre-trained lan-
guage models: ARBERTV2 (Abdul-Mageed et al.,
2021), MARBERTV2 (Abdul-Mageed et al., 2021),
and AraBERT-large (Antoun et al., 2020). The
AraBERT encoder was selected, and the model was
trained using an asymmetric multi-label loss.

Capitalizing on the progress achieved by the
ArAlEval shared task, the 2024 edition (Hasanain
et al., 2024) continued to advance the field of propa-
ganda detection in Arabic text. Task 1 of the shared
task focused on Unimodal Propaganda Detection,
specifically targeting the identification of persua-
sive techniques within tweets and news articles writ-
ten in Arabic. The dataset used for this task com-
prised tweets derived from Arabic news sources on
Twitter, along with news paragraphs sourced from
the AraFacts dataset (Sheikh Ali et al., 2021). The
annotation process for this dataset involved labeling
text snippets with a set of 23 persuasion techniques,
building on the work of Piskorski et al. (2023). The
top submission for this task came from Labib et al.
(2024), which achieved the highest F1 score by in-

’https://araieval.gitlab.io/

tegrating data augmentation techniques with model
fine-tuning. Their approach involved leveraging
a pre-trained Arabic-BERT model (Safaya et al.,
2020), which was specifically fine-tuned on the
task’s annotated data. To address the challenge of
class imbalance, the team employed data augmenta-
tion strategies such as synonym replacement, which
enhanced the model’s ability to generalize across
different types of persuasive techniques. Another
strong submission was from Riyadh and Nabhani
(2024), who took advantage of a multilingual BERT
model (mBERT) (Devlin et al., 2019) to capture
the complexities of Arabic text. Their approach
was distinctive in its focus on experimenting with
different hidden layers of the model to determine
the most effective layer for the task.

Overall, the recent advancements in propaganda
detection in Arabic text have predominantly relied
on fine-tuning transformer-based architectures and
leveraging data augmentation techniques.

2.2 Contextual Features in Propaganda
Detection

Relatively few studies have explored the integration
of contextual features to enhance the performance
of propaganda detection systems. A notable excep-
tions involve the addition of discourse features to
token embeddings, which has shown potential for
improving the accuracy of propaganda detection.
This study by Chernyavskiy et al. (2024) explored
the integration of discourse features into token em-
beddings to enhance the detection of propaganda in
English and Russian. For this they used the dataset
from SemEval-2023 (Piskorski et al., 2023). Their
approach involved conducting a discourse analysis
of the text to identify higher-level organizational
structures utilizing the Two-Stage discourse parser
(Wang et al., 2017). By embedding these discourse
features directly into the token representations, the
model gained a richer understanding of the text’s
structure, which proved beneficial in identifying
propagandistic content.

This study highlights the significant impact of
incorporating contextual features into token em-
beddings. This approach provides models with a
deeper understanding of the context surrounding
propaganda, beyond just the surface-level content
of the text. While research in this area is still rel-
atively sparse, the positive outcomes from these
studies support the potential of our methodology in
this work, suggesting that further exploration could
lead to significant advancements in propaganda de-

128



tection.

3 Data

3.1 Propaganda Detection Dataset

For the propaganda detection task, we utilized the
dataset provided by the ArAlEval 2024 shared task
on propaganda detection in Arabic text (Hasanain
et al., 2024), specifically focusing on Task 1: Uni-
modal (Text) Propagandistic Technique Detection.
This dataset encompasses two primary text genres:
tweets and paragraphs extracted from Arabic news
articles. Details regarding the data collection and
annotation processes are thoroughly documented
in the shared task paper (Hasanain et al., 2024).
The dataset is publicly accessible via the ArAlEval
GitLab repository.>

The dataset is pre-split into training, validation,
and test sets, which were directly utilized in this
work without modification. Each entry in the
dataset contains a unique identifier, the raw text
(either a tweet or a news paragraph), and annota-
tions describing the propaganda techniques identi-
fied within specific spans of text. Each annotation
includes the technique name, the exact text span
where the technique occurs, and the character po-
sitions marking the start and end of the span. Text
spans can be associated with multiple propaganda
techniques, and overlapping spans are common.

The dataset includes 23 fine-grained propaganda
techniques, derived from the taxonomy proposed
by Piskorski et al. (2023). Detailed explanations of
each technique, as defined in Piskorski et al. (2023),
can be found in Appendix A.

The dataset’s structure allows for a comprehen-
sive analysis of propaganda in Arabic texts, accom-
modating both sequence labeling (to identify spe-
cific spans of propaganda) and multilabel classifi-
cation (to categorize the techniques used).

Table 1 presents detailed statistics, including the
sizes of the training, validation, and test sets and
the total number of tokens. Figures 1a and 1b in Ap-
pendix B visualize the distribution of propaganda
techniques across the datasets. Techniques such as
Loaded Language and Name Calling are the most
frequent, while others, like Straw Man and Guilt by
Association, appear less commonly. The label dis-
tribution across the training, validation, and test sets
is relatively consistent, despite the uneven number
of different labels.

Shttps://gitlab.com/araieval/araieval_
arabicnlp24

Train Dev Test
# Documents 6,997 921 1,046
# Tokens 228,373 27,867 35,204
Avg. Tokens/Doc | 32.63 30.25 33.65
Unique Tokens 59,193 13,443 16,108

Table 1: Propaganda dataset statistics

3.2 Argumentation Mining Dataset

To incorporate argumentation features into our
study, we utilized the Persuasive Essays (PE) cor-
pus by Stab and Gurevych (2017), as no suitable
Arabic datasets aligned with our requirements. This
English-language resource, widely used in cross-
lingual argumentation tasks, comprises 402 essays
randomly selected from essayforum.com, each ac-
companied by writing prompts and annotated with
key argumentation components. These components
include: Major Claim, representing the central ar-
gument typically introduced in the introduction and
reinforced in the conclusion; Claim, which sup-
ports or challenges the major claim by addressing
specific aspects or perspectives; and Premise, con-
sisting of evidence or reasons that justify a claim
and explain its validity. The corpus is pre-divided
into training and test sets, which we used without
modification. Table 2 provides detailed statistics
about the corpus. By adapting this robust English
dataset through a cross-lingual framework, we aim
to extend its applicability to Arabic, leveraging its
detailed annotations to enhance our study.

Train Test Total
# Essays 322 80 402
# Paragraphs | 1,786 449 2,235
# Tokens 118,645 29,537 148,182
MajorClaim 598 153 751
Claim 1,202 304 1,506
Premise 3,023 809 3,832

Table 2: Argumentation dataset statistics

3.3 Analysis Dataset: News Media Narratives
on the Israeli War on Gaza

The dataset used for analyzing news media narra-
tives about the Israeli war on Gaza originates from
the FIGNEWS shared task (Zaghouani et al., 2024).
This initiative focused on the early stages of the
Israel-Gaza conflict, curating a multilingual corpus
covering five languages: Arabic, English, French,
Hebrew, and Hindi.
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The dataset was annotated with multiple layers,
including bias labels (“biased against Palestine”,
“biased against Israel”, “unbiased”) and propaganda
labels (“propaganda”, “not propaganda’).

The qualitative analysis for this work (Section
8) utilized a sample of 17 examples with Arabic
source language from the top-performing system
in the shared task, developed by team NLPColab

(Abdul Rauf et al., 2024).

4 Baseline for Propaganda Detection

In this study, we use the best-performing system
from the ArAlEval 2024 shared task on propaganda
detection in Arabic texts by Labib et al. (2024) as
our baseline. This system, built on Arabic-BERT
(Safayaetal., 2020), achieved an F1 score 0f 0.2995
by fine-tuning for detecting propagandistic spans
and classifying them into 23 techniques. Key fea-
tures include the BIO tagging scheme for accurate
span identification and data augmentation to ad-
dress class imbalance for less frequent techniques.

While this system was not originally developed
as a baseline, we adopt it in this role for our study.
Its performance in the shared task makes it an ideal
reference point for evaluating the improvements
introduced by our approach.

5 Proposed Methodology

This study investigates the enhancement of propa-
ganda detection models by integrating argumenta-
tion features. Argumentation features, such as Ma-
jor Claim, Claim, and Premise, provide a structured
representation of the persuasive elements within a
text. By leveraging the overlap between argumenta-
tion and propaganda, we aim to enrich the model’s
understanding of the underlying rhetorical strate-
gies.

5.1 Model Architecture

The proposed model builds on a transformer-based
architecture with AraBERTv2 (Antoun et al., 2020)
as the backbone. This pre-trained model gener-
ates rich contextual embeddings for each token,
capturing linguistic characteristics in Arabic text.
To incorporate argumentation features, we aug-
ment these embeddings with additional input, as
described below.

Input Representation Each token in the input
text is represented by a combination of contextual
embeddings and argumentation features. The token
embeddings, derived from AraBERTV2, capture the

linguistic and contextual information of each token.
Additionally, a one-hot encoded vector of length
four represents argumentation features, assigning
each token one of four values: Major Claim, Claim,
Premise, or None. These argumentation features,
generated by an argumentation analyzer, are con-
catenated with the token embeddings to create a
richer and more comprehensive representation.

Output Representation The model is designed
for multi-label classification at the token level,
where each token is assigned a binary vector rep-
resenting the propaganda labels. The vector length
corresponds to the number of propaganda tech-
niques considered in the study (23 techniques). A
value of 1 in the vector indicates the presence of a
specific propaganda technique, while a value of 0
denotes its absence.

5.2 Model Workflow

The proposed model’s workflow begins with em-
bedding generation, where the input text is tok-
enized and processed through AraBERTV2 to pro-
duce contextual embeddings. These embeddings
are then augmented with argumentation features,
which are concatenated to enrich the representa-
tion of each token. The enhanced embeddings are
passed through a classification layer to compute
probabilities for various propaganda techniques. Fi-
nally, propagandistic spans are identified by group-
ing consecutive tokens with identical labels.

6 Argumentation Annotation
Methodology

To generate argumentation annotations, we em-
ployed two primary approaches:

1. GPT-4 Prompting: This method involved us-
ing GPT-4 to automatically annotate the data.

2. Trained Argumentation Model: A dedi-
cated argumentation model was developed and
trained on the Persuasive Essays (PE) argu-
mentation data. Once trained, this model was
applied to annotate the propaganda dataset.

By implementing these two approaches, we
aimed to compare their effectiveness in augmenting
the propaganda detection task with argumentation
features. This comparison allowed us to evaluate
and determine the optimal method for integrating
argumentation annotations into the overall frame-
work.
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6.1 Argumentation Annotation with GPT-4

We utilized GPT-40,* an advanced variant of GPT-
4, to annotate the propaganda dataset with argu-
mentation features. This approach leverages GPT-
40’s ability to adapt without extensive task-specific
training, serving as both an evaluation of its effec-
tiveness and a baseline for comparison with trained
argumentation models.

Prompt Design and Testing We experimented
with different prompting strategies to guide GPT-
4o in classifying spans as Major Claim, Claim,
Premise, or None, using a sample of 10 sentences
from the training data. Both sentence-level and
word-level approaches were tested, with sentence-
level prompts generally producing cleaner and
more accurate annotations. In contrast, word-
level prompts faced challenges such as fragmented
spans and inconsistent labeling, requiring signif-
icant post-processing. Additionally, an Arabic,
human-translated, version of the most effective
sentence-level prompt was tested, maintaining clar-
ity but necessitating further validation through ex-
tensive post-processing.

6.2 Argumentation Model Development

To train an argumentation analysis model for Ara-
bic texts, we explored two strategies: monolin-
gual modeling and multilingual modeling. These
strategies effectively leveraged annotated English
resources while addressing the scarcity of Arabic
argumentation datasets.

Monolingual Modeling Monolingual modeling
involved using English argumentation data and ap-
plying translation techniques to bridge the gap be-
tween English and Arabic. Two approaches were
employed:

Translate-Train The Translate-Train approach in-
volved translating the English Persuasive Essays
(PE) argumentation dataset into Arabic. Annotation
projection techniques were then applied to trans-
fer English annotations onto the translated Arabic
text, ensuring the preservation of argumentative
structures. The resulting Arabic dataset was used
to fine-tune a model based on AraBERTv2 (Antoun
et al., 2020).

Translate-Test In this approach, RoOBERTa-large
(Liu et al., 2019), trained on the English PE dataset,
was utilized for argumentation detection. Arabic

4Accessed in July 2024

propaganda texts were translated into English, al-
lowing the English-trained model to annotate the
translated texts. The resulting annotations were
projected back onto the original Arabic texts us-
ing alignment techniques. This approach avoided
direct training on Arabic data while still enabling
argumentation detection.

Multilingual Modeling Multilingual modeling
leveraged pre-trained multilingual transformer
models, XLM-RoBERTa-large (Conneau et al.,
2019), to perform argumentation detection across
languages without requiring extensive annotated
resources in Arabic.

Zero-Shot Multilingual Modeling The zero-shot
approach involved training a multilingual model on
the English PE dataset and directly applying it to
Arabic propaganda texts.

Translate-Train Multilingual Modeling The
Translate-Train Multilingual approach extended the
Translate-Train method by combining English PE
data and its translated Arabic counterpart into a
single training dataset. This approach exposed the
multilingual model to both languages, allowing it to
learn language-specific features alongside shared
linguistic patterns.

Translation and Annotation Projection For
both Translate-Train and Translate-Test approaches,
translation and annotation projection were critical
components. Translation Methods: Two machine
translation tools were employed: (1) NLLB 1.3B
(Team et al., 2022), a multilingual translation model
designed to handle diverse languages, including
low-resource ones, and (2) Google Translate, which
allowed for comparison of translation quality’s im-
pact on model performance. Annotation Projec-
tion: FastAlign (Dyer et al., 2013), a statistical
word alignment tool, was used to align annotations
between English and Arabic, preserving argumen-
tative structures across translations.

By combining translation methods, annotation
projection, and diverse models, our framework ef-
fectively addressed the challenges of generating ar-
gumentation annotations for Arabic texts, enabling
argumentation detection in resource-constrained
settings.

Mitigating the Impact of Annotation and Trans-
lation Errors The Translate-Train and Translate-
Test models rely heavily on automatic translation
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and annotation projection, both of which can in-
troduce errors that affect model performance. To
address these challenges, we conducted targeted
investigations to evaluate and mitigate the impact
of these errors.

Annotation Projection Errors To understand the
effect of annotation projection errors, we manu-
ally corrected samples of 100 and 200 instances
from the training data. These corrected annota-
tions were used to assess their impact on the per-
formance of both the argumentation detection and
the propaganda detection models. Due to the labor-
intensive nature of manual corrections, this effort
was focused on the Translate-Train Monolingual
approach.

Translation Quality Errors Translation quality
was identified as a critical factor influencing model
effectiveness, particularly in the Translate-Test ap-
proach. Inspired by the findings of Artetxe et al.
(2023), two key strategies were implemented to
mitigate the impact of translation errors. First, Do-
main Adaptation was applied by fine-tuning the
machine translation model on domain-specific data,
ensuring translations better aligned with the charac-
teristics of the argumentation detection task. Sec-
ond, Training Data Adaptation involved augment-
ing the training data by translating it into Arabic
and then back-translating it into English, incorpo-
rating the back-translated content to expose the
model to the variability introduced by translation.
These strategies highlighted the sensitivity of the
Translate-Test approach to translation quality.

7 Propaganda Detection Evaluation and
Discussion

The effectiveness of incorporating argumentation
features into the propaganda detection task was
evaluated using various approaches, including
cross-lingual, multilingual, and GPT-4-based anno-
tation methods. Table 3 summarizes the Micro F1
scores for the development and test sets, highlight-
ing the impact of these methods on performance
compared to the baseline.

7.1 Cross-Lingual Approaches

Translate-Test Using Google Translate, this
method achieved a Micro F1 score of 0.3948 on
the development set and 0.3978 on the test set. The
NLLB translation model performed comparably,
with scores of 0.3981 and 0.4024 on the develop-

ment and test sets, respectively. Training data adap-
tation improved performance for Google Translate,
reaching 0.4089 on the development set and 0.4018
on the test set. However, domain adaptation re-
duced performance, highlighting that this approach
was not beneficial in mitigating poor translation
quality.

Translate-Train Monolingual Using the NLLB-
translated dataset improved performance to 0.3695
on the development set and 0.3701 on the test set.
Manual corrections of annotation projection for 100
and 200 samples boosted scores on the test set to
0.3952 and 0.3947, respectively, underscoring the
importance of high-quality annotation alignment.

7.2 Multilingual Approaches

Zero-Shot Multilingual achieved a Micro F1
score of 0.3981 and 0.3930 on the development
and test sets, respectively. This result indicates that
the model could generalize across languages, al-
though linguistic differences between English and
Arabic pose challenges.

Translate-Train Multilingual using Google
Translate, achieved Micro F1 scores of 0.4033 and
0.3931 on the development and test sets, respec-
tively. NLLB yielded similar results, with scores
01 0.3988 and 0.3929. These results demonstrate
a very marginal improvement over the Zero-Shot
Multilingual model, indicating the benefit of multi-
lingual exposure during training is very limited.

7.3 GPT-4 Annotation Approach

The GPT-4-based approach, using an English
prompt to annotate the propaganda dataset with
argumentation features, achieved the highest Micro
F1 scores of 0.4077 on the development set and
0.4025 on the test set. This method demonstrated
consistent performance across both datasets, out-
performing other approaches.

7.4 Discussion

The results reveal several key findings. All methods
incorporating argumentation features outperformed
the baseline Micro F1 score of 0.2995, demon-
strating the effectiveness of integrating argumen-
tation information into propaganda detection mod-
els. Translation quality played a crucial role, as
the Translate-Test approaches showed better perfor-
mance with higher-quality translations, although
gains were limited without adaptation techniques.
The accuracy of annotation projection was also
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. #Corrected Micro F1
Approach MT Model Adaptation Annotation | Dev Test
| Baseline \ - - - | - 02995 |
| Zero-Shot Multilingual | - - - | 0.3981  0.3930 |
Google Translate - 0 0.3948 0.3978
Google Translate Training Data 0 0.4089 0.4018
Translate-Test NLLB - 0 0.3981 0.4024
NLLB Training Data 0 0.3918 0.4006
NLLB Domain 0 0.3773  0.3799
Translate-Train NLLB - 0 0.3695 0.3701
Monolineual NLLB - 100 0.3889 0.3952
8 NLLB - 200 0.4033  0.3947
Translate-Train Google Translate - 0 0.4033 0.3931
Multilingual NLLB - 0 0.3988 0.3929
GPT-4 - Prompt6(AR) - - - 0.4004 0.3914
GPT-4 - Prompt1(EN) - - - 0.4077 0.4025

Table 3: F1 Scores of Propaganda Detection Models with Argumentation Feature Augmentation Across Different

Approaches and Adaptation Strategies - Test Set

pivotal, with manual corrections significantly en-
hancing the performance of Translate-Train Mono-
lingual models, underscoring the importance of
precise alignment in cross-lingual tasks. GPT-4
achieved the highest scores, though with modest
margins over specialized models, indicating the
strong competitiveness of those models. Lastly, the
results highlighted the critical impact of training
data quality, as the Translate-Test approach outper-
formed Translate-Train due to the latter embedding
errors from machine translation and annotation pro-
jection directly into the training data.

8 Qualitative Analysis on the Media
Narratives on the Israeli War on Gaza

To assess the performance of the proposed model in
detecting propaganda techniques, we conducted a
qualitative analysis on the FIGNEWS subset (Sec-
tion 3.3). These examples were selected to be an-
notated as propagandistic and to represent both nar-
ratives biased against Palestine and those biased
against Israel. All annotated examples are in Ap-
pendix C.

The analysis of the examples reveals diverse
strengths and shortcomings in the model’s iden-
tification of propaganda techniques. Several ex-
amples showcase the model’s ability to detect and
label effectively, while others highlight areas for
improvement in span detection and labeling accu-
racy.

The model performed strongly in identifying
a variety of propaganda techniques, particularly
in cases involving Appeal to Fear, Appeal to
Hypocrisy, and Loaded Language. For instance,
in Example 13:
bl £ A Gen G 0ol e Bl (2 G il sl L 37
(We warned Israel about the consequences of pur-
suing Hamas officials outside Palestine) was ac-
curately labeled as Appeal to Fear, as the phrase
evokes concern about potential repercussions. Sim-
ilarly, for Appeal to Hypocrisy, Example 7 includes:
“oantBall (A ae cond 32U il 48 et g3 i ) 8
(While Israel is fighting genocide, it is accused
of genocide), which effectively exposes perceived
inconsistencies in criticism. Another strong exam-
ple of Appeal to Hypocrisy appears in Example 8:
“Us nd (ol salls 4 ia) ol ) s ol () A S G
(where human dignity is, where human rights are,
and where respect is, the answer is Israel). These
instances highlight the model’s ability to identify
rhetorical strategies that challenge or question the
credibility of opponents.

The model also demonstrated proficiency in rec-
ognizing Appeal to Time, as seen in Example 6 with
“daidl 407 (The next massacre) and “dé coal eis o
(The war will not end before). Both spans empha-
size urgency and the inevitability of action, aligning
well with the intended technique. Additionally, the
model’s performance in labeling Questioning the
Reputation was consistent across multiple exam-
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ples. In Example 7, the span:

3o a5 L s (o8 DUl 355 O Lesie Ly ) Csia S o
“lea £\S i

(Where was South Africa when millions were killed
and displaced in Syria and Yemen by Hamas’s part-
ners?) effectively critiques perceived hypocrisy,
making the label appropriate. Similarly, in Exam-
ple 8, “clw¥l d S o (Where is human dignity) and
in Example 9,

ol F sl gl 5] ) pocl) WY s i 5 ¥l (Nee-
tanyahu never misses a chance to take pictures to
boost his declining political ratings), were correctly
identified as instances of questioning credibility.

The model’s labeling of Flag Waving was an-
other area of strength. For instance, in Example 7,
the span:

il i Ul ol s Ll (e gl 8 Lis e Llia) Joal i
“ )

(We will continue to preserve our right to defend
ourselves and secure our future until complete vic-
tory) was aptly labeled, as it appeals to patriotism
and unity.

For Exaggeration-Minimization, Example 7 in-

cludes “ce>wd” (Millions), while Example 5 includes
“s358)l Llle Lle  (High-quality operation). Both
spans are persuasive through their amplification
of scale or quality, making the assigned labels fit-
ting. Similarly, the False Dilemma technique is
well-demonstrated in Example 12 with:
“O) sl ol (a5l Joli li DY) (s e gl Y 7
(No negotiations with the occupation army over
prisoner exchange until the end of the aggression),
which frames the situation as lacking alternatives.
In Example 5, the span “csdl s juas gules 306 JS5 7
(All Hamas leaders are destined for death) simi-
larly constructs a binary scenario, reinforcing the
label’s validity.

8.1 Limitations

Overprediction of Labels The model exhibited
instances of overprediction, particularly for the
Loaded Language label. For example, in Example
10, «.i (Receiving) was labeled as Loaded Lan-
guage, despite being neutral. Similarly, in Exam-
ple 13, “u_i» (We warned) was labeled as Loaded
Language, though it does not carry an emotive or
charged tone. Mislabeling was also seen in Exam-
ple 12, where “¢ W& (Strip) was inaccurately labeled
as False Dilemma, which does not align with the
text’s intent. In Example 6, “cskad” (The captives)
was labeled as Name Calling, but it is more descrip-
tive than propagandistic.

Overly Broad or Irrelevant Spans The model
demonstrated a tendency to select overly broad
spans or include irrelevant elements within spans.
For instance, in Example 13, the span “das> cél s>
(Consequences of pursuing) was labeled as Loaded
Language, but only “consequences” carries the in-
tended emotional charge, while “pursuing” is neu-
tral. Similarly, in Example 8, “uses iel 52 e (Over
Hamas’s Daesh) was labeled as Questioning the
Reputation, but the inclusion of “.=” (Over) ex-
tends the span unnecessarily.

Unidentified Propagandistic Content The
model failed to identify certain propagandistic
content. For Example 4, no spans were identified
as propagandistic, yet the span

oila Ll BaleinY sais gl 45y Hlall ga ' ulea! e gliadll o)
(Eliminating Hamas is the only way to retrieve
the hostages) could be labeled as False Dilemma
or Appeal to Fear due to its framing of a singular
solution and invocation of threat.

In summary, the model demonstrates strong per-
formance in recognizing clear techniques such as
Loaded Language, Name Calling, and Appeal to
Fear, but occasionally mislabels neutral phrases or
includes extraneous content in spans. These find-
ings underscore the importance of refining span
selection and improving the accuracy of labels to
handle nuanced cases effectively.

9 Conclusion

This work highlights the effectiveness of integrat-
ing argumentation features into propaganda detec-
tion models for Arabic texts. By combining claims,
premises, and other argumentative elements with
advanced NLP methodologies, we demonstrate con-
sistent improvements over baseline models. Our
analysis of Arabic media narratives reveals the
model’s ability to detect diverse propaganda tech-
niques, offering valuable insights into rhetorical
strategies in politically sensitive contexts.

While translation and annotation quality present
challenges, the findings underscore the potential of
this approach for fostering transparency in conflict-
driven discourse. Future research should focus on
refining annotation and translation methods. These
advancements will contribute to building robust
NLP tools capable of analyzing and mitigating the
impact of propaganda in sensitive geopolitical con-
texts.
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A Propaganda Techniques Definition

In this section, we provide the definitions of the propaganda techniques included in the dataset, as outlined
in (Piskorski et al., 2023).

Al

A2

A3

ATTACK ON REPUTATION

Name Calling-Labelling: a form of argument in which loaded labels are directed at an individual,
group, object or activity, typically in an insulting or demeaning way, but also using labels the target
audience finds desirable.

Guilt by Association: attacking the opponent or an activity by associating it with another group,
activity, or concept that has sharp negative connotations for the target audience.

Doubt: questioning the character or the personal attributes of someone or something in order to
question their general credibility or quality.

Appeal to Hypocrisy: the target of the technique is attacked based on their reputation by charging
them with hypocrisy/inconsistency.

Questioning the Reputation: the target is attacked by making strong negative claims about it,
focusing specially on undermining its character and moral stature rather than relying on an argument
about the topic.

JUSTIFICATION

Flag Waiving: justifying an idea by exhaling the pride of a group or highlighting the benefits for
that specific group.

Appeal to Authority: a weight is given to an argument, an idea or information by simply stating that
a particular entity considered as an authority is the source of the information.

Appeal to Popularity: a weight is given to an argument or idea by justifying it on the basis that
allegedly “everybody” (or the large majority) agrees with it or “nobody” disagrees with it.

Appeal to Values: a weight is given to an idea by linking it to values seen by the target audience as
positive.

Appeal to Fear-Prejudice: promotes or rejects an idea through the repulsion or fear of the audience
towards this idea.

DISTRACTION

Straw Man: consists in making an impression of refuting an argument of the opponent’s proposition,
whereas the real subject of the argument was not addressed or refuted, but instead was replaced with
a false one.

Red Herring: consists in diverting the attention of the audience from the main topic being discussed,
by introducing another topic, which is irrelevant.

Whataboutism: a technique that attempts to discredit an opponent’s position by charging them with
hypocrisy without directly disproving their argument.
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A4 SIMPLIFICATION
» Causal Oversimplification: assuming a single cause or reason when there are actually multiple

causes for an issue.

* False Dilemma-No Choice: a logical fallacy that presents only two options or sides when there
are many options or sides. In extreme, the author tells the audience exactly what actions to take,
eliminating any other possible choices.

* Consequential Oversimplification: is an assertion one is making of some “first” event/action
leading to a domino-like chain of events that have some significant negative (positive) effects and
consequences that appear to be ludicrous or unwarranted or with each step in the chain more and
more improbable.

A5 CALL
* Slogans: a brief and striking phrase, often acting like an emotional appeal, that may include labeling

and stereotyping.

* Conversation Killer: words or phrases that discourage critical thought and meaningful discussion
about a given topic.

» Appeal to Time: the argument is centered around the idea that time has come for a particular action.

A.6 MANIPULATIVE WORDING

* Loaded Language: use of specific words and phrases with strong emotional implications (either
positive or negative) to influence and convince the audience that an argument is valid.

* Obfuscation-Vagueness-Confusion: use of words that are deliberately not clear, vague, or ambigu-
ous so that the audience may have its own interpretations.

+ Exaggeration-Minimisation: consists of either representing something in an excessive manner or
making something seem less important or smaller than it really is.

» Repetition: the speaker uses the same phrase repeatedly with the hope that the repetition will lead to
persuading the audience.
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B Distribution of propaganda techniques across the datasets
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Figure 1: Propaganda Techniques Distribution: Ratios of Labeled Tokens and Documents
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C Propaganda annotated examples of the narratives of the Israeli war on Gaza

Arabic

aSiadls e Ualia g @llaly (ulaad S 6L ol s JaiSa all o (5 e il (530 o oS ) Al
Ostany (ules 338 o)) (paSlia 538 336 (63 5 sin () s 5 aSilal 5 A< ADln e g
pell Aglaa (5l sl

Translation

A message to the residents of the Zeitoun neighborhood: You know that the neigh-
borhood is crowded and full of Hamas hideouts. Therefore, for your safety and the
safety of your families and loved ones, move to the south of Wadi Gaza. Be assured
that Hamas leaders are sheltering themselves and trying to protect themselves.

Labeled Spans

» L (“crowded”) - Loaded Language

(s2les (“full”) - Loaded Language
» (S (“be assured”) - Loaded Language

o Osuaniy (“sheltering themselves™) - Loaded Language

Table 4: Example 1 - Biased against Palestine

Arabic

Al e ) s asas e ELEB‘?AWLAAKSJQ@M\ N L)'“:‘:'JEJJ:’@JJJ\J‘ sy
Lelana 5 (ulan 41S5 5 angl) e il oy Ul 1 a0 138 e 25 sY) Gulaall fla Y
IS Jpalitil ' 558 e qalaall (3 Sl puslft e A )

Translation

The European Union lists the head of Hamas’ political bureau in the Gaza Strip,
Yahya Sinwar, on the "terrorism” list. European Council: "’ This decision is part of
the Union’s response to the threat posed by Hamas and its brutal attacks on Israel
on October 7.” For more details.

Labeled Spans

o )Y (“terrorism”) - Loaded Language, Name Calling/Labeling
o ¢l (“threat”) - Loaded Language

o Al ol Lilesa 5 (“its brutal attacks™) - Loaded Language

Table 5: Example 2 - Biased against Palestine
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Arabic

tOL olen A8 alaal 20 ) (55 83 56 (A jlaall e o) i oAy s (S ed) )
i G L G sanddl) 5 0l o) Gl of 0 S Ll 825 Y LY Tda ) Lasm il (e
S8 il s b

Translation

U.S. President Joe Biden considers that the continuation of battles in Gaza may lead
to the achievement of Hamas’ goals. Biden: “Hamas launched a terrorist attack
because it fears nothing more than Israelis and Palestinians living side by side in
peace.” For more details.

Labeled Spans

o dladl (“battles”) - Loaded Language

o Lila ) Lo s (“launched a terrorist attack™) - Loaded Language, Exaggera-
tion/Minimization

o L aas (“fears nothing”) - Loaded Language

o Ooben A8 a Caloal s Y o 8308 (8 el i et o (“the continuation of
battles in Gaza may lead to the achievement of Hamas’ goals™) - Causal Over-
simplification

o L&Y Ll ) L saa s (e (“Hamas launched a terrorist attack because”) - Causal
Oversimplification

o o im0 sashanddl 5 0 sl o) Gom of o S0 Tt 225 LY Tda ) Lo i (e
abus A s (“Hamas launched a terrorist attack because it fears nothing more
than Israelis and Palestinians living side by side in peace”) - Flag Waving

Table 6: Example 3 - Biased against Palestine

Arabic

Balxin B sl A3y Hhall s ' (aleat e e lialll ¢ sty (i 53 san ity Ll 5V A 55
Coa Y gila

Translation

The Israeli Minister of Finance, Bezalel Smotrich, says that eliminating ’Hamas’ is
the only way to retrieve the hostages.

Labeled Spans

None

Table 7: Example 4 - Biased against Palestine
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Arabic a8 JS g 32 pall ddle dulae (55 el JUie) 2 ouldl pud Calshae Oo Cigigal Gt | dale
' gall pA juaa olea

Translation Breaking: ‘Yedioth Ahronoth citing Israeli officials’: ‘The assassination of al-Arouri
is a high-quality operation, and all Hamas leaders are destined for death.’

Labeled Spans
« Juiel (Assassination) - Loaded Language

« 33520 4lle (High-quality) - Loaded Language

o Dgall aa juae (e 338 JS 5 (All Hamas leaders are destined for death) - False
Dilemma-No Choice

o Ol ) ol g 5ua (Israeli officials) - Obfuscation-Vagueness-Confusion
o Juie) (Assassination) - Name Calling-Labeling
o 335l 4lle (High-quality) - Name Calling-Labeling

o Cisall ad jras ile 2326 K550 sl Adlle dulee (g )5 ) JUie) (The assassination of
al-Arouri is a high-quality operation, and all Hamas leaders are destined for
death) - Appeal to Fear-Prejudice

« Juiel (Assassination) - Exaggeration-Minimisation

¢ 3352l Alle Llee (High-quality operation) - Exaggeration-Minimisation

Table 8: Example 5 - Biased against Palestine
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Arabic

calaal JS 35 e () gannan ni - 58S e all) 8 Caady ) il i - ; el | dale
Y Ll (g g laal) & el Lyal -5 e o Ul Ldlidasale) 5 Galud) juaill (e W Y - ol
Ciga g - ban o o liadl) cany A ¢ g Al Ll 3 Adl@l Al - @l (e Linie 43lSal aaf
cligias ol - Sl L o ading (S ae Lo lis Cilelia el Qi (e 3 3y aliil] 2 S
Y - Ll 3l A aallae aly OS5 aua IS0 108 et e LAl - ol ol am 5 (o oy
et e barall @l jlie (e Slesa sl g aa) ST (- SREY (a seady LB AS G e aal i
Ua ey b A jlee LeiSay JUll g Galas 35008 Capaind lad - Jarial) 1ag oldl) Lgiay Hhad
dali o oliadl) L - 336 8 Cilibs gise 4l pae G seadn alla e 30 Y i gall - (4 ghasdl)
dM\AASM_Z\.AQ_A\d\AS\dﬁuﬁ\@u&;bﬁ@&m&\ﬁ;@@uﬁuiu&‘i}wm
ot cadl el e U et Al 4 5

Translation

Breaking: Netanyahu: - We will not forget the atrocities that occurred on October 7
- We are determined to achieve all the goals of the war - There is no alternative to
decisive victory and the return of our captives in the Gaza Strip - We have the right
to defend ourselves, and no one can prevent us from doing so - The next massacre
against our children is a matter of time; therefore, Hamas must be eliminated - The
government has been directed to further activate a local defense industries program
to rely more on ourselves - Any investigations should take place after the war -
Relations with Egypt are well-managed, and every country has its own interests
to worry about - I do not back down from anything I said about Qatar - I will not
back down from any pressure path on Hamas, and Qatar can exert such pressure -
Qatar hosts Hamas leaders and can therefore exert pressure regarding the captives
- The stance remains unchanged regarding the non-establishment of settlements
in Gaza - Our goal is to eliminate Hamas authority, and we cannot allow armed
forces to remain in Gaza; the war will not end before completing the mission - The
International Court of Justice has not forced us to end the war.

Labeled Spans

o xad) (Atrocities) - Loaded Language

o @bl il (Decisive victory) - Loaded Language
¢ 4a)dl (Massacre) - Loaded Language

* &l (Worried) - Loaded Language

o Lzl (Pressure) - Loaded Language

o (s shidl (The captives) - Name Calling-Labeling

+ Bl (Relations) - Doubt

¢ 48l 4x,04) (The next massacre) - Appeal to Time

o ibes o oLl g A ¢ 5 Alls (A matter of time; therefore, Hamas must be
eliminated) - Appeal to Time

o Ji o all &5 (Before the war ends) - Appeal to Time

Table 9: Example 6 - Biased against Palestine
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Arabic

Llle

o) W) - anliBally (o g cani Baly) il e 4 ol 3 Bl 8- saliif | Jale

elanl) U oy L 3 sin (38 ) em - SV 5 e YY) ol (g e e Ll Lglia
Jaal g - (ulan 2158 0 o el 5 Ly a8 D) 0 g 8 Lesie Uiy 8 o g S (4 -
336 cat JalSl paill s Ul cpali s Lt e g laal) 8 Lis e Laliad)

Translation

#Breaking | #Netanyahu: - While Israel is fighting genocide, it is accused of geno-
cide - Today we saw an upside-down world as we fight terrorists and lies - The
hypocritical cries from South Africa reach the heavens - Where was South Africa
when millions were killed and displaced in #Syria and Yemen by Hamas’s partners?
- We will continue to preserve our right to defend ourselves and secure our future
until complete victory.

Labeled Spans

=533 (Genocide) - Loaded Language

=5 3304 (Accused of genocide) - Loaded Language
uSYI 5 cpula Y (Terrorists and lies) - Loaded Language
3w #)_wa (Hypocritical cries) - Loaded Language

il 2,58 5 (Displaced millions) - Loaded Language

Ll L st Lalle o sl U - Coni 80Ul (o8 gl Cani 83 il 4 olas 3 )l 8
O - elandl (U Josmy LW 531 o sin (383 ) o - S il Y1) s g e e
osbaa 21858 0 (e adll 5 Ly saff (A Gkl 255 I8 Leie Uy 8 i <ilS (Where
was South Africa when millions were killed and displaced in Syria and Yemen
by Hamas’s partners?) - Questioning the Reputation

) - amd 3ol A weth a8l Juil e 4d e (53 < 5 & (While Israel fights
genocide) - Appeal to Hypocrisy

L skia (Upside-down) - Appeal to Hypocrisy
Oxla Y (Terrorists) - Name Calling-Labeling
wibes ¢S )% (Hamas’s partners) - Name Calling-Labeling

Jal&ll jail) i Uliie (el s Ldil e gla) 8 Las o Blial Joal s (We will
continue to preserve our right to defend ourselves and secure our future until
complete victory) - Flag Waving

Sy U Lexie Uy i o gia <l o (Where was South Africa when killed and
displaced) - Doubt

obes S0y Je Gl 5L s 3 (In Syria and Yemen by Hamas’s partners) -
Doubt

el (Millions) - Exaggeration-Minimisation

Table 10: Example 7 - Biased against Palestine
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Arabic

L Gl Giles (el 33 (o Jil el cond G5 ms Lo gl b taas e (5 8 a) lna il
il (& salld dal ginl G Gleil) s ol elaal) Al S o i (b cailals G Se
Al e 13l s Bladl a3l Caalai Lagia (Y L saga s Lo s (35S le ) Sl

Translation

My Algerian friend asked me again: Oh Avichai, what is the secret of Israel’s
superiority over Hamas’s Daesh, not only militarily? I replied: If you ask where
human dignity is, where human rights are, and where respect is, the answer is Israel.
I thank God for being Jewish and Zionist because from them I learned what life and
humanity mean.

Labeled Spans

o =l 58 (Superiority of a people) - Questioning the Reputation
o wlea (el g e (Over Hamas’s Daesh) - Questioning the Reputation
« Oyl 4d S ol (Where is human dignity) - Questioning the Reputation

o el (A O salli 4dl i) o Gl G sis ool (Where are human rights and respect?
The answer is Israel) - Questioning the Reputation

« alls (Asked) - Appeal to Hypocrisy

o J9l o o o sadl Al gis) o Gl i o las) A4l S o (Where is human
dignity, where are human rights and respect? The answer is Israel) - Appeal to
Hypocrisy

* (slea (iel 2 (Hamas’s Daesh) - Name Calling-Labeling
* Wisgas b s (Jewish and Zionist) - Name Calling-Labeling

o lea Uil o e il el 358 s (The secret of Israel’s superiority over
Hamas’s Daesh) - Doubt

Table 11: Example 8 - Biased against Palestine

Arabic

Sl Sl laws 531 5 80 (55350 Gy ol gn 'Ringdl B (B3 5EH 0 G ) 61 )08l Gt
Corrbanaliff Lanlgns 4 slgiall dagd @ )1 Ly pacall RGN i 3 gty Y saltift! At Y1 5 Lo
Eaanl Sttt

Translation

The Israeli Prime Minister visits Gaza during the time of the truce” with Hamas.
The President of the Middle East Forum for Political and Strategic Studies says:
”Netanyahu never misses a chance to take pictures to boost his declining political
ratings.”

Labeled Spans

o 43¢l (Truce) - Loaded Language
* 4545 (Declining) - Loaded Language

o Lo 1y sl dngad @8 5) ) sl LG G 358y el (Netanyahu never misses
a chance to take pictures to boost his declining political ratings) - Questioning
the Reputation

o 43¢)) (Truce) - Name Calling-Labeling

« gl (Truce) - Appeal to Time

Table 12: Example 9 - Biased against Israel
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Arabic dena (il e (e eles S a auly 3Ll 5 ) Al el g diiiay el jund) Al g b ddaal
556 Caf Al ) sasal e e ) okl alas dlediad Lusales
Translation The moment the father of the released prisoner under the ”Wafa al-Ahrar” deal and
spokesman for the Hamas movement in Jerusalem, Muhammad Hamada, received
the news of the martyrdom of his son, who was displaced to Gaza from the town of
Sur Baher.
Labeled Spans
. @l\ (Receiving) - Loaded Language
+ 4l (Released) - Loaded Language
* il (Martyrdom) - Loaded Language
« sl L) (Released Prisoner) - Name Calling-Labeling
* Y ¢léy(Wafa al-Ahrar) - Name Calling-Labeling
Table 13: Example 10 - Biased against Israel
Arabic il allall je (ules o sa Llaus pe Calalaill jeliia o)) 4 el 4 3l 20 ga 5l Adima 3 JUa
Ol 4 sal) Alsall 8355l o | agililae G Cuianlil) Cpiadll ai3 36 e asngd e
SRV 3E a3 e gl e bl ) sl
Translation An article in the French newspaper ”Le Monde” stated that feelings of sympathy
for the victims of Hamas’s attack worldwide shifted after the attack on Gaza toward
Palestinian civilians due to their suffering. Highlights from international press
coverage of the Israeli war on Gaza.
Labeled Spans

o <ahlxill (Sympathy) - Loaded Language

* asaa Llaa (Victims of Attack) - Loaded Language
o+ &l (Shifted) - Loaded Language

* ~5»¢) (Attack) - Loaded Language

¢ agllilzs (Their Suffering) - Loaded Language

* a4 (Attack) - Name Calling-Labeling

Al e (Worldwide) - Exaggeration-Minimisation

Table 14: Example 11 - Biased against Israel
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Arabic e s Y realgdind Jis p allg Adls o s 5l el JAT 8 (g 5 lall mllia (ules A (galsl)
LYW s 38 Copaf s e gl e o) saadl olgil s (s o) Jals Ly DY) Gl
Translation Hamas leader Saleh Al-Arouri in his last televised interview on Al Jazeera before

his martyrdom: No negotiations with the occupation army over prisoner exchange
until the end of the aggression on the Gaza Strip.

Labeled Spans

23l (Martyrdom) - Loaded Language
o522l (Aggression) - Loaded Language

Osaad el a s ) Jali ol JNAY) Glas ga o5l Y (No negotiations with
the occupation army over prisoner exchange until the end of the aggression) -
False Dilemma-No Choice

¢ Uad (Sector/Strip) - False Dilemma-No Choice
JUaY) s (Occupation Army) - Name Calling-Labeling

o) 522l (Aggression) - Name Calling-Labeling

Table 15: Example 12 - Biased against Israel

Arabic

obas (o Ol 5 5use A8l Bl 5o (e il padd Liydat A4S il Al J e 0o S50 | dale
'S 5 g Ly (el 2 A

Translation

Breaking | Reuters quoting a Turkish intelligence official: *We warned Israel about
the consequences of pursuing Hamas officials outside Palestine, including in Turkey.’

Labeled Spans

U3 (We warned) - Loaded Language
483 <l se (Consequences of pursuit) - Loaded Language

Cpbandd = A (e e (g pmse Adale il ge (e J) el U3 (We warned Israel about
the consequences of pursuing Hamas officials outside Palestine) - Appeal to
Fear-Prejudice

Table 16: Example 13 - Biased against Israel

Arabic

Ll il 8 Sl ol 5 ) 588 Ll 30 (m S () (danf A8yl dni Sle) Jilas s oS3
e b Wllad aid]

Translation

Media affiliated with the Hamas movement reported that more than 30 people were
killed and dozens injured in an Israeli bombing of Jabalia camp in the north.

Labeled Spans

i (Bombing) - Loaded Language

Table 17: Example 14 - Biased against Israel
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Arabic

06 O an s GV JaiSa Gl ) e 48l 5 (5 5 ba) Jliie) ciia

Translation

Haniyeh: The assassination of Al-Arouri and his companions is a fully-fledged
terrorist act, and Hamas will not be defeated.

Labeled Spans

« Jliel (Assassination) - Loaded Language

o K Jae (Terrorist Act) - Loaded Language

e 48U, 55 =l (Al-Arouri and his companions) - Questioning the Reputation
« OS_YI (Fully-fledged) - Questioning the Reputation

AP (Will not be defeated) - Questioning the Reputation

 USY) Jei (Fully-fledged) - Obfuscation-Vagueness-Confusion

o sl Juiel (Assassination of Al-Arouri) - Name Calling-Labeling

o S Jae (Terrorist Act) - Name Calling-Labeling

o ase O ol s SV JaiSa s ) Jee (Fully-fledged terrorist act, and Hamas will
not be defeated) - Exaggeration-Minimisation

* 4.4 (Haniyeh) - Appeal to Authority

o OOV JaiSa ) Jee (Fully-fledged terrorist act) - Appeal to Authority

Table 18: Example 15 - Biased against Israel

Arabic b Rgallall Asall g 66 e (A duelead) 3oLV e lda A3 5all Jaall AaSaa il e cus
ol AT 55 i ilen gea b S Al il
Translation Arab approval of the measures by the International Court of Justice regarding

preventing genocide in Gaza, and "WHO’ rejects Israeli accusations of *collaboration
with Hamas.” Discover the top #news of the day.

Labeled Spans

o deleall3aLY) (Genocide) - Loaded Language
o+ «llgd (Accusations) - Loaded Language
+ skl gl (Collaboration) - Loaded Language

o 'oslen el il AL ) ilalgdl (b i 'Aallel) Asuall CWHO rejects Israeli accu-
sations of collaboration with Hamas’) - Questioning the Reputation

¢ 'wles as 5kl 8 (°Collaboration with Hamas’) - Name Calling-Labeling

Table 19: Example 16 - Biased against Israel
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Arabic L] (a2 3] 8 ) BlLlY] Aingll 1 o may L 8 o 82Y) oa GV 5 ¢ olen A8
Al Aiagll Ja gl (adiy
Translation Hamas Movement: Agreement was reached with the brothers in Qatar and Egypt to

extend the temporary humanitarian truce for an additional two days under the same
terms as the previous truce.

Labeled Spans

o A8 5all ALuy) Lagl) (Temporary Humanitarian Truce) - Loaded Language
« +1i3Y) (Brothers) - Name Calling-Labeling

+ 4Ly (Humanitarian) - Name Calling-Labeling

Table 20: Example 17 - Biased against Israel
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