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Abstract

In this paper, we enrich Arabic Natural Lan-
guage Processing (NLP) resources by intro-
ducing the "Nakba Topic Classification Cor-
pus (NTCC)," a novel annotated Arabic cor-
pus derived from narratives about the Nakba.
The NTCC comprises approximately 470 sen-
tences extracted from eight short stories and
captures the thematic depth of the Nakba nar-
ratives, providing insights into both historical
and personal dimensions. The corpus was an-
notated in a two-step process. One third of
the dataset was manually annotated, achiev-
ing an IAA of 87% (later resolved to 100%),
while the rest was annotated using a rule-based
system based on thematic patterns. This ap-
proach ensures consistency and reproducibility,
enhancing the corpus’s reliability for NLP re-
search. The NTCC contributes to the preserva-
tion of the Palestinian cultural heritage while
addressing key challenges in Arabic NLP, such
as data scarcity and linguistic complexity. By
like topic modeling and classification tasks, the
NTCC offers a valuable resource for advancing
Arabic NLP research and fostering a deeper
understanding of the Nakba narratives

1 Introduction

Automatic document categorization has gained sig-
nificant importance due to the continuous influx
of textual documents on the web. The rise of the
Internet and Web 2.0 has led to an unprecedented in-
crease in unstructured data generated from various
sources, particularly social media. This vast array
of unstructured information presents both a chal-
lenge and an opportunity for data processing and
management, enabling researchers to extract mean-
ingful insights. One of the key tasks in this realm is
text classification, which has witnessed substantial
advancements recently, particularly with the ad-
vent of machine learning (ML) techniques (Elnagar
et al., 2020).

Text categorization, often referred to inter-
changeably as text classification, involves predict-
ing predefined categories or domains for a given
document. This automated process can either iden-
tify the most relevant single category or multiple
closely related categories. Given the enormous vol-
ume of available documents online, manual clas-
sification is impractical, necessitating automated
classifiers that transform unstructured text into
machine-readable formats (Elnagar et al., 2020).

While text categorization has been well-studied
in several languages, including English, the Arabic
language remains underrepresented in this research
area. Despite Arabic being the fourth most widely
used language on the Internet and the sixth offi-
cial language recognized by the United Nations
(Wahdan et al., 2024), there are few studies focus-
ing on Arabic text classification (Alyafeai et al.,
2022). The scarcity of comprehensive and acces-
sible Arabic corpora presents significant obstacles
for researchers. Most existing datasets are small,
lack predefined classes, or require extensive modifi-
cations before use. This limitation complicates the
validation and comparison of proposed methods,
hindering progress in Arabic text categorization
(Elnagar et al., 2020).

In this paper, we introduce the NTCC, a new
Arabic dataset specifically designed for emotion
detection in narratives surrounding the Nakba—a
pivotal event in Palestinian history characterized by
displacement and loss. These stories are crucial for
preserving the historical events and documenting
the suffering of the Palestinian people since 1948.
Our dataset encompasses five distinct categories:
(1) historical events and politics, (ii) emotions and
spirituality, (iii) nature and daily life, (iv) homesick-
ness and war/conflict, and (v) others. "Others" is
dedicated to sentences that do not belong to any of
the defined categories. This structure aims to pro-
vide researchers with flexibility in annotation and
a more nuanced understanding of the narratives.
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By releasing this dataset, which consists of ap-
proximately 470 sentences extracted from eight
stories, we aim to facilitate the application of vari-
ous NLP and machine learning related tasks. Our
Arabic annotated corpus will pave the way for re-
searchers in machine learning and NLP to con-
duct numerous studies, potentially leading to ad-
vancements in sentiment analysis, topic modeling,
and other classification tasks. Notable works in
this area include the use of deep learning models
for text classification, sentiment analysis using re-
current neural networks (RNNs), and transformer-
based architectures such as BERT for enhanced
context understanding.

This work contributes to preserving Palestinian
heritage and the Palestinian issue by documenting
these experiences. Our objective is to enhance
the predictive capabilities for semantic analysis
on future unseen data, while contributing to the
growing body of research in Arabic corpora and
text classification.

This paper is organized as follows. In Section
2, we present prior and recent research on Arabic
topic classification. Section 3 provides a compre-
hensive analysis of the data handling. Section 4
summarizes the steps followed, and describes the
proposed approach for corpus construction. In Sec-
tion 5, we conclude and point out ideas for future
search.

2 Related Work

The construction and utilization of structured Ara-
bic corpora are essential for advancing Arabic text
classification and Natural Language Processing
(NLP). Due to the unique challenges posed by
Arabic—including its complex morphology, rich
dialectal variations, and limited open-source re-
sources—the development of specialized corpora
has become a focal point in recent studies.
Albared et al. (2023) propose an approach to
Arabic topic classification using generative and Au-
toML techniques, demonstrating how the success
of classification models is heavily dependent on
high-quality, diverse datasets. This study under-
scores the necessity of large, labeled corpora that
allow models to generalize effectively, addressing
Arabic’s unique linguistic challenges. In a similar
direction, the OSAC (Open-Source Arabic Cor-
pora) initiative (Saad and Ashour, 2010) tackles
resource scarcity by providing open-access corpora
to improve classification and clustering. OSAC
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compiles a wide range of Arabic texts, including
social media and news articles, thereby support-
ing the development of more robust classification
models.

In line with OSAC, the Ahmed and Ahmed
(2021) study on Arabic news classification devel-
ops a specialized corpus that enhances machine
learning algorithms for news categorization. It
stresses the importance of balanced data across
categories to mitigate classification biases. Like-
wise, systematic reviews such as (Elnagar et al.,
2020) identify trends across Arabic NLP resources,
noting that existing corpora often suffer from do-
main specificity and dialectal homogeneity. These
studies collectively advocate for more diversified
corpora that cover both Modern Standard Arabic
(MSA) and regional dialects to bolster model ro-
bustness across different language forms.

Addressing specific NLP challenges, AL-
Sarayreh et al. (2023) discuss data augmentation
and annotation techniques as solutions to enrich
Arabic corpora, especially in low-resource contexts.
They suggest that creative approaches to annotation
and corpus expansion are essential for capturing
Arabic’s linguistic diversity. Furthermore, Wahdan
et al. (2024) emphasizes the importance of domain-
specific corpora and advocates for expanding cor-
pus types to represent the broader spectrum of Ara-
bic content. This work argues that larger and more
varied datasets can yield substantial improvements
in classification accuracy and task transferability.

In summary, as Arabic NLP research progresses,
the development of specialized, open-source, and
diverse Arabic corpora remains critical. The afore-
mentioned studies contribute to this goal by offer-
ing resources that not only enhance classification
accuracy, but also address broader challenges re-
lated to language variation, resource availability,
and domain-specific needs in Arabic NLP.

3 Data Handling

We want to construct a new Arabic topic classifi-
cation corpus based on the Nakba narratives. The
raw data represents a set of Nakba short stories that
contains the narratives of Nakba, e.g. the suffering,
memories, ... etc. as they were told by refugees.
The stories were taken from the Nakba Archive
website!.

"https://www.nakba-archive.org
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3.1 Raw Data Gathering

On the Nakba Archive website, in the project sec-
tion, we have extracted a collection of eight Nakba
stories, written by different authors, which are in
PDF format. Each of these stories needs a special
attention to become suitable for NLP related tasks.

3.2 Data Cleaning

In addition to the Arabic diacritics that rarely
appear in the text. We noticed that the stories
contain some special characters, a few English
texts, and web references as uniform resource lo-
cators (URLs). The diacritics were removed us-
ing the PyArabic (Zerrouki, 2023) Python library.
Whereas, the remaining noise was removed using
regular expressions.

3.3 Data Preprocessing

We want to create/construct an annotated dataset
for topic classification that is taken from Nakba
stories. We started this task by data preprocessing,
which falls into three main steps:

Convert PDF to Structured Format Although
the PDF is primarily a format for visual presen-
tation, it contains unstructured data. Instead, we
decided to convert to a structured format like CSV
or Excel. This not only makes it easy to work
with NLP tools/libraries such as Pandas and NLTK
(Bird et al., 2009), but also allows any additional
metadata to be stored alongside the text.

Text Normalization With the help of PyArabic,
we normalized the Arabic text by removing the
extra white spaces and the Tatweel.

Paragraph to Sentences Each paragraph was
split into sentences based on appropriate sen-
tence ending using the NLTK Python library.
This will enable us to annotate the sentences eas-
ily, and add the corresponding labels in the fu-
ture. The eight stories result in a set of 605 sen-
tences. As part of the preprocessing stage, meaning-
less sentences—such as incomplete phrases, non-
informative lines (e.g., "etc."), or formatting arti-
facts—were manually identified and removed by
annotators. This process ensured that the dataset,
which ultimately consisted of 473 contextually rel-
evant sentences, was clean and ready for further
analysis.
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3.4 Topic Categorization

To categorize the topics covered in each story found
on the Nakba archive website, two experts analyzed
the text and listened to the interviews made with
refugees. The experts were able to classify the
Nakba stories’ topics into four main categories. We
also added the "Other" category to avoid mismatch
in classification.

Historical Events and Politics: This category
includes key historical and political events of
the Nakba, including key events, political de-
cisions, and their implications on Palestinian
society.

Emotions and Spirituality: This category in-
cludes narratives that express deep emotional
experiences such as grief, loss, and hope,
alongside spiritual reflections.

Nature and Daily Life: This category merges
the depiction of the natural Palestinian land-
scape with the rhythms of everyday life.

Homesickness and War/Conflict: This cate-
gory covers the emotional longing for a lost
homeland and the harsh realities of war and
conflict. It combines narratives that express
a deep sense of nostalgia and displacement
with stories that highlight the struggles and
violence experienced during the Nakba, em-
phasizing the enduring impact of conflict on
individuals and communities.

Table 1 contains relevant examples of those five
categories. We are going to use these categories
as a basis for creating and annotating the Nakba
Arabic topic classification corpus.

3.5 Corpus Category-Based Stats and
Visualization

This work contributes to preserving Palestinian her-
itage by documenting these experiences, aligning
with recent efforts in NLP for cultural preservation
(Cabezas et al., 2022).

Nakba Stories Stats We are working with a rel-
atively small dataset of stories. Table 2 shows the
"No. of Tokens" for the eight Nakba stories.

Nakba Stories Word-Cloud The word-cloud in
Figure 1 visually represents the most frequent terms



Category

Arabic Keywords Examples

Translation

Historical Event & Politics
Emotions & Spirituality
Nature & Daily Life

Homesickness & War-Conflict

LS i Ol
ol (o Al cli
o (G3gall S

Nakba, Repressive Policies
Faith, Sadness Feelings
Working in the Fields, Sunrise

Bombing, Dream of Return

Table 1: The topic categories found in Nakba stories.

ID Arabic Title English Title No. of Tokens
1 il Introduction 556
2 s NS An Enduring Memory 1472
3 lsb Queues 2082
4 é Wl Jsle y_i Abu Adel, The Opener 2069
5 ne> Longing 1113
6 Ll LG 5 b oWl Smoke, bread, & Barbed Wire 1479
7 A ;‘ The Martyr’s Mother 1700
8 el ol J s How Can I Forgive? 1817

Table 2: The statistics of the Nakba stories.

e el
o |

Figure 1: The Nakba stories presented as word-cloud.

in the dataset, with the size of each word corre-
sponding to its frequency of occurrence. It can be

clearly seen that the Arabic word _n ‘jla /TwAbyr/,
(Eng: Queues) is among the most frequent words
in the Nakba stories. TwAbyr represents suffering
in the daily life activities at refugee camps.

Being done with data handling steps, which are
depicted using flowchart in Figure 2. We are ready
for the next steps that relate to corpus construction.

4 Corpus Construction

This section presents our approach to developing
a topic-classification dataset derived from Nakba
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narratives. Given that Arabic NLP research has
historically received less attention than research
on Western languages (Darwish et al., 2020), our
work aims to enrich Arabic NLP resources with
this specialized Nakba corpus.

4.1 Data Annotation

The topics covered in the Nakba stories were clas-
sified into five categories (including "Others"), as
shown in Table 1. Annotating the corpus involved
labeling the content of all stories, sentence by
sentence, using one of the five categories. To
achieve this, we employed a two-phase process
that combined manual and automated annotation
approaches.

In the first phase, a random sample of 33.33% of
the dataset was manually annotated by two experts
to establish a ground truth. This subset was care-
fully reviewed and refined over two iterative rounds,
achieving an inter-annotator agreement (IAA) of
87%, which increased to 100% after resolving dis-
agreements. The resulting ground truth subset
served as the benchmark for evaluating various
automated annotation methods.

In the second phase, the remaining two-thirds
of the corpus were annotated using a rule-based
classification system, which leveraged thematic



Data Handling Flowchart

Raw Data Gathering

v
(Extract Nakba Stories (PDF format))

v

-

Remove Diacritics (PyArabic)
]

Eliminate Noise (Regex)

]

Data Preprocessing

]
[Convert to Structured Format (CSV/ExceI)]

[Normalize Text (Remove Whitespaces, Tatweel)]

]
[Split Paragraphs into Sentences (NLTK)]
v

Topic Categorization

)
(dentify Categories (8 categories)]

(Corpus Category-Based Stats and Visualization)
v

Summarize Story Stats

]
(Generate WordCloud (Frequency of Terms))

Figure 2: Data handling for Nakba stories.

keywords and linguistic patterns identified from
the manually annotated subset. For example, sen-
tences mentioning terms such as "diaspora" or
"exile" were categorized under Homesickness &
War/Conflict, while sentences referencing political
events were classified as Historical Events & Pol-
itics. This rule-based method, refined iteratively,
demonstrated the highest accuracy compared to
other methods such as KMeans clustering (Lloyd,
1982), TFIDF (Bafna et al., 2016), and AraBERT
(Antoun et al., 2020).

The evaluation of these models focused on their
ability to replicate expert annotations without addi-
tional training or fine-tuning. The aim was not to
replace expert annotations for this relatively small
dataset of 470 sentences but to assess the feasibility
of using these models as scalable tools for anno-
tating larger datasets in the future. By combining
manual annotations with the rule-based system, we
ensured consistency and reproducibility, creating a
reliable corpus for advancing Arabic NLP studies.

These results are obtained using the rule-based
(RB) classifier. Figure 3 presents the distribution
of stories across five categories: Historical Event
& Politics (HEP), Emotions & Spirituality (ES),
Nature & Daily Life (NDL), Homesickness & War-
Conflict (HWC), and Others. The "HEP" category

52

Category Distribution of Stories

Number of Stories
g g &8 & 8

8

°

Categories

Figure 3: The category distributions in all stories.

Category Distribution for Each Story

Categories
B Emotions & Spirituality
[ Historical Event & Politics
I Homesickness & War-Conflict
B Nature & Daily Life
3 Others

Number of Categories
N w2 u @
5 8 &8 8 3

5

°

Stories

Figure 4: The category distributions for each story.

dominates with 332 entries, followed by "ES" with
96 entries. Categories such as "NDL," "HWC,"
and "Others" are represented by fewer entries, with
22, 10, and 17 entries, respectively.This distribu-
tion suggests a strong emphasis on political and
emotional themes in the dataset, while other topics,
such as daily life and conflict-related stories, are
less prevalent. The imbalance in category distribu-
tion points to the dataset’s thematic concentration
on historical and political narratives, highlighting
potential gaps in diversity regarding more personal
or nature-related themes.

Figure 4 illustrates the distribution of categories
across eight stories, as obtained using the rule-
based classifier. "HEP" appears most frequently,
followed by "HWC." "ES" and "NDL" are rep-
resented less frequently, while the "Others" cate-
gory is rarely mentioned. Story 8 stands out with
the highest number of categories, with "HEP" and
"HWC" being the dominant themes. This chart
highlights the varying thematic focus of the sto-
ries, with political and emotional topics being more
prevalent in the dataset.

4.2 Inter-Annotator Agreement

It is important to review the resulting topic clas-
sification labels obtained using the different three
approaches. With assistance from two experts, the



ID Type/ Approaches

Arabic Text

195 Agreement/ Expert 1 vs. Expert 2
332 Disagreement/ Expert 1 vs. Expert 2
341 Agreement/ RB vs. Experts

361 Disagreement/ RB vs. Experts

o)l ey &~ Lvlltkugb 3]

S’L”ML}.’“N'“L}WM

at ol G famy oS 0 G 1)

IPRT d"‘J L

Table 3: Examples of agreement and disagreement encountered during annotation.

inclusion of human factor allows not only for mea-
suring Inter-Annotator Agreement (IAA), but also
for helping to quantify the subjectivity of the task
and refine the category definitions.

To assess the reliability and consistency of the
three approaches, we calculated the IAA using Co-
hen’s Kappa (Cohen, 1960) as shown in Equation 1.
This follows Artstein and Poesio (2008), who ap-
plied Cohen’s Kappa in computational linguistics.

_ Po — De 1)
11— De
where
po = the observed agreement,
pe = the expected agreement by chance.

We computed the IAA using Equation 1 and got
an initial rate of 87%, which indicates substantial
agreement. Discrepancies in annotation were of-
ten due to the complexity and interference of topic
expressions. To resolve these differences, we or-
ganized a post-annotation step where annotators
discussed and clarified difficult cases. Through
these discussions, we updated our annotation guide-
lines and conducted a second round of annotation,
yielding an improved Kappa score of 100%.

Table 3 shows examples of agreement and dis-
agreement that were encountered during annotation.
For example, the sentence 195 (Eng: It’s mine, it’s
my freedom and this is my land) belongs to "Emo-
tions & Spirituality” was annotated correctly by
both experts. Whereas, the sentence 332 (Eng:
Palestinian Lebanese, the important thing is that
there are no pure Palestinians) belongs to "Histor-
ical Event & Politics" was annotated correctly by
only one expert, the other annotated it as "Emo-
tions & Spirituality”. Another example — among
rule-based (RB) and the experts, the sentence 341
(Eng: I could not believe that God had honored me
and made me meet the mother of a martyr.) be-
longs to "Emotions & Spirituality" was annotated
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correctly by both the experts and RB. Whereas,
the sentence 361 (Eng: I wish I could) belongs to
"Emotions & Spirituality" was annotated correctly
by the experts, and annotated wrongly by the RB,
namely as "Historical Event & Politics".

4.3 Evaluation Metrics

The evaluation focused on the ability of different
automated methods to replicate expert annotations
without additional training or fine-tuning. The mod-
els tested included:

* Rule-based system: Using thematic key-
words and contextual patterns derived from
the ground truth data.

* KMeans clustering: Applied directly to the
dataset to group similar sentences.

* TFIDF: Used to extract features for classifi-
cation based on term importance.

* AraBERT: A pre-trained Arabic language
model used for sentence classification.

The performance of each model was compared
against the manually annotated ground truth. The
rule-based system achieved the highest accuracy,
demonstrating its effectiveness in capturing the-
matic categories. This evaluation highlights the
potential of automated models for annotating large-
scale datasets, even without further training or fine-
tuning.

For this task, two experts were recruited to re-
view and annotate a sample of 159 sentences (i.e.
one third) of the data independently. As inspired by
Artstein and Poesio (2008), this iterative process
helped ensure that the final corpus annotations are
consistent and reliable.

We are utilizing accuracy, calculated as in Equa-
tion 2, to evaluate the different classification ap-
proaches. The accuracy of each classification ap-
proach (on the one-third of the data) is calculated
by comparing it to the manually annotated sample.



The confusion matrix (CM) in Figure 5 illus-
trates the performance of the rule-based approach
in classifying Arabic text into five categories: His-
torical Event & Politics, Emotions & Spirituality,
Homesickness & War-Conflict, Nature & Daily
Life, and Others. The matrix shows correct and
incorrect predictions per class. Notably, the rule-
based model performs best in classifying Historical
Event & Politics, with 59 correct predictions. How-
ever, it struggles in distinguishing between more
similar categories, such as Emotions & Spirituality
and Homesickness & War-Conflict, as evidenced
by misclassifications.

When comparing this rule-based model to other
approaches, such as TFIDF and AraBERT, the rule-
based model outperforms them with a higher ac-
curacy of 61.33%. In contrast, the TFIDF and
AraBERT models achieve significantly lower ac-
curacy rates of 25% and 34%, respectively. This
analysis demonstrates that the rule-based approach,
despite its limitations in handling nuanced category
distinctions, outperformed other methods by lever-
aging thematic keywords and contextual rules, as
detailed in Section 4.1. In contrast, the lower ac-
curacy of TFIDF and AraBERT underscores the
challenges these methods face when applied to
domain-specific datasets without fine-tuning.

This confusion matrix, therefore, represents the
performance of the rule-based approach and high-
lights areas where improvement is needed, espe-
cially in distinguishing between certain categories.
It is important to note that while the rule-based ap-
proach shows the highest accuracy, further research
into hybrid models or the application of more so-
phisticated methods like AraBERT or TFIDF could
lead to improvements in classification performance.

Number of True Predictions

Accuracy =

2

Total Number of Predictions

4.4 Discussion

This study evaluated the feasibility of using auto-
mated models to annotate Arabic narratives, fo-
cusing on scalability for larger datasets. While
manually annotating 470 sentences is straightfor-
ward, the aim was to test these models as tools for
automating the annotation of thousands or millions
of sentences in future research.

The rule-based classifier outperformed other ap-
proaches, leveraging thematic keywords and pat-
terns to achieve the best accuracy. This sug-
gests that carefully designed rule-based systems
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Confusion Matrix

Historical Event & Politics 1 0 1 1

Emotions & Spirituality - 28 0 2 1

Homesickness & War-Conflict - 9 3 1 1 0

Actual Labels

Nature & Daily Life - 8 2 0 1 0

Others - 2 2 1 0 5

Predicted Labels

Figure 5: The confusion matrix (CM).

can effectively handle datasets with well-defined
categories. However, pre-trained models like
AraBERT exhibited lower accuracy due to the
domain-specific nature of the Nakba narratives,
highlighting the need for fine-tuning or specialized
training for such contexts.

The low accuracy of ML models reflects Ara-
bic NLP challenges, such as linguistic complex-
ity and limited annotated datasets. The high inter-
annotator agreement (87%, later 100%) highlights
the reliability of manual annotations.

An essential aspect of this study was the group-
ing of categories, such as “Emotions and Spiri-
tuality” and “Conflict and Homesickness.” This
decision was informed by the natural co-occurrence
of these themes in Nakba narratives. Emotional ex-
pressions are often intertwined with spiritual reflec-
tions, and narratives of conflict frequently evoke
sentiments of homesickness. For instance, a sen-
tence like “My prayers keep me strong even as 1
endure exile” captures both emotional and spiritual
dimensions. Grouping these categories simplifies
annotation, reduces ambiguity, and enhances the
dataset’s ability to capture intertwined themes.

However, this approach introduces limitations,
as some sentences may lean more toward one as-
pect of a paired category. Future work should
explore multi-label annotation schemes to better
reflect the nuanced overlap between themes and
provide more precise annotations.

These findings underscore the challenges of clas-
sifying Nakba narratives with existing models and
emphasize the importance of expanding the dataset
to address category imbalances. Future research
should focus on fine-tuning transformer models



and exploring advanced annotation schemes to
overcome the limitations of small and specialized
datasets. These enhancements will enable more
robust analyses of Nakba narratives and contribute
to advancing Arabic NLP research.

5 Conclusion

We presented the Nakba Topic Classification Cor-
pus?, an Arabic annotated dataset developed to sup-
port research in Arabic NLP, particularly in topic
classification and emotion detection. Through care-
ful preprocessing, annotation, and validation, we
achieved good topic labels across five categories.
This corpus is expected to bridge gaps in Arabic
NLP resources and provide a foundation for fu-
ture applications, including sentiment analysis and
other machine learning classification tasks. By
preserving and categorizing Nakba narratives, our
work not only contributes to advancing Arabic NLP,
but also serves as a vital resource for preserving
and analyzing cultural narratives, offering a more
in-depth understanding of the Nakba’s historical
and emotional dimensions.

Future research could expand the corpus by
adding Nakba stories from diverse regions, Ara-
bic dialects, and leveraging pre-trained models like
GPT.
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