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Abstract

Large Language Models (LLMs) are primar-
ily trained on high-resource natural languages,
limiting their effectiveness in low-resource set-
tings and in tasks requiring deep logical rea-
soning. This research introduces Rosetta-PL, a
benchmark designed to evaluate LLMs’ logical
reasoning and generalization capabilities in a
controlled environment. We construct Rosetta-
PL by translating a dataset of logical proposi-
tions from Lean into a custom logical language,
which is then used to fine-tune an LLM (e.g.,
GPT-4o). Our experiments analyze the impact
of the size of the dataset and the translation
methodology on the performance of the model.
Our results indicate that preserving logical re-
lationships in the translation process signifi-
cantly boosts precision, with accuracy plateau-
ing beyond roughly 20,000 training samples.
These insights provide valuable guidelines for
optimizing LLM training in formal reasoning
tasks and improving performance in various
low-resource language applications.

1 Introduction

Large Language Models (LLMs), such as OpenAI’s
GPT models (Brown et al., 2020), Google’s Gem-
ini models (Team et al., 2024), and Meta’s Llama
models (Touvron et al., 2023), are typically trained
on high-resource natural languages (e.g., English,
Spanish, and Chinese). This focus on high-resource
languages disadvantages speakers of low-resource
languages, as training models for these languages
are more challenging due to their inherent com-
plexity (Team et al., 2022). Furthermore, semantic
ambiguity, grammatical complexities, and contex-
tual dependencies in natural languages can limit the
capabilities of an LLM in precise logical reason-
ing. Since natural language often relies on implied
meaning, subtle cues, and flexible syntax, mod-
els trained primarily on data using these principles

*These authors contributed equally to this work.

may struggle to follow strict rules needed for logi-
cal reasoning (Asher et al., 2023).

To isolate these reasoning abilities from
language-specific challenges, we propose the eval-
uation of LLMs within a controlled setting using
formal logical language. Logical languages, char-
acterized by strict syntax and precise semantics,
eliminate many of the extraneous factors present in
natural languages, allowing us to focus squarely on
pattern recognition and problem solving. Although
prior benchmarks, such as LOGIGLUE (Luo et al.,
2024), provide structured reasoning tasks, these
typically rely on predefined reasoning steps, mak-
ing it challenging to determine whether an LLM
can autonomously identify and apply logical rules.
In contrast, our benchmark, Rosetta-PL, evaluates
whether LLMs can discover logical patterns within
a propositional language, thereby measuring rea-
soning ability without relying on predefined infer-
ence steps or extraneous linguistic factors. Re-
search on applying LLMs to logic-based problem
solving is relatively scarce, and while chain-of-
thought (CoT) prompting has gained popularity in
natural language tasks (Wei et al., 2023), its effec-
tiveness in logical or symbolic contexts remains
largely unexplored (Creswell et al., 2022).

We address this gap by constructing Rosetta-PL
by translating the Lean Workbook dataset (Ying
et al., 2024) into our own propositional language
and fine-tuning ChatGPT (Brown et al., 2020) us-
ing the translated dataset. We evaluate logical accu-
racy in our custom language while varying training
data parameters such as training set size and the
method of translation. Our experiments point to-
wards potentially effective training strategies and
provide preliminary estimates on the dataset size
needed to approach benchmark-level logical un-
derstanding. By setting aside language-specific
factors, we focus on the relationship between pat-
tern recognition and data requirements, offering
insights that impact language training in both high-
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and low-resource settings.

2 Background

Large Language Models (LLMs) have excelled at
tasks involving unstructured natural language, yet
their capacity for structured logical reasoning re-
mains underexplored (Creswell et al., 2022). The
inherent ambiguities of natural language, such as
polysemy and idiomatic expressions, can obscure
true reasoning capabilities. In contrast, formal log-
ical languages, defined by strict syntax and unam-
biguous semantics, offer a controlled testbed for
evaluating pattern recognition and rule-based infer-
ence (Barcelo et al., 2023).

Propositional logic, a fundamental component
of formal logic, employs connectives (e.g., ∧, ∨, ¬)
to combine atomic propositions into complex ex-
pressions whose truth values are fully determined
by their parts (Niu et al., 2024). This clarity makes
it an ideal framework for assessing whether LLMs
can autonomously learn and generalize logical
rules—a skill central to disciplines like mathemat-
ics and programming (Nye et al., 2021; Polu and
Sutskever, 2020).

Recent benchmarks have begun to probe the sym-
bolic reasoning of LLMs. For example, LOGIC-
LM demonstrates that LLMs can solve logic puz-
zles when aided by external symbolic solvers (Pan
et al., 2023). Meanwhile, LOGIGLUE (Luo et al.,
2024) and Logic Bench (Parmar et al., 2024) eval-
uate multi-step reasoning based on predefined in-
ference templates, and chain-of-thought prompt-
ing has been shown to improve arithmetic per-
formance (Wei et al., 2023). Other studies have
further enriched this landscape: for example, the
SymbCoT framework integrates symbolic expres-
sions and logic rules directly into chain-of-thought
(CoT) thereby boosting reasoning fidelity (Xu et al.,
2024), while research examining the impact of sym-
bolic solver choices has revealed that tool selection
(e.g., Z3, Prover9, or Pyke) can cause performance
variations of up to 50% (Lam et al., 2024). Further-
more, work on step-by-step symbolic verification
has demonstrated that automated checks of inter-
mediate reasoning steps can substantially enhance
overall accuracy (Zhang et al., 2024). However,
these approaches tend to rely on surface-level sta-
tistical correlations rather than genuine discovery
of novel logical patterns (Creswell et al., 2022).

To bridge this gap, our work translates natural
language logic problems into a propositional lan-

guage, thereby eliminating linguistic complexities
and focusing solely on intrinsic pattern recogni-
tion. Building on formal frameworks such as Lean4
(Ying et al., 2024), we investigate how well LLMs
can learn and generalize new logical structures—a
capability that also carries implications for improv-
ing training strategies in low-resource language
settings (Team et al., 2022).

3 Method

3.1 Objective

The primary objective of this experiment is to eval-
uate the logical accuracy and pattern recognition
capabilities of LLMs in a newly created proposi-
tional language. By removing linguistic complexi-
ties to focus solely on logical problem-solving, we
aim to determine how well these models general-
ize and adapt in a structured, logic-based environ-
ment under varying dataset sizes, and whether this
process reveals or rectifies discrepancies in their
understanding of formal languages.

3.2 Dataset

We derived Rosetta-PL from the Lean Workbook
(Ying et al., 2024), which is a dataset of logical
problems translated into the formal language of
Lean. Each problem was translated into our custom
propositional language using a predefined transla-
tion key, resulting in a training dataset of 25,214
problems. Each dataset entry was written in a
conversation-like structure with system, user, as-
sistant, function, and message content, containing
a logical problem (a statement) in our custom lan-
guage and its corresponding truth value, indicating
whether the statement is true or not. In contrast to
benchmarks such as LOGIGLUE (Luo et al., 2024)
and LOGIC-LM (Pan et al., 2023), which focus on
logical problems with predefined inference steps,
Rosetta-PL is designed to test an LLM’s ability to
discover new patterns. Unlike Logic Bench (Par-
mar et al., 2024), which evaluates performance on
known logical patterns, our dataset requires the
model to infer novel patterns.

3.3 Experimental Methodology

Our experimental setup involved building a data
pipeline for fine-tuning GPT-4o on formal logical
tasks. We opted to use GPT-4o primarily due to its
performance on a range of reasoning benchmarks
such as MMLU (Massive Multitask Language Un-
derstanding), GSM8K, and Big Bench Hard, al-
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lowing us to compare with one of the highest per-
formers for LLMs in formal logic tasks. Because
GPT-4o is closed-source, there is an inherent risk
of leakage challenges. However, by translating the
Lean Workbook into our own custom propositional
language, we altered the original problems in an
unorthodox way that makes direct overlap in GPT-
4o’s training far less likely.

Each entry in our training dataset was verified
to conform to the required format—ensuring valid
roles such as system, user, and assistant, and is
passed on to GPT-4o for fine-tuning. From this
same dataset, we also extracted "seen" testing sub-
sets by randomly selecting 500 entries. We also
extracted "unseen" testing subsets by randomly se-
lecting 200 problems from an entirely different
source: the Minif2f-lean4 dataset (Zheng et al.,
2022), which does not overlap with the training
dataset. We aim to measure the model’s ability to
both retain learned information and generalize its
logical understanding to novel patterns through the
"seen" and "unseen" datasets respectively.

Throughout these experiments, all fine-tuning
and testing were conducted using NVIDIA A100
GPUs. Overall, GPT-4o underwent four separate
fine-tuning runs, during which we kept parame-
ter settings constant (e.g., learning rate, number
of epochs) while varying the size of the training
dataset (25,214, 20,000, and 10,000) and which one
out of the two translation keys used. These trans-
lation keys altered how the logical problems from
the Lean Workbook were mapped into our custom
language, effectively creating multiple languages
with varying logical structures.

Original Example:

xyz : N
⊢ (x2 + 1) ∗ (y2 + 1) ∗ (z2 + 1)

= (x+ y + z)2 − 2 ∗ (x ∗ y + y ∗ z + z ∗ x)
+ (x ∗ y + y ∗ z + z ∗ x)2 − 2 ∗ x ∗ y
∗ z ∗ (x+ y + z) + x2 ∗ y2 ∗ z2 + 1

(1)

Translation Strategies: To investigate the effect
of symbolic representation on logical reasoning, we
employ two distinct translation strategies. The first
strategy maintains the inherent logical relationships
by carefully mapping symbols, while the second in-
tentionally disrupts these patterns through arbitrary
transformations. These contrasting approaches al-
low us to assess how preserving or altering logical
structure influences model performance.

• Translation Key 1 Strategy (Focused Key):
Translation Key 1 replaces Lean symbols with
other symbols (see appendix). This method
preserves logical relationships by ensuring
that related symbols are consistently mapped.
For instance, the symbols “>” and “<” are
translated into “»” and “«”, respectively, pre-
serving their comparative meaning. This is to
mimic spoken language, where symbols and
phrases are logically related. Additionally, the
sentence structure is encrypted using a scram-
bling function that adds a reversed duplicate
of the sentence at the end, with a few addi-
tional symbols in between, in order to mimic
the variations in sentence structures across
different languages. An example of an entry
translated with Key 1 is shown below:

xyz¬N##|−|−|−x ∧
∧2 ∧ ∧1|−e|−|−|−y ∧ ∧2 ∧ ∧1|−
e|−|−|−z∧∧2∧∧1|−== |−|−|−x∧∧y∧∧z|
− ∧ ∧22e|−|−|−xey ∧ ∧yez ∧
∧zx|− ∧ ∧|−|−|−xey ∧ ∧yez ∧
∧zex|− ∧ ∧22exeyeze|−|−|−x ∧ ∧y ∧ ∧z|
− ∧ ∧x ∧ ∧2ey ∧ ∧2ez ∧ ∧2 ∧ ∧1

(2)

• Translation Key 2 Strategy (Random Key): In
contrast, this method removes logical struc-
ture by shifting the ASCII values of each char-
acter by 10, resulting in an entirely arbitrary
transformation. As a result, the translated ex-
pression loses any recognizable logical pat-
terns. Additionally, statements are inverted
around logical operators such as ->, >, <, >=,
and <=. For example, an expression of the
form “A > B > C” would be translated into
“C T(>) B T(>) A”, where T(>) represents the
transformed version of the “>” symbol. An
example of an entry translated with Key 2 is
provided below:

"y!z!{!;!\u2125\u000b\u22a3!)y!_!3!,

!2*!+!)z!_!3!,!2*!+!){!_!3!,!2*!>\u000b

!!!!)y!,!z!,!{*!_!3!.!3!+!)y!+!z!,!z!+!

{!,!{!+!y*!,!)y!+!z!,!z!+!{!,!{!+!y*!_

!3!.!3!+!y!+!z!+!{!+!)y!,!z!,!{*!,

\u000b!!!!!!!!y!_!3!+!z!_!3!+!

!,\u000b!!!!!!2"|
(3)
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Evaluation Procedure: We conducted four fine-
tuning runs on GPT-4o, keeping all hyperparame-
ters constant, and evaluated five models (four fine-
tuned and one base model with no fine-tuning) us-
ing 12 distinct datasets. These datasets are orga-
nized into two main categories:

• Seen Data: Six datasets were created by ran-
domly selecting problems from the training
set—three datasets containing 500 problems
each in the original Lean format and three
datasets with 500 problems each using the
same translation key employed during fine-
tuning.

• Unseen Data: To assess generalization, six
additional datasets were formed by randomly
selecting 200 problems each from the inde-
pendent Mini-f2f dataset (Zheng et al., 2022).
Like the seen data, these were split into two
groups of three datasets: one in Lean and the
other using the corresponding translated for-
mat.

Overall accuracy was computed by averaging
the results across all testing sets, with accuracy de-
fined as the number of correctly answered queries
divided by the total number of queries in each set.

4 Results

Figure 1 displays the comparative performance of
four fine-tuned GPT-4o models evaluated on both
“seen” and “unseen” datasets. Specifically, models
were fine-tuned with 25,214, 20,000, and 10,000
distinct queries using Translation Key 1, and with
25,214 queries using Translation Key 2. Addition-
ally, Lean (untranslated) versions of both testing
sets serve as benchmarks.

Our experiments demonstrate that GPT-4o ex-
hibits superior problem-solving performance in
our custom propositional language compared to
Lean on average. On the “seen” dataset, GPT-
4o achieved an average accuracy over all tests in
of 95.97% in our propositional language versus
76.08% in Lean, with a small uncertainty of ±
0.33% and ± 0.36% respectively.

In contrast, on the “unseen” dataset, GPT-4o
performed better when tested in Lean than in our
custom language—attaining 99.89% accuracy with
Lean compared to 97.56% with Translation Key
1 (± 0.06% and ± 0.44% respectively). As ex-
pected, Translation Key 2 yielded a substantially

lower accuracy of 64.1% (± 0.75%) due to its arbi-
trary mapping. The model was fine-tuned solely on
translated data, so it specializes in those patterns,
resulting in high performance on seen translated
examples but poor performance on seen Lean ex-
amples. For unseen data, it falls back on its broader
pre-training, which helps it perform better on un-
seen Lean problems.

Additionally, our experiments indicate that GPT-
4o solves problems more accurately with Trans-
lation Key 1 than with Translation Key 2, with
average accuracies of 92.68% compared to 80.36%
respectively—highlighting the importance of pre-
serving logical relationships in the translation pro-
cess. Table 1 provides a detailed summary of re-
sults from testing with Translation Key 1, and Table
3 provides a detailed summary of results from test-
ing with Translation Key 2.

Furthermore, training set size influenced perfor-
mance. Increasing the training set from 10,000 to
20,000 samples improved accuracy by 2.7% on the
“seen” dataset and by 0.3% on the “unseen” dataset,
while further increases up to 25,214 samples did
not yield additional gains. This suggests that the
training set size threshold for stable performance
lies below 20,000 samples.

For seen data in the custom translated format,
the fine-tuned GPT-4o consistently achieves higher
accuracy by specializing in the patterns and syntax
introduced during fine-tuning, outperforming the
base model. In contrast, on seen Lean data, the
base GPT-4o retains its general Lean knowledge
from pre-training and achieves similar results to
the fine-tuned model.

When it comes to unseen data, the fine-tuned
GPT-4o expectedly outperforms the base model on
unseen translated examples. Table 4 provides a
detailed summary of the results from testing using
the base GPT-4o model. However, for unseen Lean
data, the GPT-4o fine-tuned using Translation Key
2 performed significantly worse than its Transla-
tion Key 1 counterparts and also the base models.
Focusing on Lean data (untranslated), all 4 fine-
tuned models outperform the base models in both
the unseen and seen data, except for the model fine-
tuned in Translation Key 2 which showed worse
comparative performance in the unseen lean data.

Tables 1, 3, and 4 provides a detailed summary of
all dataset permutations and average performance
metrics, shedding light on any potential anomalies.
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Figure 1: Comparison of GPT-4o accuracy across datasets ("Seen" and "Unseen") using different translation keys
and varying dataset sizes.

5 Discussion

Our findings align with previous studies (Kojima
et al., 2023; Wei et al., 2023), demonstrating that
the accuracy of logical reasoning depends signifi-
cantly on prompt formulation and task representa-
tion. The use of translation keys in our experiments
illustrates that preserving inherent logical relation-
ships—as in Translation Key 1—yields better per-
formance than employing arbitrary mappings. This
is analogous to natural language, where inverse or
comparable relationships between symbols facili-
tate comprehension.

Our results also reveal a general trend where
accuracy increases with training set size, echo-
ing prior research that shows LLMs can perform
well even with limited data (Brown et al., 2020).
However, as shown in Figure 1, this trend is not
strictly linear. There are occasions where smaller
datasets outperformed larger datasets, such as the
"seen" dataset in our propositional language hav-
ing a 0.467% greater accuracy with 10000 samples
compared to 20,000 samples. We attribute these
fluctuations to certain factors, such as overfitting
in larger training sets. Unlike earlier studies that
evaluated existing models (liu et al., 2023), our
approach using a custom propositional language

uncovers unique aspects of pattern recognition in
LLMs.

Notably, our analysis revealed that GPT-4o’s per-
formance on unseen data is better in Lean than it
is in our custom language. We attribute this to
GPT-4o’s prior exposure to Lean-like syntax dur-
ing pre-training Lean, as a formal proof assistant,
shares structural similarities with theorem-proving
and programming languages. In contrast, the cus-
tom language, especially under Translation Key
2, disrupted logical structure, thereby impeding
generalization. This suggests that fine-tuning bene-
fits significantly when the training data preserves
logical consistency, aligning with the model’s pre-
training experience.

This is further reinforced by the observation
that models fine-tuned with Translation Key 1 per-
formed better across all testing sets than those fine-
tuned with Translation Key 2. Additionally, the
fine-tuned models—especially those with Trans-
lation Key 1—consistently exhibited superior per-
formance on both seen and unseen data, and this
performance improved with larger training set sizes.
This demonstrates GPT’s ability to generalize logi-
cal information. The LLM extracted logical infor-
mation from our custom language and used it to
improve its logical accuracy in Lean. Notably, it
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performed better with Translation Key 1—which
preserves logical relationships—than with Transla-
tion Key 2, which disrupts them.

While distinguishing between these effects is
challenging, future work could explore fine-tuning
an LLM with minimal exposure to Lean syntax to
better understand the impact of pre-training famil-
iarity compared to logical structure preservation.
Comparing performance across runs provided in-
sights into whether GPT-4o could robustly handle
shifts in symbolic representation and how sensitive
its performance is to different training configura-
tions.

Our experiments indicate that GPT-4o’s perfor-
mance plateaus at around 20,000 training examples.
This plateau may result from dataset redundancy,
model capacity limitations, or the relative simplic-
ity of the tasks. When the dataset contains many
similar patterns, the model’s exposure to novel chal-
lenges is limited, and once key patterns are internal-
ized, additional training yields diminishing returns.

In summary, our findings suggest that GPT-4o
can achieve high problem-solving accuracy in a
propositional language when fine-tuned appropri-
ately. The choice of translation key, dataset char-
acteristics, and training set size must be managed
carefully to mitigate overfitting and ensure robust
generalization beyond seen patterns.

6 Conclusion

Our investigation confirms that fine-tuning GPT-4o
on a custom propositional language not only facil-
itates high-level logical reasoning but also under-
scores the critical role of maintaining relational in-
tegrity within training data. Specifically, our work
shows that using structured translation strategies
significantly enhances model performance. This
improvement is achieved by aligning the training
data with the inherent logical patterns familiar from
the model’s pre-training, allowing GPT-4o to gen-
eralize more effectively, particularly when transi-
tioning from seen to unseen examples.

Furthermore, our analysis highlights that an op-
timally balanced training set is essential: while
increased dataset size improves performance up
to a threshold (around 20,000 examples), addi-
tional data yields diminishing returns, suggesting
the need for more efficient data utilization meth-
ods. These findings not only validate the impor-
tance of structured prompts and contextual cues but
also offer practical guidelines for optimizing LLM

training in both high- and low-resource language
scenarios.

Collectively, our results contribute to a deeper
understanding of how targeted data curation and
translation methodologies can bolster logical rea-
soning in large language models.

7 Future Research

Future work should investigate dataset design prin-
ciples. The high accuracy observed on our unseen
dataset may reflect biases, such as overrepresenta-
tion of certain problem types or cultural premises,
which should be systematically addressed. Synthet-
ically balanced datasets that incorporate tiered com-
plexity levels (e.g., single-step versus multi-step
reasoning) could help disentangle superficial pat-
tern recognition from genuine logical understand-
ing. Additionally, although formatting differences
(e.g., brackets versus colons) did not hinder per-
formance in our study, systematic evaluations of
robustness to syntactic variations are needed to bet-
ter assess adaptability in low-resource settings.

A potential path to explore would be foregoing
fine-tuning GPT-4o on our custom dataset and in-
stead rely on in-context learning. Because GPT-4o
may already have some familiarity with Lean from
its pre-training, one could design a prompt that in-
cludes a few worked examples of Lean problems
alongside a call to an external translator function
that converts Lean input into the custom proposi-
tional language at inference time. Though this may
yield lower accuracy than fine-tuning, it avoids the
cost of creating and maintaining a large translation
corpus. Evaluating GPT-4o in context can reveal
how much of its Lean knowledge can be utilized
through prompt engineering alone.

Further research should focus on optimizing
translation strategies by developing principled ap-
proaches, such as semantic alignment of symbols,
to enhance learnability. At the same time, exploring
data efficiency methods is critical, as our observed
performance plateau at approximately 20,000 train-
ing examples suggests that smarter data utilization
may both reduce data requirements and improve
systematicity.
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A Appendix

Translation Key 1 (25214)
Testing Dataset Accuracy (%) Total Queries Correct Incorrect

Seen Lean (500) - Benchmark 76.66666667 500 383.3333333 116.6666667
1 76.2 500 381 119
2 74.4 500 372 128
3 79.4 500 397 103

Seen Translated (500) 96.4 500 482 18
1 96.4 500 482 18
2 97 500 485 15
3 95.8 500 479 21

Unseen Lean (200) 100 200 200 0
1 100 200 200 0
2 100 200 200 0
3 100 200 200 0

Unseen Translated (200) 97.66666667 200 195.3333333 4.666666667
1 98 200 196 4
2 98 200 196 4
3 97 200 194 6

Translation Key 1 (20000)
Testing Dataset Accuracy (%) Total Queries Correct Incorrect

Seen Lean (500) - Benchmark 76.66667 500 383.3333 116.6667
1 76.2 500 381 119
2 74.4 500 372 128
3 79.4 500 397 103

Seen Translated (500) 96.4 500 482 18
1 96.4 500 482 18
2 97 500 485 15
3 95.8 500 479 21

Unseen Lean (200) 100 200 200 0
1 100 200 200 0
2 100 200 200 0
3 100 200 200 0

Unseen Translated (200) 97.66667 200 195.3333 4.666667
1 98 200 196 4
2 98 200 196 4
3 97 200 194 6

Table 1: Summary table for Translation Key 1 model
evaluation results. The top of each testing dataset shows
the overall average results across three runs. (Part 1/2)
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Translation Key 1 (10000)
Testing Dataset Accuracy (%) Total Queries Correct Incorrect

Seen Lean (500) - Benchmark 76.93333333 500 384.6666667 115.3333333
1 80 500 400 100
2 74.4 500 372 128
3 76.4 500 382 118

Seen Translated (500) 96.86666667 500 484.3333333 15.66666667
1 97.2 500 486 14
2 97.2 500 486 14
3 96.2 500 481 19

Unseen Lean (200) 99.66666667 200 199.3333333 0.666666667
1 99.5 200 199 1
2 99.5 200 199 1
3 100 200 200 0

Unseen Translated (200) 97.33333333 200 194.6666667 5.333333333
1 97.5 200 195 5
2 97.5 200 195 5
3 97 200 194 6

Table 2: Summary table for Translation Key 1 model
evaluation results. The top of each testing dataset shows
the overall average results across three runs. (Part 2/2)

Translation Key 2 (25214)
Testing Dataset Accuracy (%) Total Queries Correct Incorrect

Seen Lean (500) - Benchmark 74.06666667 500 370.3333333 129.6666667
1 74.6 500 373 127
2 72 500 360 140
3 75.6 500 378 122

Seen Translated (500) 94.2 500 471 29
1 92.6 500 463 37
2 96.2 500 481 19
3 93.8 500 469 31

Unseen Lean (200) 64.16666667 200 128.3333333 71.66666667
1 64 200 128 72
2 63.5 200 127 73
3 65 200 130 70

Unseen Translated (200) 89 200 178 22
1 91 200 182 18
2 88 200 176 24
3 88 200 176 24

Table 3: Summary table for Translation Key 2 model
evaluation results. The top of each testing dataset shows
the overall average results across three runs.
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Base GPT-4o - Translation Key 1
Testing Dataset Accuracy (%) Total Queries Correct Incorrect

Seen Lean (500) - Benchmark 73.53333 500 367.66667 132.33333
1 73.4 500 367 133
2 70.4 500 352 148
3 76.8 500 384 116

Seen Translated (500) 23.33333 500 117 383
1 25.2 500 126 374
2 21.6 500 108 392
3 23.2 500 116 384

Unseen Lean (200) 91.83333 200 183.66667 16.33333
1 92 200 184 16
2 91 200 182 18
3 92.5 200 185 15

Unseen Translated (200) 4 200 8 192
1 4 200 8 192
2 4 200 8 192
3 4 200 8 192

Base GPT-4o - Translation Key 2
Testing Dataset Accuracy (%) Total Queries Correct Incorrect

Seen Lean (500) - Benchmark 73.53333 500 367.66667 132.33333
1 73.4 500 367 133
2 76.2 500 381 119
3 71 500 355 145

Seen Translated (500) 26.66667 500 133.33333 366.66667
1 27.4 500 137 363
2 28.2 500 141 359
3 24.4 500 122 378

Unseen Lean (200) 90 200 180 20
1 90 200 180 20
2 90 200 180 20
3 90 200 180 20

Unseen Translated (200) 4.16667 200 8.33333 191.66667
1 3.5 200 7 193
2 4.5 200 9 191
3 4.5 200 9 191

Table 4: Summary table for Base GPT-4o for Translation
Key 1 and Translation Key 2. The top of each testing
dataset shows the overall average results across three
runs.
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Figure 2: Mapping between Lean’s logical symbols and their corresponding representations in our custom proposi-
tional language. (Part 1/2)
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Figure 3: Mapping between Lean’s logical symbols and their corresponding representations in our custom proposi-
tional language. (Part 2/2)
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