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Abstract

Commonsense inference and domain-specific
expertise are crucial for understanding and re-
sponding to emotional, cognitive, and topic-
specific cues in counseling conversations with
crime victims. However, these key evidences
are often dispersed across multiple utterances,
making it difficult to capture through single-
hop reasoning. To address this, we propose
MENDER, a novel Multi-hop commonsensE
and domaiN-specific Chain-of-Thought (CoT)
reasoning framework for knowleDge-grounded
empathEtic Response generation in counsel-
ing dialogues. MENDER leverages large lan-
guage models (LLMs) to integrate common-
sense and domain knowledge via multi-hop
reasoning over the dialogue context. It em-
ploys two specialized reasoning chains, viz.
Commonsense Knowledge-driven CoT and Do-
main Knowledge-driven CoT rationales, which
extract and aggregate dispersed emotional,
cognitive, and topical evidences to generate
knowledge-grounded empathetic counseling re-
sponses. Experimental evaluations on counsel-
ing dialogue dataset, POEM validate MENDER’s
efficacy in generating coherent, empathetic,
knowledge-grounded responses1.

1 Introduction

Commonsense inference and domain expertise are
crucial for effective mental health and legal coun-
seling of crime victims (Miller, 2008). Since vic-
tims often express trauma indirectly, counselors
must infer unspoken emotions, intentions, and
needs through commonsense reasoning (Dinakar
et al., 2012) to foster empathy and trust. In addition,
victims need targeted mental health and legal sup-
port for their overall well-being. Thus, counselors
must have domain expertise to accurately diagnose
and treat psychological conditions (Brown, 2007),

1Code and sample dataset is available at https://github.
com/Abid839/MENDER/tree/main.

Single-hop reasoning
I'm sorry you're experiencing this situation. You should consider

formally reporting to HR and ensuring they take appropriate action.
H1: Person_X feels uncomfortable, and unsafe

by her boss's behavior. (xReact)

H7: Seek legal advice under Sexual Harassment of Women at Workplace Act, 2013.
H8: Contact National Mental Health Helpline (1800-599-3644) for emotional support.

H6: Gather evidence of harassment to address the situation.

H1: Person_X wants day shift and is worried about her boss’s intentions. (xWant)
H2: Shift change might be an attempt by her boss to take advantage of her. (causes)
H3: Person_X should gather evidence to address the issue. (xNeed)
H4: HR should help Person_X, though their response are insufficient. (oEffect)
H5: Person_X feels uncomfortable and unsafe by her boss's behavior. (xReact)

Multi-hop reasoning Person_X, I’m sorry you're going
through this. Since HR isn’t taking
adequate action, I recommend you
to gather evidence of your boss's

behavior and consider legal advice
under the Sexual Harassment of
Women at Workplace Act, 2013.
Your well-being matters, so feel

free to contact the National Mental
Health Helpline (1800-891-4416).

I am a TCS employee and I was working on the day shift. My boss changed my shift without asking me and is
harassing me. I need to complain about this.

Does the HR team of TCS know about this?
Yes, they are aware of it but no benefit.

Ok Person_X, can you please explain your problem a bit more?

Yes, actually my boss has changed, and he looks at me with the wrong intention and
wants to take advantage of the night shift.

You can file a complaint with HR and report the situation to them to address this issue.

Generic Response

Figure 1: Comparison of generic responses vs. re-
sponses generated through single-hop and multi-hop
commonsense reasoning and domain expertise.

while also providing precise legal guidance to nav-
igate complex legal systems (Wright et al., 2023).
Integrating commonsense reasoning with domain
expertise enables counselors to provide holistic,
empathetic, and informed support. For instance,
as shown in Figure 1, compared to the generic re-
sponse, commonsense reasoning helps identify vic-
tim’s emotional and cognitive states, while domain
expertise guides legal action and provides mental
health resources, thereby ensuring an empathetic
and comprehensive support.

Recently, LLMs have been widely used for coun-
seling dialogue systems (Liu et al., 2023; Xie et al.,
2024). However, LLMs often fail to capture the
emotional and cognitive nuances innate in coun-
seling scenarios, leading to disconnected and in-
sincere interactions (Yang et al., 2024). Further,
LLMs tend to generate inconsistent, erroneous, or
fabricated information, which can have serious con-
sequences (Chung et al., 2023; Hou et al., 2024).
These limitations arise from LLMs’ inherent strug-
gles with commonsense inference and domain ex-
pertise, restricting their ability to engage in mean-
ingful, knowledgeable, and empathetic conversa-
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tions. While recent efforts to incorporate common-
sense and domain knowledge (Zhou et al., 2022a,b;
Braunschweiler et al., 2023; Varshney et al., 2024)
aim to address these issues, they often lead to
flawed reasoning, resulting in inadequate responses,
as shown in Figure 1.

Commonsense inference and domain knowl-
edge acquisition fundamentally demands multi-hop
reasoning, as key implicit information and topic-
specific details are often fragmented and distributed
across multiple utterances (Zhao et al., 2022; Liu
et al., 2021). For instance, generating a coherent
response - “Person_X, I’m sorry you’re going...”
in Figure 1 involves integrating both implicit (e.g.
H1,. . . ,H5) and topic-specific evidences (H6, H7,
H8) from dialogue context. These evidences, in-
cluding both commonsense and domain knowledge,
must be identified and aggregated through multiple
reasoning steps to produce coherent, empathetic,
and knowledge-grounded responses.

Motivated by this, we propose a multi-hop com-
monsense and domain-specific reasoning process
through CoT reasoning. We introduce MENDER,
a novel framework that integrates Multi-hop com-
monsensE and domaiN-specific CoT reasoning for
knowleDge-grounded empathEtic Response gener-
ation in counseling contexts. MENDER first gener-
ates two distinct reasoning chains, viz. Common-
sense Knowledge-driven CoT (CK-CoT) and Do-
main Knowledge-driven CoT (DK-CoT) rationales
to capture the commonsense and domain-specific
information required for effective response gener-
ation. CK-CoT rationales leverage the ATOMIC
knowledge base (Hwang et al., 2021) to infer im-
plicit emotional and cognitive cues, while DK-
CoT rationales employ an Entity-guided Retrieval-
Augmented Generation (E-RAG) approach to ex-
tract relevant topic-specific knowledge. MENDER
further incorporates rationale-context and rationale-
response filters to remove inconsistent or irrelevant
rationales, thereby enhancing the overall quality of
generated responses. Automatic and human evalu-
ations on POEM (Priya et al., 2023a) dataset show
that MENDER outperforms baselines, demonstrat-
ing its effectiveness in generating empathetic, in-
formative, and coherent counseling responses.

To summarize, key contributions are: (i) Empha-
size the need to integrate commonsense reasoning
and domain expertise via multi-hop reasoning to
gather evidences for knowledge-grounded empa-
thetic counseling responses; (ii) Present MENDER,
a novel multi-hop commonsense and domain-

specific CoT reasoning framework for knowledge-
grounded empathetic response generation during
counseling; (iii) Design two reasoning chains: CK-
CoT and DK-CoT rationales to capture emotional,
cognitive, and topic-specific information for effec-
tive response generation; (iv) Introduce rationale-
context and rationale-response filters to ensure the
consistency and relevance of generated rationales.

2 Related Work

Recent efforts have focused on developing dialogue
systems for mental health and legal counseling of
crime victims (Kim et al., 2022; Singh et al., 2022b;
Mishra et al., 2023b,c; Priya et al., 2023b; Mishra
et al., 2023a; Priya et al., 2024a,b), with an em-
phasis on using LLMs (Zhao et al., 2023) for au-
tomated counseling agents (Liu et al., 2023; Chen
et al., 2024). Integrating commonsense knowledge,
such as emotional and cognitive insights, has been
shown to improve empathy and contextual rele-
vance (Wu et al., 2020; Sabour et al., 2022; Tu et al.,
2022; Reddy et al., 2023), while domain-specific
knowledge from external sources like Wikipedia
enhances factual accuracy and relevance (Zhao
et al., 2020; Qin et al., 2023; Bai et al., 2023).
Chain-of-Thought (CoT) prompting has been found
to enhance reasoning by decomposing complex
problems into manageable steps (Wei et al., 2022),
and Retrieval-Augmented Generation (RAG) lever-
ages external knowledge to improve accuracy and
reliability (Gao et al., 2023). Despite these ad-
vancements, many existing models still struggle
to effectively integrate commonsense and domain
knowledge, resulting in superficial responses. This
work proposes a framework combining multi-hop
commonsense reasoning with ATOMIC knowledge
(Hwang et al., 2021) and domain-specific reasoning
using Entity-guided Retrieval-Augmented Gener-
ation (E-RAG), to seamlessly generate coherent,
empathetic, and knowledge-grounded responses.

3 Methodology

3.1 Overview
Given a dialogue corpus D = (C,R)|D|, where
C = {u1, . . . , ut−1} is dialogue context with
an alternating sequence of (t − 1) utterances be-
tween counseling agent and victim, and R is re-
sponse, the goal is to generate counselor’s response
R(= ut). To improve response quality, we inte-
grate external commonsense and domain knowl-
edge K. The response generation task is thus de-
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fined as P (R | C,K), aiming for responses that are
cotextually coherent, informative, and empathetic
to victim’s situation and emotional state.

3.2 Approach

We introduce MENDER, a Multi-hop common-
sensE and domaiN-specific Chain-of-Thought
(CoT) reasoning framework for knowleDge-
grounded empathEtic Response generation that
constructs commonsense knowledge-driven CoT
reasoners and domain knowledge-driven CoT rea-
soners to enhance response generation. To enhance
relevance, we apply reasoner filtering mechanisms
to refine the generated reasoners, which are then
used for response generation. Figure 2 provides an
overview of the proposed MENDER framework.

3.2.1 Commonsense Knowledge-driven CoT
(CK-CoT) Reasoning

To construct CK-CoT reasoning chains (rationales,
hereafter), we utilize LLMs’ reasoning capability
and commonsense relations from the ATOMIC
knowledge base (Hwang et al., 2021), including
xIntent, xNeed, xWant, xReact, oEffect, and Causes
to capture emotional (affective), cognitive, and
causal aspects of human reasoning. Given a di-
alogue context C and ground-truth response R,
we prompt the LLM,M to generate CK-CoT ra-
tionales SCo, such that R can be induced from
SCo. These rationales are defined as a sequence of
n query-reply pairs (qi, ri)

n
i=1, where each qi de-

notes an information-seeking question designed to
uncover implicit information ri within C. To gener-
ate these pairs, we introduce thought-then-generate
approach employing two-step CoT process:

T Co ← PM(C, csrel) (1)
SCo ← PM(C, csrel, T Co) (2)

In the first step (Eq. 1), we promptM to think
what queries should be implicitly inferred from C
using commonsense relations csrel and generate
corresponding thoughts T Co. In the second step
(Eq. 2), based on T Co, we prompt M to gener-
ate queries using csrel followed by the respective
replies based on C.

3.2.2 Domain Knowledge-driven CoT
(DK-CoT) Reasoning

To generate DK-CoT rationales, we utilize LLMs
reasoning capability and external domain knowl-
edge. For a given context C and ground-truth re-
sponse R, we promptM to generate DK-CoT ratio-
nales SDo that lead to R. The process involves re-

trieving relevant domain knowledge for C and gen-
erating m query-reply pairs (qi, ri)mi=1, where each
query qi seeks topic-specific information ri in C.
This is achieved through a novel Entity-guided Re-
trieval Augmented Generation (E-RAG) approach,
described as follows:

(a) Entity-guided Knowledge Source Selection:
To ensure accuracy and comprehensiveness in do-
main knowledge collection, we systematically ex-
tract relevant entities related to mental health and
legal counseling from the dialogue dataset D us-
ing the Stanford Named Entity Recognition (NER)
Tagger (Finkel et al., 2005), T . Each utterance
ui is processed to identify entities, denoted as
Ei = T (ui), and the total set of entities across
dataset is defined as E =

⋃|D|
i=1Ei. These enti-

ties are categorized into four classes, denoted as
EC = {crime,mentalhealth, legal,medium}. For
each entity class ec ∈ EC, we define Eec ⊂ E
containing entities of type ec. To ensure robust-
ness and remove noise, we filter out entities, such
that E′

ec = {e ∈ Eec | frequency(e,D) ≥ 2}.
Afterward, we perform a manual verification M
of identified entities to eliminate false positives
and misspelled entities, yielding the final entity set
Efec = M(E′

ec). We then create question tem-
plates, Qfec for each entity class ec, and formulate
web search queries for each entity e′ ∈ Ef ec us-
ing these templates. The queries are searched on
Google via Google Search API (Google, 2023) to
gather domain knowledge from top 25 matching
URLs. A summary of entity types, examples, and
query templates is given in Appendix A. The ex-
tracted textual content is cleaned and stored into
M knowledge documents (KD), which serve as
knowledge base for the next step.

(b) Knowledge Retrieval: To retrieve relevant
knowledge, we encode knowledge documents
and dialogue context. The knowledge docu-
ment encoder encodes each knowledge document
{KDj}Mj=1 into vector representations hKDj . Like-
wise, the context encoder encodes C into a vector
representation hC . To assess the relevance of each
knowledge document to the context, two matching
scores, s1KDj ,C

and s2KDj ,C
are computed using

BM25 (Robertson and Walker, 1994) and FAISS
(Douze et al., 2024) retrievers, respectively, as:

slKDj ,C =

{
BM25(hKDj , hC); l = 1,

FAISS(hKDj , hC); l = 2,
∀KDj ∈ KD

BM25-based sparse retrieval captures surface-level
similarity, while FAISS-based dense retrieval em-
phasizes high-level semantic relevance. Each re-
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Commonsense Knowledge-driven CoT Reasoning using ATOMIC

Commonsense Knowledge-driven CoT Rationales

Commonsense
Knowledge

Base

Q1. Why is Person_X concerned about her shift change?
R1. Person_X wants day shift and is worried about her boss’s
intentions. (xWant)
Q2. What might be the reason behind Rekha's boss changing her shift
without asking?
R2. Shift change might be an attempt by her boss to take advantage of
her. (causes) 
Q3. What should Person_X do to address the issue?
R3. Person_X should gather evidence to address the issue. (xNeed)
...

xIntent

xNeed

xWant

xReact

oEffect

causes Entities Domain
Knowledge Base

Document Ranking
using RRF

Q1. Is Person_X's situation potentially a criminal offense?
R1. Yes, the situation described by Person_X could fall under workplace
harassment.
Q2. What laws protect Rekha in a workplace harassment situation?
R2. Person_X can be protected under the Sexual Harassment of Women at
Workplace Act, 2013. 
Q3. What mental health resources are available to Person_X?
R3. Person_X can contact helplines like the National Mental Health Helpline
(1800-599-3644).
...

Domain Knowledge-driven CoT Rationales

Domain Knowledge-driven CoT Reasoning using Entity-guided RAG
Entity-guided
Knowledge 

Source Selection
Knowledge 

Retrieval

Entity-guided
Knowledge 
Generation

I am a TCS employee and I was working on the day shift. My
boss changed my shift without asking me and is harassing
me. I need to complain about this.

Does the HR team of TCS know about this?

Yes, they are aware of it but no benefit.

Ok Person_X, can you please explain your problem a
bit more?

Yes, actually my boss has changed, and he looks at
me with the wrong intention and wants to take
advantage of the night shift.

Dialog
Context

Person_X, I’m sorry you're going through this. Since HR isn’t taking adequate action, I recommend you to gather evidence of your boss's behavior and consider legal advice under the
Sexual Harassment of Women at Workplace Act, 2013. Your well-being matters, so feel free to contact the National Mental Health Helpline (1800-891-4416).

Response Generation

Rationale Filtering

Q1 R1

Q2 R2

... ...

REMOVE

No

Rationales aligned
with context?

Rationales useful
for response?

Q1 R1

Q3 R3

... ...

Yes Yes
Q1 R1

Q3 R3

... ...

Final rationales

REMOVE

No

Figure 2: Overview of the proposed MENDER framework.

triever ranks knowledge documents independently
based on computed matching scores. To integrate
these rankings, the Reciprocal Rank Fusion (RRF)
algorithm (Cormack et al., 2009) is applied, en-
suring accurate, balanced, and robust ranking for
effective knowledge retrieval. It is computed as:

RRF (KDj) =
∑

p∈P

1

k + p(KDj)
, ∀KDj ∈ KD (3)

Here, P = {BM25,FAISS} represents the set of
retrievers, and p(KDj) denotes the rank assigned
to document KDj by retriever p. The smooth-
ing constant k adjusts rank weights to mitigate bi-
ases introduced by individual retrievers. The final
ranking is derived from the computed RRF scores,
yielding an ordered list of knowledge documents,
most relevant to the context C. Finally, the top-r
documents are retrieved based on their RRF scores.

(c) Entity-guided Knowledge Generation: To ex-
tract relevant knowledge from top-r documents, we
generate query-reply pairs based on C and retrieved
knowledge. To generate precise and contextually
relevant queries, we employ an entity-centric ap-
proach that identifies key entities within C and uses
them as anchors for query construction. The gen-
erated query is then mapped to the most relevant
knowledge sentences to extract precise replies. To
enable deeper and interpretable reasoning, we again
employ think-then-generate approach for generat-
ing query-reply pairs in four-step CoT manner:

T Do
1 ← PM(C) (4)

ÊDo ← PM(C, T Do
1 ) (5)

T Do
2 ← PM(C, ÊDo) (6)

SDo ← PM(C, ÊDo,KDo, T Do
2 ) (7)

In the first step (Eq. 4), we prompt M to think
what entities could be extracted from given context
C and generate corresponding thoughts T Do

1 . In
the second step (Eq. 5), based on T Do

1 , we first

askM to extract the entities EDo from C and then
assess the relevance of each entity to context C. To
achieve this, entity encoder encodes each extracted
entity ei ∈ EDo into a vector representation hei .
The similarity score sei,C is then computed as the
dot product between hei and hC . To enhance query-
reply alignment, extracted entities are filtered based
on two factors: (i) entity order, which prioritizes
entities with higher similarity to C, and (ii) en-
tity confidence, which categorizes entities into low,
moderate, and high confidence levels based on sim-
ilarity scores2. Entity order in conjunction with
entity confidence ensures that entities with low
confidence but high entity order are disregarded
to focus on highly relevant entities. In the third
step (Eq. 6), we promptM to think what queries
can be inferred from the C based on ÊDo and write
the corresponding thoughts T Do

2 . Finally, in the
fourth step (Eq. 7), based on T Do

2 , we promptM
to generate queries using ÊDo and formulates cor-
responding replies based on k retrieved documents,
denoted as KDo.

3.2.3 Rationale Filtering
LLMs tend to hallucinate facts without adequately
attending to the context (Peng et al., 2023), and not
all rationales are effective in generating responses.
Thus, to ensure that rationales are both contextually
aligned and useful, we introduce rationale-context
and rationale-response filters, respectively. For
rationale-context filter, we employ alignment(·)
function to assess if a rationale zi ∈ Z, where
Z = {SCo,SDo} is relevant for C. For rationale-
response filter, we introduce useful(·) function to
assess if a dialogue model θ benefits from a ratio-
nale when predicting response R, given a context

2Thresholds for categorizing entities are hyper-parameters (Appendix 4.4).
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C.

alignment(zi) =

{
1, if SE(zi).SE(C)

||SE(zi)||.||SE(C)|| > τ1,

0, otherwise.

useful(zi) =

{
1, if Pθ(R|zi,C)

Pθ(R|C) > τ2,

0, otherwise.

Here, SE denotes sentence encoder used to obtain
semantic representations for zi and C and τ1, τ2 are
hyperparameters. Intuitively, a higher similarity
and higher probability suggests that rationale zi
is contextually aligned and useful for predicting
response R.

3.2.4 Response Generation

Finally, we instruct M to generate the response
for a given dialogue context C using previously
generated CK-CoT rationales (SCo) and DK-CoT
(SDo) rationales:

R← PM(C,SCo,SDo, I) (8)
where, I denotes the instruction given toM.

4 Experiments

4.1 Dataset

We conduct experiments on POEM dataset (Priya
et al., 2023a) of counseling conversations, where
commonsense reasoning and domain expertise are
vital for delivering contextually appropriate, empa-
thetic, and informative responses to crime victims.
We choose this dataset for our task due to its rich
coverage of real-world scenarios involving mental
health and legal counseling needs of diverse crime
victims. The dataset contains 5K dialogues crafted
using real-life stories from credible sources, includ-
ing news articles, case studies, and government por-
tals under expert supervision. The comprehensive
scope along with grounding in authentic sources
and expert supervision, makes POEM dataset an
ideal choice for developing models for common-
sense and domain knowledge-grounded empathetic
response generation during counseling.

4.2 Baselines

We compare MENDER with 9 baselines: ITDD
(Li et al., 2019), KnowledGPT (Zhao et al., 2020),
CEM (Sabour et al., 2022), MISC (Tu et al., 2022),
MSDP (Liu et al., 2022), CoT (Wei et al., 2022),
ProCoT (Deng et al., 2023), O-Cue-CoT and M-
Cue-CoT (Wang et al., 2023). We include ‘Base-
lines Details’ in Appendix B.

4.3 Evaluation Metrics

For automatic evaluation, we use Perplexity (PPL)
(Brown et al., 1992), BLEU (B-4) (Papineni et al.,
2002), METEOR (M) (Banerjee and Lavie, 2005),
Distinct-2 (D-2) (Li et al., 2015), BERTScore-f1
(BS-f1) (Zhang et al., 2019), Embedding Average
(EA), Vector Extrema (VE), and Greedy Matching
(GM) (Liu et al., 2016) to evaluate general quality
of responses. To assess responses for task per-
formance, we measure Domain Knowledge Cov-
erage (DKC), Commonsense Knowledge Cover-
age (CKC), and Emotion Expression Accuracy (E-
ACC). For human evaluation, we use Fluency (F),
Adequacy (A), Contextual Relevance (CR) (Singh
et al., 2022a) to assess responses’s general quality.
To assess responses for task performance, we em-
ploy Knowledge Existence (KE), Knowledge Cor-
rectness (KC), Knowledge Relevance (KR) (Varsh-
ney et al., 2022), Helpfulness (H), Safety (S), and
Empathy (Emp.). We include ‘Evaluation Metrics
Details’ in Appendix B.

4.4 Implementation Details

All implementations are conducted using PyTorch3,
and we employ transformer-based models from
Hugging Face (Wolf et al., 2019) throughout our
experiments. We use pre-trained Sentence-BERT
(Reimers and Gurevych, 2019) as knowledge and
context encoders and BERT (Devlin et al., 2018)
as entity encoder. The dense retriever FAISS is im-
plemented based on mixedbread-ai/mxbai-embed-
large-v1, an embedding model. It will rank the
documents based on the embedding L2 (Euclidean)
distance between each knowledge document and
dialogue context. We select top-2 knowledge docu-
ments (i.e. r = 2). We empirically set hyperparam-
eters: k to 60 (smoothing constant in RRF score
calculation), τ1 to 0.6 and τ2 to 0.9. Further, we
empirically set the following ranges: sei,C ≤ 0.3
indicates low confidence, 0.3 < sei,C ≤ 0.65 in-
dicates moderate confidence, and sei,C > 0.65
indicates high confidence for entity confidence cat-
egorization.

In the rationale-response filter, we use Zephyr-
7B (Tunstall et al., 2023) trained on diverse syn-
thetic dialogues generated by ChatGPT as dialogue
model θ. For rationale generation, we employ
LLaMA-3.1-8B-Instruct (Touvron et al., 2023) and
for response generation, we use LLaMa-2-7B-chat
(Touvron et al., 2023). We use Top-p sampling with

3https://pytorch.org/
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Models PPL ↓ B-4 ↑ M ↑ D-2↑ BS-f1 ↑ EA ↑ VE ↑ GM ↑ DKC ↑ CKC ↑ E-ACC ↑
ITDD 31.25 1.02 6.23 15.14 0.421 0.571 0.226 0.482 4.67 9.54 7.41
KnowledGPT 28.11 2.67 7.14 18.32 0.473 0.622 0.284 0.532 7.03 14.32 10.87
CEM 28.80 4.98 8.72 19.45 0.486 0.643 0.309 0.546 9.26 18.64 14.58
MISC 27.04 5.22 9.24 20.67 0.512 0.665 0.336 0.563 10.41 20.52 16.47
MSDP 25.73 6.07 10.56 20.73 0.537 0.694 0.372 0.591 11.87 23.56 18.62
CoT 17.53 6.44 10.89 21.34 0.553 0.713 0.401 0.612 13.22 26.48 20.93
ProCoT 14.41 6.53 11.03 23.12 0.603 0.744 0.423 0.637 16.12 31.78 24.71
O-Cue-CoT 11.26 6.71 11.78 24.48 0.627 0.767 0.442 0.654 18.36 36.48 27.42
M-Cue-CoT 9.35 6.59 12.61 27.78 0.652 0.801 0.467 0.682 22.41 44.12 32.17
MENDER 6.33 9.31 14.02 31.56 0.703 0.881 0.499 0.726 26.19 49.82 36.79

- SCo 9.52 7.99 12.57 30.22 0.671 0.845 0.480 0.704 24.98 44.67 32.24
- SDo 9.45 8.12 13.02 30.53 0.682 0.860 0.485 0.715 23.10 45.82 33.65
- (SCo + SDo)) 11.76 5.65 10.10 28.90 0.657 0.830 0.471 0.695 21.85 41.45 29.80

Table 1: Automatic evaluation results. Results are statistically significant at 5% significance level based on t-test (Welch, 1947).

Models F
(1-5)

A
(1-5)

CR
(1-5)

KE
(0-2)

KR
(0-2)

KC
(0-2)

H
(0-2)

S
(0-1)

Emp.
(1-5)

MSDP 2.33 2.45 2.38 1.02 1.10 1.09 1.29 1.0 2.30
CoT 2.87 2.94 2.71 1.15 1.22 1.21 1.35 1.0 2.64
ProCoT 3.21 3.19 3.03 1.28 1.35 1.33 1.50 1.0 3.08
O-Cue-CoT 3.47 3.39 3.34 1.41 1.47 1.45 1.62 1.0 3.28
M-Cue-CoT 3.73 3.64 3.58 1.53 1.60 1.58 1.74 1.0 3.59
MENDER 4.12 4.25 4.41 1.72 1.78 1.85 1.91 1.0 4.50

Table 2: Human evaluation results. Results are statistically
significant at 5% significance level based on t-test (Welch,
1947). Scale for metrics are given in column heads.

p = 0.9 and temperature τ = 0.6 for rationale and
response generation. For rationales’ generation, we
include two exemplars of rationales, with manually
constructed query-reply pairs to further guide the
LLM in identifying relevant contextual cues and
inferring necessary knowledge for response genera-
tion. Likewise, for response generation, we include
two exemplars consisting of dialogue context, cor-
responding rationales and ground-truth response
to guide the model toward generating appropriate
response. All experiments are done on Tesla V100-
PCIE-32GB GPUs.

5 Results and Analysis

5.1 Automatic Evaluation

Table 1 presents the results of the automatic eval-
uation. We observe that MENDER significantly
outperforms all baselines across all metrics. It
achieves the lowest PPL score, indicating the su-
perior quality of its generated responses compared
to baselines. Further MENDER excels in dialogue
quality, as revealed by its superior lexical (B-4,
M) and semantic richness (BS-f1, EA, VE, GM),
along with its ability to produce more diverse re-
sponses (D-2). The highest DKC and CKC scores
shows its proficiency in capturing knowledge, en-
abling the generation of engaging and informative
responses. Besides, the highest E-ACC score high-

lights MENDER’s ability to generate empathetic
responses. Notably, the ablation results show that
removing either CK-CoT rationales (SCo), DK-
CoT rationales (SDo), or both causes a significant
drop in performance, emphasizing the critical role
of both reasoning steps in generating knowledge-
grounded, empathetic responses.

5.2 Human Evaluation

Table 2 presents the results of the human evaluation.
We compare MENDER against MSDP, CoT, Pro-
CoT, O-Cue-CoT, and M-Cue-CoT only, as manual
evaluation is expensive. It is evident that MENDER
consistently outperforms baseline models across all
evaluation metrics. This highlights MENDER’s abil-
ity to effectively integrate commonsense reason-
ing and domain knowledge, generating responses
that are notably more coherent, empathetic, and
informative. The inter-evaluator agreement, mea-
sured using Fleiss’ kappa (McHugh, 2012) (κ),
falls within the range [0.45, 0.81] for all criteria,
indicating fair to moderate agreement among eval-
uators.

6 Conclusion

This work presents MENDER, a multi-hop reason-
ing framework that integrates commonsense and
domain-specific knowledge for generating empa-
thetic, knowledge-grounded responses in counsel-
ing dialogues. Using commonsense and domain
knowledge-driven CoT rationales, MENDER cap-
tures emotional, cognitive, and topic-specific de-
tails to ensure coherent, empathetic, and informed
responses. Extensive experiments on the POEM
dataset demonstrate the promising potential of
MENDER in generating coherent, empathetic, and
knowledge-grounded responses, significantly im-
proving the quality of counseling outcomes.
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Limitations

We evaluate MENDER on the POEM dialogue
dataset, focusing on crime victim counseling and
dyadic dialogues. While currently limited in scope,
future work could extend MENDER to other coun-
seling domains and multi-party dialogues. Since
its reasoning generations are entirely machine-
generated, caution is advised to avoid biases in
model training. Using LLaMA-2-7b-chat as the
base model, our experiments yield satisfactory re-
sults, but further validation and optimization are
planned, including performance enhancement on
smaller models like Gemma-2B (Team et al., 2024)
via knowledge distillation. Budget and compu-
tational constraints necessitated the use of open-
source LLaMA-2-7b-chat, but future studies could
explore advanced closed-source LLMs, such as
GPT-4 (OpenAI, 2024) or Gemini-1.5-Pro (Team
et al., 2023), for generating rationales and re-
sponses, thereby improving system performance.
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Appendix

A Mental Health and Legal
Counseling-related Entities

After extraction and manual review of the entities,
we identify a total of 41 entities, systematically
categorized into four groups as 16 crime-related
entities, 4 related to mental health issues, 7 asso-
ciated with legal information, and 14 pertaining
to medium information. The entities related to
crime, mental health issues, legal information, and
medium information correspond to 7, 6, 6, and 4
distinct query templates, respectively. A detailed
overview of the entity types, representative entity
examples, and their corresponding query templates
is provided in Table 3.

Entity Type Examples Sample Query Query Example

Crime cyber-stalking,
harassment

What is crimeX? What is Stalking?

How to prevent
crimeX?

How to prevent Stalking?

Mental Health depression, anx-
iety stress

What is issueX? What is Depression?

What are the symptoms
of issueX?

What are the symptoms of De-
pression?

Legal section354D,
cybercell

What is sectionX? What is section 354D?

What are the punish-
ments under sectionX?

What are the punishments under
section 354D?

Medium facebook, insta-
gram

How to report crimeX
on mediumX?

How to report online stalking on
Facebook?

How to block a pro-
file/page on mediumX?

How to block a profile/page on
Facebook?

Table 3: Entity types, entities examples, and their corre-
sponding query templates.

B Experiment Details

B.1 Baseline Details

1. ITDD (Li et al., 2019): Utilizes an incremen-
tal transformer architecture to encode utter-
ances and external knowledge, coupled with
a deliberation-based decoder for generating
responses.

2. KnowledGPT (Zhao et al., 2020): Incorpo-
rates a pre-trained language model alongside
a knowledge selection module, with both com-
ponents jointly optimized using reinforcement
learning.

3. CEM (Sabour et al., 2022): Leverages com-
monsense reasoning to enhance the expression
of empathy in generated responses.

4. MISC (Tu et al., 2022): Fuses commonsense
knowledge for emotional response generation.

5. MSDP (Liu et al., 2022): Employs a multi-
stage prompting framework that first generates

relevant knowledge and then use the generated
knowledge to predict the response for a given
dialogue context.

6. CoT (Wei et al., 2022): Employs a standard
few-shot CoT reasoning approach to generate
knowledge-grounded empathetic responses.

7. ProCoT (Deng et al., 2023): Prompts the
LLM to generate a chain-of-thought descrip-
tive analysis to use the relevant the knowledge
by performing dynamic reasoning for gener-
ating the knowledge-grounded empathetic re-
sponses.

8. O-Cue-CoT (Wang et al., 2023): Prompts the
LLMs to generate knowledge and a final re-
sponse simultaneously for the given dialogue
context, enforcing the LLM to reason based
on the knowledge.

9. M-Cue-CoT (Wang et al., 2023): M-Cue-CoT
builds on the foundation of O-Cue-CoT by
decomposing the reasoning process into con-
secutive steps. It first generates the reasoning
to infer the relevant knowledge and then use
the inferred knowledge to predict the final re-
sponse.

B.2 Evaluation Metrics Details
Automatic Evaluation Metrics. Perplexity (PPL)
(Brown et al., 1992) evaluates how well the model
predicts a response. Word-overlap-based metrics
like BLEU (Papineni et al., 2002) (B-4) and ME-
TEOR (Banerjee and Lavie, 2005)(M) compute
the overlap between the ground-truth response and
the model’s generated response. DISTINCT-2 (Li
et al., 2015) (D-2) measures the diversity of the
generated responses. BERTScore-f1 (Zhang et al.,
2019) (BS-f1), Embedding Average (EA), Vector
Extrema (VE), and Greedy Matching (GM) (Liu
et al., 2016) align the generated response and the
ground-truth response in latent semantic space to
assess the semantic similarity between the gold
response and the model’s generated response.

Domain Knowledge Coverage (DKC) using KF1
(Shuster et al., 2021) quantifies unigram word over-
lap between the generated response (R) and do-
main knowledge (K) (Equation 9), Commonsense
Knowledge Coverage (CKC) using Hard Matching
(Zhou et al., 2022b) identifies matching common-
sense tuples T between the dialogue context (C)
and the generated response (R) (Equation 10), and
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Models PPL ↓ B-4 ↑ M ↑ D-2↑ BS-f1 ↑ EA ↑ VE ↑ GM ↑ DKC ↑ CKC ↑ E-ACC ↑
MENDER (w query-reply pairs) 6.33 9.31 14.02 31.56 0.703 0.881 0.499 0.726 26.19 49.82 36.79
MENDER (w replies only) 7.46 8.12 13.78 29.01 0.689 0.864 0.489 0.712 25.73 46.92 33.07

Table 4: Ablation results w.r.t iterative query-reply pairs on generating question in MENDER.

Models PPL ↓ B-4 ↑ M ↑ D-2↑ BS-f1 ↑ EA ↑ VE ↑ GM ↑ DKC ↑ CKC ↑ E-ACC ↑
MENDER 6.33 9.31 14.02 31.56 0.703 0.881 0.499 0.726 26.19 49.82 36.79
MENDER (w/o R-C filter) 6.49 9.10 13.74 30.89 0.686 0.860 0.485 0.708 25.55 48.32 35.74
MENDER (w/o R-R filter) 7.67 8.87 13.45 30.18 0.668 0.839 0.470 0.690 24.92 46.92 34.70
MENDER (w/o R-C and R-R filter) 8.85 8.65 13.16 29.52 0.650 0.818 0.455 0.672 24.30 45.58 33.68

Table 5: Ablation results w.r.t rationale-context (R-C) and rationale-response (R-R) filters in MENDER.

EXP ACC (E-ACC) (Pascual et al., 2021) measures
the accuracy of emotion expression.

DKC =
1

m

m∑

i=1

KF1(R,K) (9)

CDC =
1

m

m∑

i=1

I({Ti}), I =

{
1 if {Ti} ≠ ∅,
0 otherwise.

(10)
where m is the test set size, and I = 1 if the re-
sponse is grounded by at least one commonsense
tuple.
Human Evaluation Metrics. Fluency (F) assesses
the grammatical correctness, Adequacy (A) quan-
tifies the semantic similarity of the generated re-
sponse with that of the ground-truth response, Con-
textual Relevance (CR) examines the alignment of
the generated responses with the dialogue context.

KE evaluates the incorporation of knowledge
within the response, KC measures the accuracy
of this knowledge, and KR examines whether the
knowledge is both accurate and contextually rele-
vant to the dialogue context. Helpfulness (H) as-
sess whether the generated response satisfies the
victim’s requirement, Safety (S) gauges if the gen-
erated response safeguards personal privacy and
adheres to relevant laws and regulations, and Empa-
thy (Emp.) assesses whether the response is more
understanding of the user’s emotion and situation
and shows the appropriate emotion.

C Human Evaluation Process

The human evaluation is conducted with the assis-
tance of three evaluators, two hold Ph.D. degrees in
Linguistics and one with a graduate degree in Com-
puter Science and Engineering. All evaluators are
proficient in English and have substantial experi-
ence in similar tasks. For evaluation, we randomly

selected 120 samples consisting of dialogue con-
text, ground-truth response, commonsense knowl-
edge, domain knowledge, and model-generated re-
sponse. Prior to the evaluation, they are briefed on
the evaluation guidelines along with few samples,
and are instructed to rate each sample for F, A, CR,
KE, KC, KR, H, S, and Emp. on a provided scale.

C.1 Prompt Templates for MENDER

The prompts of our proposed MENDER are reported
in Table 7 (Commonsense Knowledge-driven CoT
Reasoning), Table 8 (Domain Knowledge-driven
CoT Reasoning), and Table 9 (Response Genera-
tion).

D Additional Analysis

D.1 Ablation w.r.t Iterative Query-Reply Pairs

To assess the impact of queries, we conduct an
ablation study by prompting the model under the
same conditions as MENDER but generating only
replies. Specifically, we remove queries from the
rationales and prompt the model using the modified
sample. As presented in Table 4, the absence of
queries leads to a significant decline in response
quality, highlighting their critical role in reasoning.
This suggests that queries play a crucial role in
guiding replies generation, as responses exhibit
poor alignment with dialogues in their absence.

D.2 Ablation w.r.t filters

To assess the impact of rationale-context and
rationale-response filters, we ablate the filters and
done the experiments under the same conditions
as MENDER. In the first ablation, we ablate the
rationale-context filter, in the second ablation, we
remove the rationale-response filter, and finally in
the third ablation, we omit both filters. The results,
presented in Table 5, indicate a decline in response
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quality when the generated rationales fail to sup-
port accurate next response prediction. Notably,
the MENDER’s performance deteriorates signifi-
cantly when the when the rationale-context filter
is removed, underscoring the critical role of main-
taining alignment between rationales and contexts.
Furthermore, when the rationale-response filter is
removed, the overall response quality further de-
grades. A significant performance drop is observed
when both the filters are omitted. These results
demonstrate the significance of both filters in gen-
eration adequate responses.

D.3 Case Study
Table 6 presents examples of responses generated
by the proposed MENDER framework, alongside
four strong baselines - CoT, ProCoT, O-Cue-CoT,
and M-Cue-CoT. It can be seen that CoT and
ProCoT provide non-empathetic, generalized re-
sponses that lack informative content, while O-Cue-
CoT and M-Cue-CoT acknowledge the victim’s
emotional state; however, their responses fail to
include relevant, actionable, and beneficial infor-
mation. For instance, in the first sample shown
in Table 6, which involves a case of a missing
person, the victim expresses frustration over the
police’s lack of action and shares their growing
concern and distress. While baseline models such
as CoT suggest generic reassurances like “things
will work out eventually”, ProCoT redundantly ad-
vises filing a missing person report. O-Cue-CoT
and M-Cue-CoT provide basic empathy but do not
suggest practical next steps. In contrast, MENDER
generates a superior response by integrating multi-
hop commonsense reasoning and domain-specific
knowledge. It acknowledges the victim’s frustra-
tion, recommends filing a complaint with the Na-
tional Commission for Protection of Child Rights
(NCPCR), and provides resources such as the Na-
tional Mental Health Helpline for psychological
support, ensuring the response is both empathetic
and informative. Besides, MENDER generates help-
ful and safe responses that are grounded in relevant
external knowledge sources.

Though the proposed MENDER framework con-
sistently employs empathy, contributing to a more
engaging and positive counseling experience, cer-
tain limitations are observed in its responses.
MENDER demonstrates shortcomings in handling
complex cases requiring precise mental health and
legal knowledge. For example, as shown in third
example in Table 6 that highlights a case of unau-

thorized photo sharing on Instagram, with the vic-
tim describing the accused’s obsessive behavior.
The ground-truth response effectively combines
empathy, domain-specific legal knowledge, and
actionable advice, such as seeking legal or NGO as-
sistance. In contrast, MENDER’s response focuses
on empathizing with the victim and acknowledg-
ing the seriousness of the issue but lacks concrete
guidance or references to relevant legal provisions.
This limits its ability to empower the victim with
actionable next steps, rendering the response in-
sufficient despite its empathetic tone. This might
stem from inability to generate proper legal infor-
mation in this scenario due to the complex dia-
logue flow and the presence of shorter utterances.
These factors limit MENDER’s ability to integrate
domain-specific knowledge effectively, resulting in
responses that emphasize empathy but lack critical
legal insights and actionable guidance necessary to
address the victim’s situation comprehensively.
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Dialogue Context Victim: My daughter is missing since 10 October, 2020. Police is not helping me to find my daughter.
Agent: Ok, have you complained about this to any police station?
Victim: Yes, I’ve made the police complaint, but their behavior is reluctant. I don’t think they’re making any effort to find my daughter. I am too
worried about her whereabouts, feeling depressed.
Agent: Ok, don’t worry. Have they asked you for sufficient details to find her?
Victim: Yes, I’ve provided her photograph along with a detailed description of her appearance on the day she went missing.

Ground-truth Response Agent: It’s sad to hear, I suggest you take legal action in this matter. Are you taking the proper follow up every day ?
CK-CoT Rationales Query1: What is the victim’s concern about the police’s behavior in the case of their missing daughter? (xReact)

Reply1: The victim is worried about the police’s reluctance and lack of effort in finding their daughter, which is causing them distress.
Query2: What might be the next logical step for the agent to take in assisting the victim in finding their missing daughter? (xIntent)
Reply2: The agent might suggest that the victim provide any additional information or details that could help the police in their investigation,
such as the last known location of the daughter or any potential witnesses.

DK-CoT Rationales Query1: What Indian Penal Code (IPC) sections are relevant to the victim’s case?
Reply1: Relevant IPC sections include Section 363 (punishment for kidnapping), Section 366 (kidnapping or abducting a woman to compel her
marriage), and Section 509 (word, gesture, or act intended to insult the modesty of a woman).
Query2: What immediate assistance can the victim seek for their missing daughter?
Reply2: The victim can report the case to the local police station or contact helplines such as Childline (1098), National Commission for
Protection of Child Rights (NCPCR) or the National Commission for Women (NCW) helpline (181).
Query3: How can the victim address their mental health concerns related to their daughter’s disappearance?
Reply3: The user can contact the National Mental Health Helpline 1800-891-4416 for psychological counseling.

CoT Ok, just give it some time. Things will work out eventually.
ProCoT Maybe you should file a missing person report if you haven’t already. That should help.
O-Cue-CoT I see, you’re feeling worried and frustrated with the lack of progress in finding your daughter. You should try not to let it affect you too much

emotionally, please be strong in this time.
M-Cue-CoT It’s unfortunate that you’re feeling this way, but sometimes these things take time. Have you considered reaching out to any other organizations

or groups that specialize in missing persons cases?
MENDER Agent: I’m deeply sorry that you’re facing this situation. I understand your concern and frustration with the police’s behavior. I would

recommend filing a complaint with the National Commission for Protection of Child Rights (NCPCR) and seeking legal advice from a lawyer
specializing in criminal law. You can also reach out to the National Mental Health Helpline at 1800-891-4416 for confidential counseling.

Dialogue Context Victim: I need help.
Agent: Yes sure, I am here to help you. May I know to whom I am talking?
Victim: My name is Person_X and I am Age_X years old. I am a married woman.
Agent: Hi Person_X, please share your problem in detail?
Victim: I saw a lady labor at the construction site beside my house. She was being gang-rapXX by her co-workers. I want to help her. She is in
mental trauma and is also injured.

Ground-truth Response Agent: It’s really disgusting. Could you please tell me has she or you complained about it?
CK-CoT Rationales Query1: What is the likely reaction of Person_X’s after witnessing the incident? (xReact)

Reply1: She might be shocked, frightened, or even guilty, which could lead to a range of reactions, including panic or denial.
Query2: What is the potential effect on lady labor’s mental state due to the traumatic event she witnessed? (oEffect)
Reply2: Lady might experience severe emotional distress, including anxiety and fear as a result of witnessing the violent and disturbing incident.
Query3: What might be the next logical step for Person_X to take in order to help the lady laborer? (xNeed)
Reply3: She might need to contact the authorities, such as the police or local authorities, to report the incident and ensure the lady laborer
receives proper medical attention and psychological support.

DK-CoT Rationales Query1: What are the relevant IPC sections applicable to the crime described?
Reply1: The crime of gang rapX falls under IPC Section 376D (gang rapX) and Section 34 (criminal conspiracy), which address group actions
with criminal intent.
Query2: What legal rights does the victim have under Indian law?
The victim has the right to free medical care under Section 357C of the Code of Criminal Procedure (CrPC) and protection of her identity under
Section 228A of IPC.
Query3: What helplines or resources can be contacted for immediate support?
Reply3: The victim can contact the One Stop Crisis Center (OSCC) or the National Health Helpline (104) for medical and counseling services.

CoT Ok, you should try talking to the lady and comforting her. Has she complained about this incident?
ProCoT Maybe you can tell the lady to avoid the site in the future. That might keep her safe.
O-Cue-CoT I strongly advise against taking any action that could harm the victim or promote illegal activities. You should report this to authorities so that

they can take appropriate action.
M-Cue-CoT I understand you situation. Please seek help and support from trusted organizations and professionals who can provide appropriate assistance and

care.
MENDER Agent: I’m truly sorry to hear about this distressing situation, and I admire your willingness to help. Could you please ensure the lady receives

immediate medical and psychological support through One Stop Crisis Center or National Health Helpline - 104. I would like to inform that this
is a crime under IPC Section 376D, please let me know if you would like to report the incident

Dialogue Context Victim: From one and a half months.
Agent: OMG! That’s quite a long time. Do you have any idea why is he doing this to you?
Victim: That bloody rascal says I am his life he will make me the queen of his world. I think he is a psycho.
Agent: Oh my God! That’s really disturbing. Don’t worry, we will help you. Can you tell us on what social media platform he has posted your
pic without your consent?
Victim: On Instagram. I got the screenshot that he posted my pic.

Ground-truth Response Agent: You did a great job. I would like to inform you that the person can be charged under IPC Section 354D and Section 67 of IT Act 2008
for stalking and breach of privacy, if found guilty. Would you like to take legal action or consult NGOs/counselors in this matter?

CK-CoT Rationales Query1: What is the potential effect on the victim’s social media presence after the accused posts their picture without consent? (oEffect)
Reply1: The victim’s picture may go viral on Instagram, attracting unwanted attention and potentially damaging their reputation.
Query2: How might the accused behavior be perceived by the victim, considering their statement about being a “psycho”? (xReact)
Reply2: The victim feels threatened, disturbed, and possibly fearful due to the accused obsessive behavior and explicit claims.
Query3: What does the victim want considering their situation? (xWant)
Reply3: The victim might logically want to take action to protect themselves, such as reporting the accused behavior to the social media platform
or seeking help from authorities.

DK-CoT Rationales Query1: What type of crime is being reported in the case of a photo shared without consent?
Reply1: This could be considered cyberstalking, harassment, or a violation of privacy under Indian laws.

MENDER Agent: I can see that you’re going through a really tough time. The fact that your picture is trending on Instagram without your consent is not
only disturbing but also a serious issue.

Table 6: Example of response generation using MENDER with different knowledge sources.
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[Task Overview]
Construct a commonsense knowledge-driven CoT rationale to support the generation of target
utterance (‘Target:’). The rationale should consist of a sequence of atmost five interconnected
query-reply pairs, each incorporating a commonsense relation selected from [xIntent, xNeed,
xWant, xReact, oEffect, and Causes]. These queries should provide key inferential steps
necessary for generating the target utterance but you should not include the target utterance
and also pretend you don’t know the target utterance. The last query-reply pair should infer
the likely target utterance without explicitly revealing it. If commonsense reasoning is not
essential for generating the target utterance, return ’None’ as the rationale.
[Few-shot demonstrations]
- Exemplar 1 -
Dialogue Context: <Dialogue Context>
Target: <Ground-truth Response>
Commonsense Knowledge-driven CoT Rationale: <Commonsense Knowledge-driven CoT Rationale>
- Exemplar 2 -
Dialogue Context: <Dialogue Context>
Target: <Ground-truth Response>
Commonsense Knowledge-driven CoT Rationale: <Commonsense Knowledge-driven CoT Rationale>
Input
Dialogue Context: <Dialogue Context>
Target: <Ground-truth Response>
Output
Commonsense Knowledge-driven CoT Rationale: {Commonsense Knowledge-driven CoT Rationale}

Table 7: Prompt template for generating commonsense knowledge-driven CoT. The variables enclosed in curly
brackets < · · · > represent placeholders that are filled when the template is instantiated. The content within {} is to
be generated.

[Task Overview]
Construct a domain knowledge-driven CoT rationale to support the generation of target utterance
(‘Target:’). The rationale should consist of a sequence of atmost five interconnected query-reply
pairs, each incorporating information from the extracted domain knowledge documents. These
queries should provide key inferential steps necessary for generating the target utterance but
you should not include the target utterance and also pretend you don’t know the target utterance.
The last query-reply pair should infer the likely target utterance without explicitly revealing
it. If domain-specific reasoning is not essential for generating the target utterance, return
’None’ as the rationale.
[Few-shot demonstrations]
- Exemplar 1 -
Dialogue Context: <Dialogue Context>
Target: <Ground-truth Response>
Domain Knowledge-driven CoT Rationale: <Domain Knowledge-driven CoT Rationale>
- Exemplar 2 -
Dialogue Context: <Dialogue Context>
Target: <Ground-truth Response>
Domain Knowledge-driven CoT Rationale: <Domain Knowledge-driven CoT Rationale>
Input
Dialogue Context: <Dialogue Context>
Target: <Ground-truth Response>
Output
Domain Knowledge-driven CoT Rationale: {Domain Knowledge-driven CoT Rationale}

Table 8: Prompt template for domain knowledge-driven CoT. The variables enclosed in curly brackets < · · · >
represent placeholders that are filled when the template is instantiated. The content within {} is to be generated.
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[Task Overview] Generate the most appropriate next response based on the dialogue context. While
the rationale may be referenced, it should be disregarded if it leads to an inaccurate response.
Ensure conciseness by avoiding excessive information, and maintain consistency with the style
of the preceding dialogue.
[Few-shot demonstrations]
- Exemplar 1 -
Dialogue Context: <Dialogue Context>
Commonsense Knowledge-driven CoT Rationale: <Commonsense Knowledge-driven CoT Rationale>
Domain Knowledge-driven CoT Rationale: <Domain Knowledge-driven CoT Rationale>
Response: <Ground-truth Response>
- Exemplar 2 -
Dialogue Context: <Dialogue Context>
Commonsense Knowledge-driven CoT Rationale: <Commonsense Knowledge-driven CoT Rationale>
Domain Knowledge-driven CoT Rationale: <Domain Knowledge-driven CoT Rationale>
Response: <Ground-truth Response>
Input
Dialogue Context: <Dialogue Context>
Commonsense Knowledge-driven CoT Rationale: <Commonsense Knowledge-driven CoT Rationale>
Domain Knowledge-driven CoT Rationale: <Domain Knowledge-driven CoT Rationale>
Output
Response: {Response}

Table 9: Prompt template for response generation. The variables enclosed in curly brackets < · · · > represent
placeholders that are filled when the template is instantiated. The content within {} is to be generated.
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