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Abstract

While NLP models often seek to capture cog-
nitive states via language, the validity of pre-
dicted states is determined by comparing them
to annotations created without access the cog-
nitive states of the authors. In behavioral
sciences, cognitive states are instead mea-
sured via experiments. Here, we introduce
an experiment-based framework for evaluating
language-based cognitive style models against
human behavior. We explore the phenomenon
of decision making, and its relationship to the
linguistic style of an individual talking about
a recent decision they made. The participants
then follow a classical decision-making experi-
ment that captures their cognitive style, deter-
mined by how preferences change during a de-
cision exercise. We find that language features,
intended to capture cognitive style, can predict
participants’ decision style with moderate-to-
high accuracy (AUC ∼ 0.8), demonstrating that
cognitive style can be partly captured and re-
vealed by discourse patterns.

1 Introduction

While language models grow in sophistication,
NLP tasks increasingly focus on understanding
the people behind the language (Choi et al., 2023;
Dey et al., 2024). Such social and psychologi-
cal NLP studies still rely primarily on annota-
tions for evaluation. For example, recent social
tasks have depended on annotated datasets for,
e.g., emotions (Rosenthal et al., 2019; Mohammad
et al., 2018), empathy (Sharma et al., 2020), polite-
ness (Hayati et al., 2021), humor (Meaney et al.,
2021), dissonance (Varadarajan et al., 2023), and
reasoning abilities (Alhamzeh et al., 2022). How-
ever, while annotation-based work has pushed NLP
towards capturing cognitive states of the language
generators (i.e. people), it falls short of offering
ground truth of psychological processes because
annotations reflect perception of another person’s
state. (Sandri et al., 2023; Sap et al., 2021). For
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Recently I had to move to a 
different country for a job … 
it’s difficult without friends … 
but I love my job.
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Figure 1: An alternate evaluation framework for valida-
tion of cognitive processes with language: The partici-
pants are first prompted to write about their experiences,
eliciting their thought process. Then they are subjected
to an experiment that would measure their behavior. The
behavior is a ground truth measure of their cognitive
style that can be tied to the expressed language.

example, annotations of empathy point to linguis-
tic cues that appear empathetic to observers but
do not always reflect the actual human experience
of empathy (Lahnala et al., 2022). Behavioral sci-
ences, on the other hand, often emphasize the im-
portance of direct assessment through experimental
paradigms for the purpose of understanding con-
structs of interest.

We introduce an experimental framework that
collects linguistic data alongside induced cognitive
phenomena to evaluate the feasibility of discourse
modeling approaches for capturing cognitive styles
in decision making. By associating linguistic pat-
terns with specific cognitive phenomena, we aim
to understand individuals’ unique cognitive styles,
which are largely unseen and often only observ-
able through the final decision (Campitelli and Go-
bet, 2010). Our study follows modern psychology–
experimental designs to quantify how language use
signals Cognitive Styles, or habitual patterns of
thought related to various cognitive phenomena.
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Our key contributions include: (1) An
experiment-based evaluation framework to vali-
date cognitive styles in language; (2) Exploring
discourse and other linguistic features for model-
ing decision-making cognitive styles; (3) Finding
that language can be indicative of a person’s cog-
nitive styles even in the more stringent evaluation
framework; (4) Decisions dataset for the language
of decision-making cognitive styles.1

2 Related Work

While NLP for social science often relies on la-
bels from annotators or questionnaires, behavioral
science theory suggests carefully designed experi-
ments can more objectively elicit and capture cog-
nitive states. For instance, Saxbe et al. (2013) inves-
tigated emotional responses using an experimental
design in which participants’ brain activity was
imaged as they listened to narratives eliciting dif-
ferent emotions. These methods can offer a more
objective foundation for understanding the psycho-
logical processes at play (Brook O’Donnell and
Falk, 2015). In our study, we focus on cognitive
styles in decision making – reflecting one’s ten-
dency to maintain consistency and resolve disso-
nance (Harmon-Jones and Harmon-Jones, 2007;
McGrath, 2017). Since people show little aware-
ness of their decision-making (Nisbett and Wilson,
1977), cognitive styles are measured experimen-
tally by observing shifts in preferences after deci-
sion (Simon et al., 2004; Aguilar et al., 2022).

Our study draws from previous NLP research
that validates author state measurements through
annotations or self-report questionnaires. For ex-
ample, past work has compared affective states
with self-reported mental health by analyzing self-
disclosures (Zirikly et al., 2019; Valizadeh et al.,
2021), while others have examined cognitive styles
in the context of discourse (Sharma et al., 2023;
Juhng et al., 2023; Varadarajan et al., 2022, 2023).
However, annotations and self-reports are subject
to perceptual biases, such as those observed in di-
alogue evaluations (Liang et al., 2020) or when
assessing constructs such as humor, empathy, or of-
fensiveness (Yang et al., 2021; Paulhus et al., 2007;
Buechel et al., 2018; Lahnala et al., 2024). To ad-
dress these limitations, we adopt an experimental
approach that aims to objectively capture cognitive
states, focusing on how individuals manage disso-

1For dataset and code:
https://github.com/humanlab/cog_style_validation

nance and consistency in their decision-making.
Discourse structures provide a theoretically

grounded link between cognitive processes and
communication patterns, serving as a window into
how individuals construct and convey explana-
tions (Van Dijk, 1990, 2014). Research in psychol-
ogy has established strong connections between
linguistic patterns and cognitive styles, particularly
in how individuals process and communicate infor-
mation (Buchanan et al., 2013). The analysis of
discourse relations is especially valuable because
they capture both explicit and implicit connections
between text segments, revealing deeper patterns
in explanatory styles such as reasoning (Son et al.,
2017, 2018a) and rhetorical structures (Taboada
and Mann, 2006) that may not be apparent from
lexical-level features alone (Juhng et al., 2023;
Varadarajan et al., 2024). It serves as a power-
ful indicator of explanatory and rhetorical patterns
in text, offering insights into how ideas are con-
nected and presented (Knaebel and Stede, 2023).
In this work, we explore discourse features as well
as state-of-the-art LLMs to model the outcomes of
the cognitive experiment.

3 Experiment

A total of 514 participants were recruited in person
for the study; 12 were excluded due to incomplete
or invalid responses, resulting in a final dataset of
502 participants. Data collection was performed in
2 stages (see Figure 1). The questionnaire has been
described in detail in Appendix A.

Writing Task Participants received 2 writing
prompts to elicit language relevant to their decision-
making cognitive style: 1) “Please describe a recent
important and difficult decision that you have made”
(20-100 words), and 2) “What were the consider-
ations that you thought about while making the
decision? When answering, please consider all of
the circumstances and details that went into the dif-
ficult decision” (100-300 words). These questions
were chosen to elicit detailed descriptions of a re-
cent decision-making process, encouraging partici-
pants to discuss options and explain their reasoning.
The elicited essays to the two questions were con-
catenated for all further analysis. We henceforth
call the collection of essays from the participants
the Decisions dataset.

Constraint Satisfaction Experiment We repli-
cated the experiment from Simon et al. (2004),
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modifying the preference score calculation to quan-
tify overall preference changes rather than single
attribute fluctuations as described below.

1. Pre-Decision Preferences Participants an-
swered questions assessing preferences on a 6-
point scale (-5 to 5, interval of 2) for four attributes:
Commute (com), Vacation (vac), Office space (off)
and Salary (sal).

Each attribute had positive (+) and negative (-
) questions for preference bounds. For example:
com+ (commute): “Please select how desirable the
18 minute commute is to you.” com−: “Please
select how desirable the 40 minute commute is to
you.” Participants rated each attribute’s relative
weight (W) on a 1-8 scale. Final preference (ρcom)
for each attribute was calculated as:

ρcom = (com+ − com−) x Wcom
Note that each ρ is a value between -80 to +80.

2. Job Offers Two choices were offered to the
participants, such that in choosing either of the jobs,
they would likely make compromises on at least
two attributes. The two options were:
Company A: com+, vac+, off−, sal−; and
Company B: com−, vac−, off+, sal+
where +,− (in subscript) refer to the favorable
and unfavorable conditions for each of the four
attributes. Therefore, the pre-decision preference
score ψ for company A and B can be calculated as:
ψA = +ρcom + ρvac − ρoff − ρsal
ψB = −ρcom − ρvac + ρoff + ρsal
Each ψ thus has a value between -320 and +320.
Participants choose between two options, typically
aligning with their initial preferences. We ran-
domly introduce an influencing factor, location
(loc), describing the job as either near a fun mall
or in a dull construction site. This aims to induce
dissonance, compelling participants to compromise
and potentially make contrarian decisions, incon-
sistent with their initial preferences.

3. Post-Decision Preferences After selecting a
job, participants answer the same questions from
the pre-decision questionnaire again.

Decision-Making Outcomes We define each
construct and describe their measurement from the
experiment below:

1. Choice-Induced Shift (CIS) The change
in preference is captured by subtracting the pre-
experiment scores from post-experiment scores.
CIS = ψpost

A − ψpre
A ; choice = A

CIS = ψpost
B − ψpre

B ; choice = B
Here, we model binarized CIS which captures the
direction of the preference change towards the job
choice.

2. Influenced or Not (Inf) The job offer is fur-
ther influenced by introducing a confounding at-
tribute loc (location). Many participants choose the
job influenced by the description of the location at-
tribute, however not all of them change their minds.
The change is a cognitive signal that measures if
someone’s choice was influenced by confounding
attribute. This indicates that their initial prefer-
ences were not strong enough to begin with. This
is captured as a binary variable: making the choice
in the direction of the influenced variable or not.

Figure 2: Randomly selected topics emerging from LDA
on the participant writing describing a recent decision,
depicting the types of content evoked.

Description of the Decisions Dataset We em-
ployed topic modeling to describe the main themes
of the Decisions dataset while preserving privacy
of our study participants. Figure 2 shows that re-
spondents writing about their difficult decisions fre-
quently mention topics related to college education,
career goals, finances, mental health, friendships,
family relationships, and vacation plans. These
subjects are largely connected to common decision-
making aspects of student life. The average length
of essays is 186.28 words (min: 120, max: 508
words). The average Choice-Induced Shift (CIS) is
25.6 (σ: 38.4, min: -102.4, max: 140.8) – this is
consistent with the Simon et al. (2004) paper that
shows that more people tend to change their pref-
erences towards the decision they make, i.e. CIS
skews positive. Finally, out of the 502 participants,
417 (83%) were influenced in the direction of the
confounding attribute (loc) whereas 85 (17%) re-
mained uninfluenced.

4 Methods

We explored the following theoretically relevant
Discourse Relations:
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1. Causal explanations We extract individual
reasoning behind decision-making behaviors using
a causal explanation detection model trained on
social media posts with a F1-macro of 0.85 (Son
et al., 2018b). We infer the proportion of messages
containing causal explanations provided by the in-
dividual.

2. Counterfactuals These are statements of alter-
nate reality; of what could have happened instead
of actual events. We used the counterfactual re-
lation recognition model based on a social media
dataset with an F1-macro of 0.77 (Son et al., 2017)
to calculate the proportion of the messages from
each individual that contains counterfactual state-
ments.

3. Dissonance and Consonance We extracted
linguistic dissonance and consonance using a
model trained on social media posts (AUC = 0.75)
introduced in Varadarajan et al. (2023), which
captures signals of cognitive dissonance exhibited
through language. We then calculated the average
probability of dissonance for consecutive phrases
predicted as dissonant or consonant.

4. Discourse Relation Embeddings To capture
other discourse-level information, we use discourse
relation embeddings that is extracted from pairs of
consecutive discourse arguments (Son et al., 2022),
aggregated by averaging at a message level.

Further, we explored common baseline models
to capture the decision-making cognitive styles: a
random baseline, zero- and four-shot prompting on
both Llama3.1-8B-chat and Gemma-7B-Instruct2,
and finally, a predictive model from averaged em-
beddings of the text from L23 of RoBERTa-large.

Predictive Models for Decision Making We
model 2 outcomes together: Choice-Induced Shift
(CIS) and Influence (Inf). CIS and Inf variables
capture the magnitude and direction of the tendency
of a person to vacillate when exposed to conflict-
inducing information. We combine them into a
single variable CIS_Inf for modeling four distinct
cognitive styles for decision making: (a) Negative
CIS, Not Influenced (↓CIS↓Inf, 6%), (b) Negative
CIS, Influenced (↓CIS↑Inf, 17%), (c) Positive CIS,
Not Influenced (↑CIS↓Inf, 11%) and (d) Positive
CIS, Influenced (↑CIS↑Inf, 66%).

2The LLMs were prompted with the definitions of CIS and
Inf variables. For the prompts, please check §B.1.

We use a logistic regression model for 4-way
classification with the features listed in Table 1,
where we calculate stratified 5-fold cross-validation
accuracies using DLATK (Schwartz et al., 2017).

Baselines AUC Discourse feats AUC k

Random 0.50 Causal 0.81 1
Llama3.1 (0-sh) 0.56 Counterfactual 0.80 1
Gemma (0-sh) 0.56 Consonance 0.81 1
Llama3.1 (4-sh) 0.64 Dissonance 0.80 1
Gemma (4-sh) 0.79 DiscRE (full) 0.76 845
RoBERTa-L23 0.69 DiscRE (16-D) 0.79 16

Table 1: Performance of various feature sets over the
CIS_Inf outcome (AUC: mean Area Under the ROC
Curve; k: number of input features). Linguistic mea-
sures from the participants’ pre-experiment writing can
predict CIS_Inf with moderate-high, non-trivial accu-
racy.

5 Results

We explore results for our primary application of
the experimental validation framework: do dis-
course relation models, which capture explanatory
styles and coherence in language of individuals,
predict the cognitive style of a decision that an
individual makes? Table 1 shows that cognitive
styles, represented by CIS_Inf, have predictive cor-
relates in language. CIS_Inf captures two different
variables (Fig 3) – how much a person’s prefer-
ence shifts before and after the experiment and
whether they were influenced in making the deci-
sion. While discourse relation embeddings them-
selves seem to have low predictive power, specific
relevant relations such as Causal and Consonance
have high predictive power towards the cognitive
styles of individuals pertaining to actual decision-
making. With discourse relation features achiev-
ing an AUC of ∼0.8, language shows promise in
capturing cognitive styles of individuals that are
exhibited through their behavior. While few-shot
prompting achieves comparable performance to dis-
course features, the latter’s success is particularly
noteworthy given their significantly lower parame-
ter count compared to large language models. The
effectiveness of these interpretable discourse fea-
tures reinforces our finding that linguistic patterns
reflect underlying cognitive styles.

To explore language-specific patterns that relate
to each type of cognitive style, we also extracted
for theoretically-relevant lexical and discourse re-
lation features in predicting each class of CIS_Inf.
Results are presented in Table 2, where we find
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Theoretical Features ↓CIS↓Inf ↓CIS↑Inf ↑CIS↓Inf ↑CIS↑Inf

OCEAN
Openness -0.14 0.15 -0.18 0.03
Conscientiousness -0.14 -0.18 0.20 0.05
Extraversion -0.03 -0.02 0.03 -0.01
Agreeableness -0.05 0.14 0.05 -0.09
Emotional Stability 0.00 0.00 -0.05 0.02

Anxiety 0.07 -0.10 0.24 -0.06
Stress -0.17 0.06 0.08 -0.04
Loneliness -0.19 -0.17 0.08 0.12
Empathic Concern 0.16 0.10 -0.15 -0.03

Discourse relations
Causal 0.29 -0.13 -0.15 0.06
Counterfactual -0.11 0.01 0.13 -0.04
Consonance 0.04 -0.15 -0.22 0.18
Dissonance 0.18 -0.16 0.04 0.03

Table 2: Cohen’s d for theoretical features against cog-
nitive style outcomes of CIS_Inf.

that the four classes are highly differentiable along
lexical-based measures for personality (Park et al.,
2015), anxiety (Mangalik et al., 2024), stress (Gun-
tuku et al., 2019a), loneliness (Guntuku et al.,
2019b) and empathic concern (Giorgi et al., 2023).
Discourse relations, especially the Causal relation
has a Cohen’s d of 0.29 with the class ↓CIS↓Inf.
We find that individuals who use more causal ex-
planations and dissonant statements in their de-
scription of a recent past decision are less likely to
change their minds about a decision due to external
influence, and are less likely to change their prefer-
ences after making a decision, whereas, individuals
who use less consonant statements in describing
their decisions are more likely to switch their pref-
erences after making a decision in the experiment.

Interestingly, higher linguistic dissonance is as-
sociated with less change in preferences / tendency
to be influenced, which may signal difficulty in
resolving dissonance surrounding one’s decision.
Higher change in preferences with low tendency to
be influenced also seems to be signaled by linguis-
tic anxiety, and each of the cognitive styles have a
distinct signature across personality and well-being
dimensions. This indicates that individual decision-
making cognitive styles derived from simulated
real-life experiments can be gleaned from personal
discourse and the explanatory style of the person.

Recommendations: As an initial step in devel-
oping this evaluation framework, we recommend
incorporating direct behavioral measurements into
linguistic analyses, moving beyond traditional
annotation-based methods. While annotations pro-

vide useful approximations of cognitive states, they
rely on external judgments rather than direct psy-
chological evidence. In contrast, experimental
paradigms—widely used in psychology—allow
researchers to systematically measure cognition
and behavior under controlled conditions, offer-
ing a more reliable way to validate language-based
models. To ensure ecological validity, language
data should be collected before the experiment to
prevent unintended influence on participants’ re-
sponses. To capture a fuller picture of cognitive
processes, researchers should combine linguistic
features with behavioral metrics such as response
times (e.g., questionnaire completion speed), click-
through rates, and dynamic shifts in participant
responses. This multimodal approach provides
stronger evidence for the relationship between lan-
guage and cognition, allowing NLP models to
be evaluated against real psychological processes
rather than relying solely on subjective annota-
tions. By integrating experimental methods, this
framework strengthens the scientific grounding of
language-based models and enhances their valid-
ity for applications in cognitive science, decision-
making research, and human-computer interaction.

6 Conclusion

We demonstrated that experimentally-evoked cog-
nitive styles can indeed be captured by language,
offering a more solid “ground truth” compared to
annotations of perceived behavior, which often fail
to reflect a person’s true state. This framework em-
phasizes methodological rigor through controlled
psychological experiments, enabling researchers to
establish robust connections between language pat-
terns and realistic estimates of cognitive states. Our
framework’s effectiveness is demonstrated with
language-based features having strong predictive
power for objective cognitive styles, especially dis-
course features successfully capturing experimen-
tally measured cognitive styles. This approach not
only enhances statistical validity but also has prac-
tical applications in the use of LLMs for mental
health therapy, agent engagement systems, and cog-
nitive science. By moving beyond the limitations
of annotation-based or questionnaire-based labels,
this paradigm represents a crucial step toward more
rigorous evaluation in NLP, suggesting promising
directions for future research in understanding the
relationship between language and cognition.
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Limitations

While our experiment aims to capture cognitive
dissonance through language in tandem with the
replication of Simon et al. (2004), our study does
not include direct questions in the writing prompts
that explicitly prompt participants to discuss their
decision-making process within the experiment it-
self. Despite the indirect writing prompt, we were
able to capture promising cognitive style of indi-
viduals irrespective of the experimental outcome.
Further, the experiment offers a simulated job of-
fer scenario, and the outcomes could be different
in real-life. That said, our work is an initial step
towards exploring associations of explicit linguis-
tic structures and language modeling with observ-
able psychological constructs, through the inclu-
sion of psychological experiments in data collec-
tion. Therefore we chose a simpler abstraction of a
real-world decision making problem as is usually
done in the field of social psychology. However,
this creates limitations in directly predicting partic-
ipants’ actual decision-making behaviors.

While discourse relations were originally in-
tended to capture cognitive states through coher-
ence and rhetorical structures, our predictive model-
based method for inferring these relations offers
only a small boost to the correlations when com-
pared to lexical measures and contextual represen-
tations. This suggests that regular contextual em-
beddings might contain enough information to pick
up cognitive styles and human behavior from lan-
guage.

Our study population introduces several limita-
tions that should be noted. The experiment uses
undergraduate students at a public university which
may limit the generalizability of the findings to
other populations or age groups. While the study’s
focus on job decisions was particularly relevant to
undergraduate students, who are often navigating
a transitional phase focused career personal devel-
opment, their decision-making processes may vary
considerably from those of individuals in diverse
life stages or professional environments. Further-
more, the linguistic outcomes were constrained by
the small number of participants limited to the uni-
versity. Therefore, the effect size was influenced
by the restricted diversity in the population and the
size of the participants.

Ethics Statement

This study included an experiment with human
subjects. The experiment followed closely to what
that has been well replicated with no known risks in
the past. The experiments were approved by ethical
Institutional Review Board (IRB) who conducted a
full review granting their approval.

All participants provided informed consent prior
to their participation. Participants were informed
that they have the right to withdraw from the study
at any time without any repercussions. Participants
were also informed about how their data would be
used and the measures taken to protect their privacy.
Additionally participants confidentiality and pri-
vacy have been maintained throughout the research
and analysis process. Any identifiable information
collected during the study has been securely stored
on a password-protected server, ensuring that only
authorized personnel could access the information.
All data were anonymized, any identifying details
were removed or coded so that individuals could
not be readily identified from the dataset. These
steps ensured that the study upheld the highest eth-
ical standards, prioritizing the privacy and well-
being of all participants. The participants were
paid USD 25 for completing the questionnaire after
being recruited through the university.

We run all of our experiments on an NVIDIA-
RTX-A6000 with 50 GB of memory in an internal
server, on open-sourced models. The LLMs were
used for inferences rather than training for zero-
and few-shot settings, with resource usage of about
15-20 hours on a single GPU.

This work is part of a growing initiative to im-
prove NLP for the human context. The models
produced are not intended for any clinical or indus-
trial application, and in particular not for targeted
marketing or in use case where one’s language is
assessed for individual targeted information with-
out individual awareness. The primary aim is to
enhance the way cognitive processes are under-
stood, ensuring that technology serves to augment
psychological processes and measures.
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Decision 
Making 

Outcomes

Pre-decision 
Preferences

Post-decision 
Preferences

Select how desirable: 
● High salary

● 18 minute commute

High salary,
Longer
commute  

Low salary,
Quick
commute

Job Offers (pick one):

Inducing Dissonance

Select how desirable: 
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● 18 minute commute

Figure .3: After participants wrote about recent deci-
sions that they had made (Step 1 in Figure 1), they
completed a decision-making experiment wherein they
encountered a simulated a job offer setting (See §3).
If the participant picks the job with higher salary and
longer commute (marked in green), their preferences are
expected to change in the direction of preferring high
salary more, and less in the direction of preferring short
commute times.

Appendix

A Job Offer Questions

A schematic diagram to demonstrate how the pref-
erence change is measured is shown in Figure .3.
The detailed questionnaire administered to the par-
ticipants is shown in Table A.1.

B Prompts

The zero-shot and few-shot prompts for eliciting
the CIS_Inf scores are shown in Table B.1.
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Questions Response
type

Writing about a recent difficult decision
1. Please describe a recent important and difficult decision that you have made (20-150 words) text
2. What were the considerations that you thought about while making the decision? When answering,

please consider all of the circumstances and details that went into the difficult decision (100-300 words)
text

Background:
Imagine that you have just graduated from college and have decided to look for a job. You have had
interviews with a few companies, and are hoping to receive some job offers. In this experiment you
will be asked to state how you feel about an assortment of aspects that might be included in job offers.
Specifically, you will be asked to state how desirable or undesirable you find each aspect. There are no
right or wrong answers to these questions. Please state how you personally feel about these aspects
as if you were evaluating them in the context of making a real decision about your future career. You
are not expected to have any special knowledge. You might find that the information given to you is
less complete than you would like to have; nonetheless, respond as best as you can given the available
information. The issues are unrelated, so simply consider each one independently.

1. A company maintains a national training center in Jackstown, Tennessee. Every employee must
spend 3 weeks of training at that center every year. Most employees describe the training as boring and
the life in Jackstown as gloomy. - Please select how desirable participating in the training sessions at
Jackstown is to you.

-5 to 5

2. The commute to work will take you about 18 minutes each way. - Please select how desirable the
18 minute commute is to you.

-5 to 5

3. The average annual salary for the position you are considering is $60,000. The salary you are being
offered is $61,200. - Please select how desirable it is to you to receive $1200 above the average salary.

-5 to 5

4. You will be given a cubicle, which is located in a pretty noisy area. - Please select how desirable it
is to work in a cubicle.

-5 to 5

5. Given your credentials, you should be considered for promotion within a year or two. Being
promoted will mean that you will have more independence, but it also means that you will have many
more responsibilities. Some veterans maintain that in this type of profession, it is best to gain more
experience before being promoted. - Please select how desirable a promotion is to you.

-5 to 5

6. All companies give their employees at least two weeks of vacation a year. Some companies give
additional vacation benefits. A company offers you only the minimum two-week vacation. - Please
select how desirable it is to receive only the minimum two-week vacation.

-5 to 5

7. The commute to work will take you about 40 minutes each way. - Please select how desirable the
40 minute commute is to you.

-5 to 5

8. You are offered an office to yourself. The office is pretty small, though adequate. - Please select
how desirable the private office is to you.

-5 to 5

9. The average annual salary for the position you are considering is $60,000. A company offers you
$59,100. - Please select how desirable it is to you to receive $900 below the average salary.

-5 to 5

10. In addition to the standard two-week annual vacation, a company takes its employees and
their families to a week-long retreat in San Diego. The retreat consists of work-related lectures and
workshops, but it is usually quite a lot of fun. - Please select how desirable the retreat in San Diego is
to you.

-5 to 5

11. A company has a policy of encouraging personnel mobility among its numerous branches located
throughout the country and across Europe. Every employee is entitled to spend up to 3 months every 2
years working at any one of the company’s branches. - Please select how desirable this mobility is to
you.

-5 to 5

1. Please state the relative weight you would assign each of the aspects in the overall context of
choosing a job (using the slider). You are encouraged to use the full range of the scale: - 1. The office

1 to 8

2. Please state the relative weight you would assign each of the aspects in the overall context of
choosing a job (using the slider). You are encouraged to use the full range of the scale: - 2. The
commute

1 to 8

3. Please state the relative weight you would assign each of the aspects in the overall context of
choosing a job (using the slider). You are encouraged to use the full range of the scale: - 3. The salary

1 to 8

4. Please state the relative weight you would assign each of the aspects in the overall context of
choosing a job (using the slider). You are encouraged to use the full range of the scale: - 4. The
vacation package

1 to 8
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[DISTRACTION] Synonyms task: Match the synonyms for 20 moderately difficult English words

Background:
In this experiment you will be asked to play the role of a person who has just graduated from college. You are currently
looking for a job in the field of marketing.You have just received interesting job offers from two large department store chains,
Splendor and Bonnie’s Best. The two companies are similar in terms of their size, reputation and stability, and your prospects
for promotion seem the same with both companies. You have already spent a couple of days at each of their offices, and
have been interviewed by the key personnel. You found both companies to be stimulating and pleasant. After receiving more
information about the two job offers, you will be asked to decide which one to accept.

Participants randomly get one of the two configurations (one with Splendor in a positive loc condition and the other with
Bonnie’s Best in a positive loc condition):

Option A: Splendor (positive loc condition) Option A: Bonnie’s Best (positive loc condition)
Splendor is located in a fun part of town, next door to a
new mall. There are many food joints, clothing stores, and
cinemas close by. Most of the employees there go out to lunch
in groups and eat at different places every day. They also do
some convenient shopping on their way home from work. The
average annual salary of a person at your position is $60,000.
The salary you are being offered by Splendor is $59,100. At
Splendor, you are offered an office to yourself. The office is
pretty small, though adequate.The commute to the offices of
Splendor takes about 18 minutes each way. Splendor offers
its employees two weeks of vacation a year.

Bonnie’s Best is located in a fun part of town, next door to
a new mall. There are many food joints, clothing stores, and
cinemas close by. Most of the employees there go out to
lunch in groups and eat at different places every day. They
also do some convenient shopping on their way home from
work. The average annual salary of a person at your position
is $60,000. The salary you are being offered by Bonnie’s Best
is $61,200. At Bonnie’s Best, you will be given a cubicle,
which is located in a pretty noisy area. The commute to the
offices of Bonnie’s Best takes about 40 minutes each way.
In addition to the standard two-week annual vacation, every
summer Bonnie’s Best takes its employees and their families
to a retreat in San Diego. The retreat consists of work-related
lectures and workshops, but it is usually quite a lot of fun.

Option B: Bonnie’s Best Option B: Splendor
Bonnie’s Best is located in a dull, sparsely populated industrial
area. There is only one mediocre cafeteria nearby. Most
employees bring their own sandwiches and eat on their own,
or spend much of their lunch break driving to eateries that are
a fair distance away. The average annual salary of a person at
your position is $60,000. The salary you are being offered by
Bonnie’s Best is $61,200. At Bonnie’s Best, you will be given
a cubicle, which is located in a pretty noisy area. The commute
to the offices of Bonnie’s Best takes about 40 minutes each
way. In addition to the standard two-week annual vacation,
every summer Bonnie’s Best takes its employees and their
families to a retreat in San Diego. The retreat consists of
work-related lectures and workshops, but it is usually quite a
lot of fun.

Splendor is located in a dull, sparsely populated industrial
area. There is only one mediocre cafeteria nearby. Most em-
ployees bring their own sandwiches and eat on their own, or
spend much of their lunch break driving to eateries that are
a fair distance away. The average annual salary of a person
at your position is $60,000. The salary you are being offered
by Splendor is $59,100. At Splendor, you are offered an of-
fice to yourself. The office is pretty small, though adequate.
The commute to the offices of Splendor takes about 18 min-
utes each way. Splendor offers its employees two weeks of
vacation a year.
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Questions Response
type

At this point you have all the available information, and you are now asked to make your decision.
Take your time and feel free to look back at the information provided. Please consider all pros and cons
of both job offers carefully. Try to make this decision as if you were really in the described situation,
and were facing a choice that will strongly influence your future career. When you have made your
decision, please choose one of the two options. I accept the job offer of:

Bonnie’s
Best /
Splendor

You will now be requested to state your preferences towards the aspects of the job offers made by
Splendor and Bonnie’s Best. Specifically, you are requested to state how desirable or undesirable you
find each of these aspects. There are no right or wrong answers to these questions. Please state your
subjective preferences. You are requested to answer the following questions using the provided scales.
You are encouraged to use the full range of the scale:

1.The commute to the offices of Splendor takes about 18 minutes each way. - Please select how
desirable the 18 minute commute is to you.

-5 to 5

2. Splendor does not offer any vacation benefits above the minimum two-week vacation a year. -
Please select how desirable it is to receive only the minimum two-week vacation.

-5 to 5

3.The salary you are being offered by Bonnie’s Best is $1,200 above the average salary in the field. -
Please select how desirable it is to you to receive $1200 above the average salary.

-5 to 5

4. At Splendor, you are offered an office to yourself. The office is pretty small, though adequate. -
Please select how desirable the private office is to you.

-5 to 5

5. At Bonnie’s Best, you will be given a cubicle, which is located in a pretty noisy area. - Please
select how desirable it is to work in a cubicle.

-5 to 5

6. In addition to the standard two-week annual vacation, every summer Bonnie’s Best takes its
employees and their families to a retreat in San Diego. The retreat consists of work-related lectures and
workshops, but it is usually quite a lot of fun. - Please select how desirable the San Diego retreat is to
you.

-5 to 5

7. The commute to the offices of Bonnie’s Best takes about 40 minutes each way. - Please select how
desirable the 40 minute commute is to you.

-5 to 5

8. The salary you are being offered by Splendor is $900 below the average salary in the field. - Please
select how desirable it is to you to receive $900 below the average salary.

-5 to 5

1. Please state the relative weight you would assign each of the aspects in the overall context of
choosing a job (using the slider). You are encouraged to use the full range of the scale: - 1. The office

1 to 8

2. Please state the relative weight you would assign each of the aspects in the overall context of
choosing a job (using the slider). You are encouraged to use the full range of the scale: - 2. The
commute

1 to 8

3. Please state the relative weight you would assign each of the aspects in the overall context of
choosing a job (using the slider). You are encouraged to use the full range of the scale: - 3. The salary

1 to 8

4. Please state the relative weight you would assign each of the aspects in the overall context of
choosing a job (using the slider). You are encouraged to use the full range of the scale: - 4. The
vacation package

1 to 8

Table A.1: Detailed description of the job offer questionnaire that the participants were administered.
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Shot Prompt

0-shot You are an expert social and cognitive psychologist analyzing decision-making patterns from the 2004
study "Construction of Preferences by Constraint Satisfaction". You are tasked with evaluating how
preferences change when participants choose between two job offers with multiple attributes, in a
simulated setting. This experiment measured preferences before and after making a decision, revealing
"coherence shifts" where preferences aligned more closely with the chosen job offer, occurring both
with and without influencing attributes in the job description. Your goal is to estimate two scores: (1)
the score of a coherence shift towards preferring the chosen job offer, expressed as a value between
0 and 1, where 0 indicates an increased preference for the rejected offer and 1 indicates a strong
preference for the chosen offer; and (2) the score that the decision is influenced by the job descriptions,
also on a scale from 0 to 1, where 0 signifies no influence and a rigid preference, and 1 signifies being
easily swayed by minor incentives. Base your assessment on text provided by the user about a recent
personal decision that need not be related to the job offer scenario. Consider the cognitive styles and
patterns of decision making evident in their narrative. Present your findings in this format: "The score
of a coherence shift towards the chosen job offer is: <score>and the score of being influenced by minor
incentives is: <score>," with each score ranging between 0 and 1.

4-shot You are an expert social and cognitive psychologist analyzing decision-making patterns from the 2004
study "Construction of Preferences by Constraint Satisfaction". You are tasked with evaluating how
preferences change when participants choose between two job offers with multiple attributes, in a
simulated setting. This experiment measured preferences before and after making a decision, revealing
"coherence shifts" where preferences aligned more closely with the chosen job offer, occurring both
with and without influencing attributes in the job description. Your goal is to estimate two scores
based on user-provided text: (1) the score of a coherence shift towards preferring the chosen job
offer, expressed as a value between 0 and 1, where 0 indicates an increased preference for the rejected
offer and 1 indicates a strong preference for the chosen offer; and (2) the score that the decision is
influenced by the job descriptions, also on a scale from 0 to 1, where 0 signifies no influence and
a rigid preference, and 1 signifies being easily swayed by minor incentives. Here are four different
examples of participants’ narratives about recent personal decisions and with a score towards 1 if they
had a coherence shift towards the chosen job offer, 0 if coherence shift is towards the rejected offer.
Similarly, there is also a score for if being influenced by minor incentives (1 if influenced, 0 if not
influenced): Example 1: User’s Narrative: "I recently had to decide whether to buy a new car or keep
my old one. The new car had better fuel efficiency and more features, but I was attached to my old
car due to sentimental reasons. After considering the costs and benefits, I decided to go with the new
car." Output: "The score of a coherence shift towards the chosen job offer is: 0.8 and the score of
being influenced by minor incentives is: 0.6." Example 2: User’s Narrative: "I was choosing between
two vacation destinations: a beach resort and a mountain cabin. I love both settings, but ultimately
chose the beach resort because it was more affordable and had better amenities." Output: "The score
of a coherence shift towards the chosen job offer is: 0.7 and the score of being influenced by minor
incentives is: 0.5." Example 3: User’s Narrative: "I had to decide whether to take an online course or
attend in-person classes for my professional development. The online course was more flexible, but I
prefer face-to-face interaction. I chose the online course because it fit better with my schedule." Output:
"The score of a coherence shift towards the chosen job offer is: 0.9 and the score of being influenced
by minor incentives is: 0.4." Similarly, for the following user input text, estimate the scores. Base your
assessment on text provided by the user about a recent personal decision that need not be related to
the job offer scenario. Consider the cognitive styles and patterns of decision making evident in their
narrative. Present your findings in this format: "The score of a coherence shift towards the chosen job
offer is: <score>and the score of being influenced by minor incentives is: <score>," with each score
ranging between 0 and 1 as a continuous value.

Table B.1: Zero- and 4-shot prompts for both Llama3.1 and Gemma models.
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