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Abstract

Human judgments are inherently subjective
and are actively affected by personal traits such
as gender and ethnicity. While Large Language
Models (LLMs) are widely used to simulate
human responses across diverse contexts, their
ability to account for demographic differences
in subjective tasks remains uncertain. In this
study, leveraging the POPQUORN dataset, we
evaluate nine popular LLMs on their ability
to understand demographic differences in
two subjective judgment tasks: politeness
and offensiveness. We find that in zero-shot
settings, most models’ predictions for both
tasks align more closely with labels from
White participants than those from Asian
or Black participants, while only a minor
gender bias favoring women appears in the
politeness task. Furthermore, sociodemo-
graphic prompting does not consistently
improve and, in some cases, worsens LLMs’
ability to perceive language from specific
sub-populations. These findings highlight
potential demographic biases in LLMs when
performing subjective judgment tasks and un-
derscore the limitations of sociodemographic
prompting as a strategy to achieve pluralistic
alignment. Code and data are available at:
https://github.com/Jiaxin-Pei/
LLM—-as—-Subjective-Judge.

1 Introduction

From sentiment analysis to dialogue generation,
large language models (LLMs) have demonstrated
impressive capabilities in various natural language
processing (NLP) tasks (Brown et al., 2020; Rad-
ford et al., 2019). Recent research has begun ex-
ploring whether these models possess social knowl-
edge analogous to that of humans (Zhou et al.,
2023; Choi et al., 2023). For example, Almeida
et al. (2024) replicate eight classic psychological
experiments on LLMs to test their ability to rea-
son about moral and legal issues. Yildirim and
Paul (2024) examines how LLMs’ “instrumental
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knowledge” relates to the more ordinary "worldly"
knowledge of human agents. Building on these
insights, LLMs have been applied to large-scale
labeling tasks requiring social understanding, and
often with promising results (Ziems et al., 2023;
Rytting et al., 2023). In terms of subjective tasks,
researchers have explored LLMs’ zero-shot poten-
tial in areas such as character simulation (Wang
et al., 2023) and hate speech detection (Plaza-del
arco et al., 2023).

However, LLMs face significant challenges in
handling subjective tasks. It is well acknowledged
that social biases and stereotypes embedded in
their training data can lead to inadequate repre-
sentation of diverse human experiences (Santurkar
et al., 2023a). As a result, using LLMs for sub-
jective tasks risks producing outcomes that dis-
proportionately favor certain demographic groups,
leading to biased or unfair results (Liang et al.,
2021). Santurkar et al. (2023a) found that when
responding to value-based questions, LLMs tend
to align more closely with the perspectives of
lower-income, moderate, and Protestant or Roman
Catholic individuals. Despite these early findings,
limited research has explored whether LLMs ex-
hibit similar systemic biases with certain social
groups across other subjective NLP tasks, high-
lighting the need for further investigation into their
broader implications.

Subjective tasks present an additional challenge
because language perception is shaped by social
context and identity (Al Kuwatly et al., 2020). For
instance, a text perceived as polite or inoffensive
by one group may be interpreted differently by an-
other. Ideally, LLMs should capture the full spec-
trum of subjective judgments. Steerable pluralism,
as described by Sorensen et al. (2024), refers to
an LLM’s ability to be faithfully adjusted to rep-
resent specific perspectives. Yet, Miehling et al.
(2024) found that many current LLMs have lim-
ited steerability to take on various persona, due
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to both inherent biases in their baseline behavior
and asymmetries in how they adapt across differ-
ent persona dimensions. These limitations suggest
that while steerability is a promising direction, it
requires more refinement to effectively capture di-
verse perspectives.

Sociodemographic prompting, which involves
enriching prompts with demographic or individual-
specific information, has gained increasing atten-
tion in recent research. This approach has shown
potential for improving data augmentation and sim-
ulating human behavior for social science appli-
cations (Hwang et al., 2023; Argyle et al., 2023).
Despite its promise, the effectiveness of sociodemo-
graphic prompting remains debated, as model per-
formance can be sensitive to the phrasing, structure,
or order of prompts (Mu et al., 2023; Dominguez-
Olmedo et al., 2023). For example, Beck et al.
(2024) finds that the impact of adding demographic
information varies significantly depending on the
model, task, and prompt design. Moreover, some
studies suggest that sociodemographic prompting
can exacerbate stereotypes and biases (Deshpande
et al., 2023) or reduce model performance on cer-
tain tasks (Santurkar et al., 2023b).

Given these mixed findings and the focus of
previous studies on specific NLP tasks, our work
extends the literature by examining (1) whether
LLMs’ predictions systematically align more with
certain social groups on two more subjective tasks
and (2) how LLMs can effectively account for
identity-based differences in perception when han-
dling subjective language tasks with sociodemo-
graphic prompting. Leveraging the POPQUORN
dataset (Pei and Jurgens, 2023), we evaluate nine
popular LLLMs on their ability to understand de-
mographic differences in subjective tasks, offen-
siveness and politeness. The two tasks are occa-
sionally related but distinct. Politeness pertains
to notions of status differences and interpersonal
distance, while offensiveness involves violations
of expected social norms. Offensiveness is not as
broad as impoliteness, as varying levels of polite-
ness can be perceived as non-offensive. Exploring
these subtly different tasks offers a more compre-
hensive evaluation of LLMs’ potential biases in
subjective NLP tasks.

Overall, our results reveal that intrinsic biases
persist in LLMs when applied to these tasks. The
study highlights the limitations of LLMs in under-
standing and aligning gender and racial differences

in subjective judgment. While some research aims
to directly use LLMs to simulate group-specific
social behaviors, our findings underscore the risks
of unintentionally reinforcing racial and gender bi-
ases when applying sociodemographic prompting
to subjective tasks.

2 Methods

Data We use the POPQUORN dataset (Pei and Ju-
rgens, 2023) to evaluate LLMs’ capacity to tackle
subjective NLP tasks. POPQUORN includes 45,000
annotations from a demographically representative
U.S. sample. We focus our analysis on two iden-
tity types: gender and ethnicity. To ensure statisti-
cal robustness, we focus on the gender categories
Man, Woman and ethnic groups Asian, Black
and White as they have sufficient annotations.

For this study, we analyze annotators’ offensive-
ness and politeness ratings on a 5-point Likert scale.
We compute average scores for each identity group
to capture perceptions from specific demograph-
ics. The mean overall offensiveness score is 1.88
(SD = 0.76), and politeness scores average 3.31
(SD =0.91). Scores from men, women, and White
annotators closely mirror the overall distribution,
while Black and Asian annotators show diverg-
ing means and higher variance. Figure 3 in Ap-
pendix A shows the distributions of both overall
and identity-specific scores for offensiveness and
politeness tasks.

Models To enhance the generalizability of our
findings, we conduct experiments with a range
of open-source and close-source LLMs: FLAN-
T5-XXL (Chung et al., 2022), FLAN-UL2 (Tay
et al., 2023), Tulu2-DPO-7B, Tulu2-DPO-13B
(Ivison et al., 2023), GPT-3.5, GPT-4 (OpenAl,
2023), Llama-3.1-8B-Instruct (Dubey et al., 2024),
Mistral-7B-Instruct-v0.3 (Jiang et al., 2023), and
Qwen2.5-7B-Instruct (Qwen et al., 2025).

Prompts We design prompts to instruct the mod-
els to predict offensiveness and politeness scores
for each instance. To ensure the prompts elicit valid
responses, we conduct preliminary experiments on
a small subset of data. An example prompt (Ta-
ble 3) and the full list of prompts used in our study
(Table 4) are shown in Appendix B. We test the
robustness of our results using different prompt
templates and option orders (i.e., 1 toSor 5to 1)
on a set of open-source LLMs. Overall, we observe
minor differences in LLMs’ performance across
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templates and option orders. Details are provided
in Appendix B.

3 Are Model Predictions Closer to
Certain Demographic Groups?

While individual judgments may vary, LLMs can
generate only a single prediction unless explicitly
instructed to output a distribution. Therefore, when
LLMs are applied to judgment tasks, it is crucial
to examine whether their predictions align more
closely with certain demographic groups.

Analysis To measure the alignment between
LLM and certain demographic groups, we define
baseline prediction error (Fj,s) as the absolute dif-
ference between LLMSs’ predictions using identity-
free prompts and human ratings from a specific
demographic group:

Epase = |prediction — label sypgroup|

For each task and demographic identity type, we ap-
ply separate linear mixed effect models to examine
changes in baseline prediction error of a specific
demographic group (target group) compared to the
reference group, controlling for instance-level vari-
ations with instance ID as a random effect. For
example:

Epase = Bgender(ref = man)+(1|instanceid)

A regression coefficient 8 = 0 indicates that there
is no difference in baseline prediction errors be-
tween the target and reference groups. A positive 3
means that baseline prediction errors are larger for
the target group, suggesting that the LLM predic-
tions are closer to the reference group than to the
target group. The aggregated results are visualized
in Figure 1, while Table 5 in Appendix D provides
detailed results from the linear mixed effects re-
gressions.

Results As shown in Figure 1, LLMs’ baseline
prediction errors for offensiveness do not show sig-
nificant gender differences, except for FLAN-UL2.
This is expected as the original POPQUORN paper
(Pei and Jurgens, 2023) reports no significant gen-
der differences in human ratings of offensiveness.
However, for politeness ratings, LLM predictions
tend to align more closely with women’s ratings,
except for GPT-3.5 and Tulu2-7B. Surprisingly,
for both Tulu2 and GPT models, those with more
parameters exhibit a greater bias in politeness pre-
diction, suggesting that simply scaling models may

not effectively reduce biases in subjective tasks.
Furthermore, LLMs’ predictions for both polite-
ness and offensiveness are consistently closer to
the ratings of White annotators compared to those
of Black or Asian annotators. This result reflects
the intrinsic bias of LLMs on subjective judgment
tasks.

4 Does Sociodemographic Prompting
Improve Alignment with Demographic
Groups?

Given the intrinsic bias of LLMs in subjective judg-
ment tasks, a natural question arises: does adding
demographic information in prompts steer LLMs
to generate more diverse outputs that better align
with specific groups? In this section, we conduct a
series of analyses to answer this question.

Analysis To tackle this research question, we
modify the prompt in Appendix B Table 3 and
add demographic information when prompting the
model to predict group-based ratings on offensive-
ness and politeness (e.g., “How offensive does a
White person think the following text is?””). We
then further run separate linear mixed-effect regres-
sion models to predict the change in the model’s
absolute prediction errors when being prompted
with and without demographic tokens. Instance
IDs are controlled as a random effect to account for
the instance level variations. Figure 2 illustrates the
change in model performance when adding iden-
tity tokens into prompts. In the plots, points above
0 indicate that incorporating an identity token in-
creases the model’s prediction errors, while points
below 0 suggest that the identity token improves
prediction performance. Detailed regression results
are provided in Table 6, Appendix D.

Results In Figure 2, our analysis reveals that in
certain cases, identity tokens help models adjust
their predictions. For instance, adding an ethnicity
token improves GPT-3.5 and FLAN-UL2’s ability
to predict offensiveness ratings from Asian partic-
ipants. However, this improvement is not consis-
tent across tasks and models. While adding an
ethnicity token helps GPT-3.5 better predict offen-
siveness ratings from Black participants, it has no
effect on GPT-4. In contrast, identity tokens actu-
ally increase prediction errors for politeness ratings
from Black participants in both GPT-3.5 and GPT-4.
These findings highlight the challenges of mitigat-
ing LLM prediction biases in subjective NLP tasks
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Figure 1: Regression results for predicting the gap between model predictions and the labels from each demographic
group. The models’ predictions for offensiveness are not significantly different from the ratings by Men and Women
except for FLAN-UL2 (Top left). However, LLMs’ predictions are significantly closer to Women’s ratings for
politeness (Bottom left) and are closer to White people’s ratings compared with ratings from Black and Asian

annotators in both tasks (Right).
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Figure 2: Regression results for predicting the prediction errors with different prompt settings. Each point shows the
change of prediction errors when adding identity to the prompt for both tasks, relative to an identity-free prompt.
Overall adding demographic tokens in prompts does not consistently improve the LLMs’ performance for predicting

ratings from different demographic groups.

and suggest that incorporating sociodemographic
information in prompts is not yet a reliably effec-
tive solution.

5 Discussion

With the large-scale deployment of LLMs in our
society, it becomes increasingly important to study
whether LLMs are able to understand the prefer-
ences of different groups of people. Our results

suggest that LLMs are more aligned toward cer-
tain demographic groups than others on subjective
perception tasks. For both of our tasks, we find
that all of our tested LLMs provide answers which
are closer to the annotations of White annotators
compared to other demographic groups. Our find-
ings contribute to the newly growing knowledge
of types of demographic biases inherent in LLMs
when asked to solve subjective tasks (Feng et al.,
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2023), signaling caution for potential applications
such as deploying LL.Ms for generating annotations
at large scale (Ziems et al., 2023).

Our results also suggest that directly inserting
demographic features into prompts, unfortunately,
does not reliably help models adopt the perspec-
tives of target groups. The ability of LLMs to con-
sider various opinions, at least from the perspective
of demographic groups, seems limited at its current
stage. Furthermore, we observe that newer models,
such as Mistral-0.3 and Qwen-2.5, exhibit reduced
alignment on different task types and identity-based
prompts. This may be due in part to increasingly
strict guardrails designed to mitigate harmful out-
puts, which can also affect model performance by
increasing refusal rates and limiting functionality
(Bonaldi et al., 2024). Given that our tasks include
sensitive keywords (e.g., vulnerable identity, of-
fensive, not polite), these safety mechanisms may
further contribute to the diminished effectiveness
of identity-based prompting in newer models.

6 Conclusion

In this study, we study LLLMs capability to account
for demographic differences in subjective judgment
tasks. We find that LLMs’ predictions are closer
to White people’s perceptions for both tasks and
across 9 models compared with Asian and Black
people. We further explore whether incorporating
demographic information into the prompt helps
mitigate this bias. Surprisingly, we find that adding
identity tokens (e.g. Black and Man) does not
consistently help to improve the models’ perfor-
mance at predicting demographic-specific ratings.
Our results suggest that LLMs may hold implicit
biases on subjective NLP tasks and sociodemo-
graphic prompting is not an effective approach to
address this bias yet. Researchers and practitioners
should be careful when using LLM as judges on
subjective tasks.

7 Ethics

This study investigates LLMs’ capability to repre-
sent the opinions of different demographic groups
when producing answers for subjective NLP tasks
such as detecting offensiveness and politeness. As
LLMs are increasingly being deployed in various
settings that require subjective opinions, the fact
that their opinions are significantly biased towards
certain gender and ethnic groups raises a problem
in their ability to remain neutral and objective re-

garding different tasks. Especially, prior work has
shown that LLMs can produce biased and toxic re-
sponses when generating text provided the personas
of specific individuals (Deshpande et al., 2023).
When conducting studies on LLMs to understand
how they can simulate the opinions or perspectives
of a particular individual or social group, the re-
search should be guided toward a direction that can
overcome existing problems instead of introducing
new problems such as Al-generated impersonation.
Following, we discuss the ethical implications of
our study.

During this study, we made the decision to
only use the men and women gender labels from
POPQUORN, which unfortunately gives the appear-
ance of an implicit binary assumption of gender.
This choice is solely motivated by the absence
of other gender identities in that dataset; while
POPQUORN is the largest and most diverse, due to
the relative rareness of other gender identities in the
crowdsourcing pool they used, no additional identi-
ties are available without additional data collection
on our part, which we view as outside the scope
of this paper. However, we acknowledge that our
experiment settings miss out on non-binary forms
of gender representation, which was inevitable due
to data availability and how the original dataset
was constructed. Nevertheless, the representative-
ness of non-binary individuals and groups in LLMs
is also an important topic regarding potential dis-
proportionateness. We call for future work in this
direction to expand the inclusiveness of all types
of social groups in their data collection.

When conducting large-scale analyses on
datasets using LLMs, another topic of interest is
minimizing financial costs and environmental im-
pact. In this study, we do not require any finetuning
or training stages and experiment only by inferring
prediction results from publicly available LLMs.
Except for GPT-3.5 and GPT-4, all models were
able to run on a single A5000 GPU and took around
six hours to run on the entire dataset under a single
setting.

8 Limitations

Our study has the following limitations: (1) Al-
though we aim to include most updated and pop-
ular LLMs into the analysis, we only experiment
with a limited number of them due to the computa-
tional cost of running these experiments. We will
release all the scripts to allow future researchers to

849



test other models’ performance in understanding
group differences. (2) In our experiment settings,
we only select limited types of ethnicity and gender
categories for analysis due to the sparsity of labels
from people with other identities in the POPQUORN
dataset; therefore, our study didn’t include several
important identity groups such as non-binary gen-
ders and Hispanic people. (3) We only studied
two tasks: offensiveness ratings and politeness rat-
ings. As the datasets used for annotating these
tasks come from offensive Reddit comments and
polite emails, the biases reported in this study may
not generalize to other datasets and task settings.
(4) Our model predictions take the form of ordinal
values, whereas the averaged annotation scores are
fractional values. (5) We do not examine intersec-
tional identities due to sparsity when subsetting the
data, while the bias associated with populations de-
fined by multiple categories leads to an incomplete
measurement of social biases (Hancock, 2007). (6)
We observe that some models, particularly GPT3.5
and Tulu2, have a relatively high refusal rate when
asked to providing ratings, especially for offen-
siveness task and when prompts involve specific
demographic groups such as Black people. Table 7
and Table 8 in Appendix E present the percent-
ages of invalid responses by models and identity
prompts. These implicit guardrails of LLMs may
affect our findings, as the models might recognize
the context but decline to respond due to privacy or
ethical concerns.
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Appendix
A Data

Table 1 and Table 2 demonstrate the descriptives
for offensiveness and politeness ratings. Figure 3
further visualizes the distributions of annotations
by demographic groups for both tasks.

Overall Man  Woman White Black Asian
Mean 1.881 1.880 1.893 1.865 2.096 1.906
Std 0.756 0.861 0.893 0.790 1.270 1.147
N 1500 1483 1488 1500 1003 708

Table 1: Descriptives of offensiveness ratings by demo-
graphic groups.

Overall Man  Woman White Black Asian
Mean 3.305 3.318 3.308 3.304 3.403 3.196
Std 0.910 0.956 1.070 0946 1.227 1.182
N 3718 3660 3681 3717 2222 1327

Table 2: Descriptives of politeness ratings by demo-
graphic groups.

B Prompts

Table 3 provides an example of the prompts used
in the experiments.

' N
How does a person rate how
offensive the sentence is from 1
(not offensive at all) to 5 (very
offensive)
Options: 1, 2, 3, 4, 5
{Text}
Response (Provide the answer
without explaining your
reasoning) :
. J

Table 3: An example prompt for this study.

Robustness check We test the robustness of our
results with different prompt templates on four
open-source LLMs: FLAN-TS, FLAN-UL2, Tulu2-
DPO-7B, and Tulu2-DPO-13B. In the robustness
check, we calculate the correlation coefficient be-
tween the LLMs’ baseline predictions and the over-
all annotations representing the US population (the
aggregated ratings for the entire sample). This
overall correlation coefficient serves as a reference
point for comparing the effects of applying dif-
ferent prompt templates. As shown in Figure 4,
prompt templates have limited influence on the
correlation coefficients between base prompts with-
out identity words and labels representing the U.S

population. It indicates that models’ perception of
offensivenss and politeness does not change much
with different ways of prompting.

Table 4 lists the three prompt templates that are
used as a robustness check.

Templates

1 | How does {identity} rate how {offensive/polite} the
sentence is from 1 (not {offensive/polite} at all) to
5 (very {offensive/polite}). Options: 1, 2, 3, 4, 5:
{text}"

2 | If you are {identity}, how would you rate the {offen-
siveness/politeness} of the given sentence from 1 (not
{offensive/polite} at all) to 5 (very {offensive/polite}).
Options: 1, 2, 3,4, 5: {text}"

3 | Rate the {offensiveness/politeness} of the following
sentence using a scale of 1 (not {offensive/polite} at
all) to 5 (very {oftensive/polite}) from the perspec-
tive of {identity}. Options: 1, 2, 3, 4, 5: {text}

Table 4: Prompt templates used in our study

C Experimentation details

Model Settings We generally follow the default
settings recommended by the model developers.
For model temperature, we set it to 0 for a more
deterministic generation approach. This setting
allows for a better understanding of the question
“what is the most likely answer a model will return
given a question and a specific group association?”’

Computing infrastructure We use three
NVIDIA RTX A5000 GPUs in our experiment. A
full run of our experiment takes around 6 hours of
GPU time.

Data and model license We have checked that
our usage of the data and models are in compliance
with the corresponding license.

Packages We used the following packages in
our experiment: accelarate, datasets,
numpy, pandas, seaborn, statsmodels,
transformers.

D Regression Results

In Table 5 and Table 6, we report the estimated
fixed effects of predictors, along with their stan-
dard errors and statistical significance. Statistical
significance is denoted by stars, where a p-value
less than 0.05 is marked with one star (¥), a p-value
less than 0.01 is marked with two stars (**), and a

p-value less than 0.001 is marked with three stars
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Figure 3: Distribution of annotations from different demographic groups for both offensiveness and politeness tasks.
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Figure 4: Models’ performances do not change a lot when being prompted with different templates.

FLAN-T5 FLAN-UL2 Tulu2-7B Tulu2-13B  GPT3.5 GPT4 Llama3.1-8B  Mistral0.3-7B  Qwen2.5-7B

Offensiveness, Gender (reference=Man)

Woman -0.034 -0.046* -0.024 0.006 -0.015 -0.036 -0.022 -0.027 -0.024
(0.017) (0.019) (0.021) (0.019) (0.016) (0.019) (0.019) (0.02) (0.019)

Offensiveness, Ethnicity (reference=White)

Black 0.231%** 0.064* -0.068* 0.056* 0.319%**  (.222%** 0.085%* 0.041 0.038
(0.027) (0.031) (0.033) (0.027) (0.023) (0.031) (0.03) (0.032) (0.03)

Asian 0.252%%* 0.049 0.016 0.127%%%  (0.267%%%  (.219%** 0.088** 0.079* 0.113%*
(0.031) (0.035) (0.038) (0.031) (0.027) (0.035) (0.034) (0.037) (0.034)

Politeness, Gender (reference=Man)

Woman -0.059%* -0.04%* -0.002 -0.023%* -0.008  -0.065%**  -0.047%*** -0.007 -0.02
(0.012) (0.013) (0.08) 0.011) 0.011) (0.012) (0.012) 0.011) (0.012)

Politeness, Ethnicity (reference=White)

Black 0.158***  (0.068%**  (0.218***  (.238***  27%k*  (.106%** 0.187%%* 0.241%%* 0.23]%**
(0.017) (0.019) (0.017) (0.015) (0.015) (0.017) (0.017) (0.016) (0.017)

Asian 0.135%** 0. 1454 0.27%%% 0.204%#*  (0.206%%*  (.172%** 0.132%%* 0.177%%* 0.107%**
(0.021) (0.023) (0.02) (0.019) (0.018) (0.021) (0.021) (0.02) (0.02)

Table 5: Regression results for predicting the gap between zero-shot model predictions and the labels from each
demographic group.

E LLM Guardrails

F Usage of Al Assistants

We use Al assistants to check the grammar of our
paper.

When responding to potentially harmful queries,
LLMs may refuse to provide an answer due to
implicit guardrails designed to mitigate biases and
protect users from inappropriate content. Table 7
and Table 8 summarize the percentages of invalid
responses across nine LL.Ms when prompted with
and without specific demographic information.
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FLAN-T5 FLAN-UL2 Tulu2-7B Tulu2-13B  GPT3.5 GPT4 Llama3.1-8B  Mistral0.3-7B  Qwen2.5-7B
Offensiveness, Gender
Man 0.054%%%  0.056%**  -0.06%** -0.176%** -0.051%** -0,074%%* 0.035 -0.065%%* -0.01
(0.009) (0.013) (0.015) (0.012) (0.011) (0.018) (0.019) (0.011) (0.014)
Woman 0.076%**  0.073%** -0.04%%  -0.265%**  -0.044%* -0.024 -0.057%* 0.1047%%* 0.069%#:#*
(0.011) (0.014) (0.015) (0.014) (0.013) (0.017) (0.019) (0.014) (0.014)
Offensiveness, Ethnicity
White -0.064%**  (.09%** -0.16%%*  (.152%%%  -(.097%** 0.01 -0.059%* -0.232%%* -0.062°%%*
(0.014) (0.016) (0.018) (0.013) (0.016) (0.02) (0.021) (0.017) (0.016)
Black 0.033 -0.13%%* -0.073%* -0.015 -0.177%%* 0.062 0.061°%* 0.311%%* 0.266°%*
(0.021) (0.035) (0.025) (0.022) (0.035) (0.037) (0.03) (0.03) (0.026)
Asian 0.008 -0.298***  -0.078%*%  -0.182***  -0.108***  -0.097* 0.004 0.042 0.1 k%
(0.017) (0.048) (0.028) (0.025) (0.029) (0.041 (0.035) (0.027) (0.024)
Politeness, Gender
Man 0.031%*%*  (0.032%**  -0.023%* -0.007 -0.008 0.031%%* 0.001 -0.009 -0.013%%*
(0.005) (0.006) (0.007) (0.007) (0.005) (0.005) 0.01) (0.005) (0.006)
Woman 0.02%%* -0.008 -0.01 0.026%* 0.008 -0.016%* 0.018 0.005 0.063%#*
(0.005) (0.006) (0.007) (0.008) (0.004) (0.005) 0.01) (0.006) (0.007)
Politeness, Ethnicity
White 0.04#:#* -0.007 -0.007 0.046%#%  0.019%#*  0.039%*** 0.009 0.005 -0.006
(0.005) (0.005) (0.008) (0.007) (0.006) (0.005) 0.01) (0.006) (0.007)
Black 0.04 %% -0.034%* -0.035%* 0.014 0.034%*  (0.128%#* 0.017 0.035°% 0.154s%*
(0.009) 0.01) (0.012) 0.014) (0.012) (0.012) (0.015) (0.012) (0.013)
Asian -0.013 -0.092%** -0.0 -0.021 0.048%*  -0.107%** 0.079%#:#* 0.044%#: 0.113%s%:%
(0.012) (0.015) (0.015) (0.015) (0.015) (0.012) 0.02) (0.014) (0.014)

Table 6: Regression results for predicting the prediction errors when adding identity to the prompt, relative to an
identity-free prompt.

Base Man Woman White Black Asian
FLAN-T5S 0.0% 0.1% 0.1% 01% 0.1% 0.0%
FLAN-UL2 0.0% 0.0% 0.0% 0.0% 02% 0.1%
Tulu2-7B 7.5% 22% 3.6% 63% 143% 153%
Tulu2-13B 20% 32% 32% 34% 20.0% 13.0%
GPT 3.5 1.3% 4.0% 169% 23.1% 71.1% 44.8%
GPT 4 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
Llama3.1-8B 04% 0.6% 0.5% 09% 09% 0.7%
Mistral0.3-7B 43% 35% 3.9% 13.5% 243% 13.7%
Qwen2.5-7B 0.7% 0.6% 0.7% 09% 13% 1.0%

Table 7: Percentages of invalid responses on offensiveness task

Base Man Woman White Black Asian
FLAN-TS 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
FLAN-UL2 0.0% 0.1% 0.1% 01% 01% 0.1%
Tulu2-7B 28% 1.6% 2.7% 29% 13.1% 7.2%
Tulu2-13B 1.7% 2.6% 2.6% 33% 9.7%  4.0%
GPT 3.5 01% 0.1% 0.1% 03% 65% 0.2%
GPT 4 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
Llama3.1-8B 0.0% 0.0% 0.1% 01% 02% 0.2%
Mistral0.3-7B 04% 0.5% 0.9% 0.9% 3.6% 1.3%
Qwen2.5-7B 03% 04% 0.6% 0.6% 07% 0.7%

Table 8: Percentages of invalid responses on politeness task
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