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Abstract

Fact verification (FV) aims to assess the verac-
ity of a claim based on relevant evidence. The
traditional approach for automated FV includes
a three-part pipeline relying on short evidence
snippets and encoder-only inference models.
More recent approaches leverage the multi-turn
nature of LLMs to address FV as a step-by-
step problem where questions inquiring addi-
tional context are generated and answered until
there is enough information to make a deci-
sion. This iterative method makes the verifica-
tion process rational and explainable. While
these methods have been tested for encyclope-
dic claims, exploration on domain-specific and
realistic claims is missing. In this work, we
apply an iterative FV system on three medi-
cal fact-checking datasets and evaluate it with
multiple settings, including different LLMs, ex-
ternal web search, and structured reasoning us-
ing logic predicates. We demonstrate improve-
ments in the final performance over traditional
approaches and the high potential of step-by-
step FV systems for domain-specific claims.

1 Introduction

The digital age has been marked by the rise and
spread of online misinformation, which has neg-
ative societal consequences, especially when re-
lated to public health (van der Linden, 2022). Fact
verification (FV) has emerged as an automated ap-
proach for addressing the increasing rate of decep-
tive content promulgated online (Das et al., 2023;
Schlichtkrull et al., 2023a). On top of that, FV can
help improve the factuality of generative large lan-
guage models (Augenstein et al., 2024) and help
scientists find reliable evidence for assessing their
research hypotheses (Eger et al., 2025).

The common pipeline for automated fact veri-
fication consists of document retrieval, evidence
extraction, veracity prediction, and optionally jus-
tification production (Guo et al., 2022). In such
a setup, document retrieval is usually done with a
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Question Answering
1. HNF4A is a Protein Coding gene.
2. It controls the expression of genes involved
in glucose-stimulated insulin secretion.
3. Mutations can cause maturity-onset diabetes
of the young (MODY).
4. HNFAA-MODY typically results in diabetes
presenting in adolescence (median, 13.8 years),

Reasoning
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Mutations in the HNF4A gene are indeed associated with an
increased risk of developing maturity-onset diabetes of the young

The claim is SUPPORTED.
(MODY) [1][2], which typically onsets in adolescence [3](...)

Figure 1: The step-by-step fact verification system used
in our study iteratively collects additional knowledge
and evidence until it can predict a veracity verdict.

method like BM25 or semantic search, evidence
selected using sentence embedding models, and
the final verdict predicted with an encoder-only
model like DeBERTa (He et al., 2021). In fact,
most state-of-the-art FV systems for the popular
FEVER dataset (Thorne et al., 2018) and other re-
cent real-world misinformation datasets rely on this
pipeline (Zhang et al., 2024; Glockner et al., 2024).
Similarly, most previous work relies on provid-
ing pre-selected evidence to the final inference
model. A more realistic setting is open-domain
fact verification, where evidence first has to be dis-
covered in large knowledge bases before the system
produces the verdict. Recent FV work has explored
this setting, but most of them also rely on the tra-
ditional pipeline, utilizing BM25, sentence embed-
dings, and encoder-only inference model for pro-
ducing their verdicts (Wadden et al., 2022; Stamm-
bach et al., 2023; Vladika and Matthes, 2024b).
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The recent advent of large language models
(LLMs) has transformed the field of NLP (Fan et al.,
2024). LLMs have many properties that positively
benefit the fact-verification process (Dmonte et al.,
2025). First, their long context window means a
lot more evidence can be provided than to encoder-
only models. Furthermore, the multi-turn nature
of instruction-tuned LLMs has enabled addressing
FV as a step-by-step problem where new questions
inquiring for more evidence are generated in subse-
quent iterations before there is enough information
to produce a verdict on a claim’s veracity (Dhuli-
awala et al., 2024). This also makes the verification
process interpretable since the reasoning steps can
be traced through the question-answer pairs, thus
justifying the verdict (Eldifrawi et al., 2024).

These step-by-step LLM systems for FV have
been shown to work well on complex, multi-hop
claims found in datasets like HOVER (Jiang et al.,
2020). Intuitively, complex synthetic claims from
these datasets, like "Yao Ming’s wife’s alma mater
is in Texas", have to be broken down into sub-
units to be verified effectively. Nevertheless, we
posit that more realistic but simple claims such
as "Honey can cure a common cold" also necessi-
tate generating follow-up questions and collecting
deeper knowledge before producing a verdict. To
the best of our knowledge, no research has been
conducted to test how well can these step-by-step
FV systems perform on domain-specific claims.

To bridge this research gap, in this study, we
develop a step-by-step LLLM system, shown in Fig-
ure 1, and apply it on three medical fact-checking
datasets. We contrast the results to the previous
work on open-domain scientific fact verification
based on a traditional system, showcasing signif-
icant improvements in the final predictive perfor-
mance of the system. We outline additional find-
ings regarding the influence of the base LLM, evi-
dence source, and reasoning with predicate logic on
the final verification performance, highlighting the
great potential of these systems for diverse claims.

We make our data and code available in a public
GitHub repository.!

2 Related Work

There have been many synthetic FV datasets con-
structed from Wikipedia, such as FEVER (Thorne
et al., 2018). While FEVER focuses on simple
claims, datasets like HOVER (Jiang et al., 2020)

"https://github.com/jvladika/StepByStepFV

and FEVEROUS (Aly et al., 2021) introduced com-
plex claims requiring multi-hop reasoning. Apart
from synthetic datasets, there are also datasets fo-
cusing on more realistic claims and real-world mis-
information (Schlichtkrull et al., 2023b; Glock-
ner et al., 2024). Increasingly popular are also
domain-specific datasets focusing on scientific fact-
checking (Vladika and Matthes, 2023), especially
for the domains of medicine (Saakyan et al., 2021;
Sarrouti et al., 2021), climate (Diggelmann et al.,
2020), and computer science (Lu et al., 2023).
Most FV approaches follow the traditional three-
part pipeline (Bekoulis et al., 2021). In recent years,
approaches incorporating LL.Ms and iterative rea-
soning into the process have achieved great perfor-
mance on multi-hop FV. This includes FV through
varifocal questions (Ousidhoum et al., 2022) or
wh-questions to aid verification (Rani et al., 2023),
step-by-step prompting (Zhang and Gao, 2023),
and program-guided reasoning (Pan et al., 2023b).
Most studies with iterative FV systems focus on
multi-hop encyclopedic claims. To the best of our
knowledge, our study is among the first to explore
the step-by-step FV systems for real-world claims
rooted in scientific and medical knowledge.

3 Foundations

In this section, we describe in more detail the
two FV approaches: the conventional three-part
pipeline, serving as a baseline, and the step-by-step
LLM-based system, which we mainly use.

3.1 Three-Part Pipeline for Fact Verification

The traditional three-part pipeline consists of: (1)
document retrieval; (2) evidence extraction; (3) ver-
dict prediction. It was used in the study by Vladika
and Matthes (2024a), whose results we use as the
baseline. Since it is an open-domain FV system,
evidence documents have to be retrieved first. For
that, step (1) was modeled with semantic search
(similarity of query and corpus embeddings) over
a large document corpus (PubMed and Wikipedia).
In another experiment, evidence was sought with
Google search. After selecting the top documents,
step (2) again used a sentence embedding model to
compare the claim to passages from the documents,
selecting the most relevant evidence snippets. Fi-
nally, step (3) is modeled as the task of Natural Lan-
guage Inference (NLI), where the goal is to predict
the logical entailment relation between the claim
and evidence, i.e., whether the claim is supported
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by evidence (entailment), refuted by evidence (con-
tradiction), or there is not enough information (neu-
tral). The model was DeBERTa-v3 fine-tuned on
various NLI datasets from Laurer et al. (2024).

3.2 Step-by-Step LLM System

The recent LLM advancements have brought a lot
of features that can enhance the FV process. With
their generative capabilities and multi-turn nature,
LLMs can generate follow-up questions that aim
to collect deeper background evidence related to
claims. They are able to produce verdicts for claims
over multiple pieces of evidence with mechanisms
like chain-of-thought reasoning (Ling et al., 2023).

The system we develop in this work is mainly
inspired by QACheck (Pan et al., 2023a) and its
FV components. We expand that system by intro-
ducing novel prompts, additional chain-of-thought
reasoning, amplify evidence retrieval with an on-
line search engine, and experiment with structured
reasoning in the form of logic predicates. The idea
of this system is, given the claim c being verified,
to generate up to five follow-up questions ¢, ..., g5,
which try to gather more evidence related to the
claim. This is generated using a base LLM M, and
a prompt. Afterward, evidence for each question g
is retrieved from the source s (web search or inter-
nal knowledge) using the method R(q, s). This col-
lected evidence is summarized with model M and
together with original ¢ posed to a reasoning model
M,. This reasoning module determines whether
it should continue generating new questions or if
there is enough evidence. If there is enough, it pre-
dicts a final verdict label v, one of SUPPORTED or
REFUTED, and generates an explanation e.

On top of the described approach, we also exper-
iment with a setting incorporating predicate logic
into the process. Given the claim c, a predicate is
generated by an LLM in the form of verb(subject,
object), such as Treats(aspirin, headache), and
used to generate better questions ¢; and verdict
v. Inspired by FOLK (Wang and Shu, 2023), the
idea behind this is that the structured nature of
predicates can help in finding more accurate evi-
dence and introduce structured reasoning for the
final verdict prediction (Strong et al., 2024).

4 Experiments and Setup

In the experiments, our main research question
is RQ: Does the iterative LLM approach outper-
form the traditional three-part pipeline for domain-

specific fact verification? On top of that, we test
three further aspects of the system: (a) knowledge
source, (b) structured reasoning, and (c) base LLM.

The knowledge sources include: internal knowl-
edge of the LLM and the online search of the whole
web. Our search engine of choice is DuckDuckGo,
an open-source tool focused on privacy. We use it
through a dedicated Python library.?> This search
engine provided a smooth search experience with
no interruptions, and we deemed the quality of the
retrieved results similar to the more popular Google
or Bing for our use case. We take the provided snip-
pets from the first 5 results and give them as input
evidence to the reasoner LLM. The structured rea-
soning in (b) refers to using logic predicates, as de-
scribed in the previous section. All the experiments
in (a) and (b) were done using GPT-40-mini-2024-
07-18 as the base LLM, the model from OpenAl
with good reasoning capabilities (OpenAl, 2024).

In experiment round (c), we additionally test
normal reasoning with internal knowledge and on-
line search using Mixtral 8x7B (Jiang et al., 2024),
a highly performing open-weights model based
on a mixture-of-experts architecture, and LLaMa
3.1 (70B) (Meta, 2024), a recent advanced open-
weights model from Meta. We use GPT through the
OpenAl API and the two other models through the
Together AI API,3 setting temperature to O for best
reproducibility and maximum tokens to 512. We
use these LLMs for all parts of the fact verification
process, i.e. for all steps M, M, M, as described
in the previous section. All the used prompts are
in the Appendix. All experiments were run on one
Nvidia V100 GPU with 16 GB VRAM.

4.1 Datasets and Evaluation

We choose three English datasets of biomedical and
healthcare claims, designed for different purposes:
SCIFACT (Wadden et al., 2020) is a dataset with
expert-written biomedical claims originating from
citation sentences found in medical paper abstracts.
The subset we use contains 693 claims, of which
456 are supported, and 237 are refuted.
HEALTHFC (Vladika et al., 2024a) is a dataset
of claims concerning everyday health and spanning
various topics like nutrition, the immune system,
and mental health. The claims originate from user
inquiries and they were checked by a team of medi-
cal experts. The subset we use contains 327 claims,
of which 202 are supported, and 125 are refuted.

2ht’cps: //pypi.org/project/duckduckgo-search/
Shttps://www. together. ai
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verification evidence HealthFC CoVERT SciFact

system source | R F1 | R F1 P R F1
Three-part pipeline PubMed 62.6 84.6 72.0 | 75.6 76.8 76.2 | 73.7 80.0 76.8
(with semantic search Wikipedia | 65.2 92.6 76.5 | 785 86.8 82.5 | 68.8 83.6 754
and DeBERTa) whole web | 62.3 92.6 74.5 | 76.4 68.7 723 | 75.5 91.5 82.7
GPT 40-mini system whole web | 71.4 90.1 79.6 | 88.7 833 859 | 87.7 875 87.6
internal 723 91.6 80.8 | 874 808 84.0 | 83.5 825 83.0
GPT 40-mini system whole web | 749 88.6 81.2 | 90.1 687 779 | 88.2 822 85.1
(with predicates) internal 737 91.6 81.7 | 89.1 702 785 | 849 779 812
Mixtral 8x7B system whole web | 68.2 78.7 73.1 | 79.8 81.8 80.8 | 820 862 84.1
internal 685 743 713 | 8.9 773 81.8 | 809 833 82.1

LLaMa 3.1 (70B) system | whole web | 743 88.6 80.8 | 79.1 89.9 84.2 | 86.1 827 843
internal 647 86.1 739 | 743 81.8 779 | 80.0 875 83.6

Table 1: The results of the study. The first three rows come from a related study using the three-part pipeline. The
further rows are from this study, using a consistent system with varying base LLM, structured reasoning type, and
evidence source. The best F1 score for each dataset is in bold, while the second best is underlined.

COVERT (Mohr et al., 2022) is a dataset of
health-related claims, which are all causative in
nature (such as "vaccines cause side effects"). All
the claims originate from Twitter, which brings
an additional challenge of informal language and
provides a real-world scenario of misinformation
checking. The subset we use contains 264 claims,
of which 198 are supported, and 66 are refuted.

We find these three datasets to be well suited for
our study because they are representative of three
different applications of fact verification: helping
researchers in their work (SCIFACT), verifying ev-
eryday user questions (HEALTHFC), and misinfor-
mation detection on social media (COVERT).

We take claims from these datasets and use them
as input to our system. To evaluate if the predic-
tion is correct, we use the original veracity gold
label. We do not give the system any original gold
evidence documents from the datasets, as we are
studying an open-domain setting. In essence, we
evaluate the performance of the whole system by
looking at its final classification performance as a
"proxy" and observing how it changes when vary-
ing different parameters (Chen et al., 2024). While
an important class in datasets is not enough infor-
mation (NEI), we simplify the problem to only the
supported and refuted classes and leave NEI for
future work. Therefore, we use binary precision,
recall, and F1 score as the evaluation metrics.

5 Results and Discussion

The first three rows of Table 1 show the results of
the traditional three-part pipeline (described in Sec-
tion 3.1) taken from the related study by Vladika
and Matthes (2024a). It compared the performance
over three knowledge sources: PubMed, Wikipedia,

and online search. The results in further rows are
from the experiments done in this study.

Improvement. As seen in Table 1, the step-by-
step verification systems considerably improved
the final F1 performance on all three datasets, es-
pecially precision values. The first GPT system im-
proved the F1 performance by +4.3 on HealthFC,
+3.4 on CoVERT, and +4.9 on SciFact, which is
a major improvement when compared to the tradi-
tional pipeline using single-turn verification. This
answers our main research question.

Internal vs. External Knowledge. Utilizing web
search improved the performance in all cases for
SciFact, showing that this dataset worked better
when grounded to biomedical studies found on-
line. For the other two datasets, which contain
common health claims, there were instances where
internal knowledge of LL.Ms even outperformed
the web search. This is a very noteworthy find-
ing, demonstrating how LLMs already encode a lot
of internal medical knowledge that can be useful
in knowledge-rich tasks, as observed by Singhal
et al. (2023) and Vladika et al. (2024b). Simi-
larly, Frisoni et al. (2024) showed how using LLM-
generated evidence passages can improve medical
QA performance more than retrieved passages.

Predicate Logic. The next experiment incorpo-
rated first-order-logic predicates into the FV pro-
cess. In the GPT system, this resulted in the best
overall performance for HealthFC, ending at 81.7
F1 (+5.2 improvement to baseline, +1 to without
predicates). This is because predicates, like Out-
comes(Tamoxifen, Breast Cancer), led to more pre-
cise and targeted evidence, as indicated by the
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GPT 40-mini

LLaMa 3.1

Mixtral 8x7B

Claim EMDR works similarly to ex- The relationship between a breast ~ Severe Covid is a systemic disease
(Dataset) posure therapy, another well- cancer patient’s capacity to me- not just confined to resp system...
studied form of psychother- tabolize tamoxifen and treat- causes hyper inflammation,clotting,
apy, for the symptoms of ment outcome is independent of encephalopathy etc..we need all hands
post-traumatic stress disorder. the patient’s genetic make-up. on deck from generalists to specialists,
(HEALTHFC) (SCIFACT) nurses, ward attendants! (COVERT)
Generated Q1: How does EMDR therapy work? Q1: What is tamoxifen used for in breast ~ Q1: What are some of the problems beyond
Questions Q2: What are the key components of ex-  cancer treatment? respiratory issues that severe Covid causes?

posure therapy for PTSD?

Q3: What are the similarities between
EMDR and exposure therapy for PTSD?
Q4: What are the differences between
EMDR and exposure therapy for PTSD?
Q5: What are the outcomes of EMDR
compared to exposure therapy for PTSD?

Q2: Is the metabolism of tamoxifen influ-
enced by genetic factors?

Q3: What does research suggest about ta-
moxifen metabolism in breast cancer pa-
tients with different genotypes?

Q4: Does the genetic variation in tamoxifen
metabolism affect the treatment outcome in
breast cancer patients?

Q2: What types of medical professionals are
needed to treat severe Covid?

Q3: What medical equipment is used for patients
with severe Covid in intensive care?

Q4: How is hyperinflammation treated in Long
Covid patients?

Q5: How is anticoagulation managed in Long
Covid patients to prevent clotting?

Table 2: Examples of three claims (all supported) from the three datasets used in the study, with generated
verification questions from the three different LLMs. GPT generates the most general questions with wider coverage,
while LLaMa and Mixtral generate more specific and in-depth questions.

increase in precision scores. On the other hand,
while precision also increased for the other two
datasets, it led to large drops in recall, resulting
with a lower F1. This was especially seen with
informal language in CoVERT claims, where pro-
duced predicates included underspecified instances
like Has(Person, Covid), which only degraded the
evidence retrieval process. Therefore, predicates
are better suited for clearly written queries and for
complex claims.

Choice of LLMs. Comparative analysis of dif-
ferent LLMs was the last round of experiments.
Overall, GPT-40-mini came out on top as the best
LLM for the task. Table 2 shows an example of
generated questions for all three LLMs for different
claims. It is evident that GPT gives the most gen-
eral and simplest questions, whereas LL.aMa and
Mixtral provide more specific and detailed ques-
tions. The specific questions can be a strength but
also complicate the evidence retrieval process with
noisy retrieved passages. GPT was the best at fol-
lowing the style of few-shot example questions.
Also, Mixtral produces the most questions on aver-
age per claim, followed by GPT, and then LLaMa.
Finally, we observed the reasoning capabilities of
models to be on a similar level, showing the final
performance is often dependent on the quality of
question generation and answering.

Qualitative Analysis. As evident in Table 2, a
lot of generated questions were asking for defini-
tions of the diseases, symptoms, drugs, and other
terms found in claims. Once such complex terms
were described, the FV process was well-equipped
to continue with the verification. This explains

why the step-by-step systems worked so well for
medical claims, similarly to multi-hop claims in
previous studies — they inherently contain complex
concepts and relations that shall be clarified first
before making the final decision.

A common reason for errors in the system was
the generated questions going too in-depth about a
certain point with its follow-up questions and not
collecting wider evidence about other parts of the
claim. Moreover, another issue were knowledge
conflicts — when the LLM would predict an incor-
rect label even when shown evidence to the con-
trary because of its encoded internal knowledge.

Future work could expand the system to lever-
age structured knowledge sources like knowledge
graphs (Kim et al., 2023) or use methods like for-
mal proof generation (Strong et al., 2024). The
final step of the system focusing on explanation
generation should ideally include different user per-
spectives in the process (Warren et al., 2025).

6 Conclusion

In this study, we develop a step-by-step system for
fact verification based on iterative question gen-
eration and explainable reasoning. We apply the
system on three medical fact-checking datasets and
test different settings. We show that by utilizing
LLMs, this system can create follow-up questions
on complex concepts and relations from the claims
in order to gather background evidence, reason over
newly discovered evidence, and finally lead to pre-
dictions that achieve higher results when compared
to traditional pipelines. We hope that our study
encourages more exploration of advanced systems
for domain-specific fact verification.
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Limitations

Since all modules of the step-by-step verification
system rely on using LLMs, they come with their
own set of challenges and limitations. The gen-
erated follow-up questions are not always perfect
or precise, the generated evidence snippets can be
off point, and the reasoning over long chains of
evidence can, of course, lead to logical errors and
mistakes. We observed certain instances where
even though all the evidence was pointing towards
one of the verdicts (refuted), the system would still
mistakenly output the other one (supported).

Another limitation comes from the high com-
plexity of the system and reliance on calls to exter-
nal APIs, including LLM APIs and search engine
APIs. This inevitably led to some challenges in
terms of slower processing speed of this system
when compared to traditional approaches that use
an out-of-the-box NLI model like DeBERTa. Still,
we were forced to rely on API calls for LLMs due
to hardware resource limitations, but models like
Mixtral and LLaMa showed decent performance
and are open-weights, so they can be downloaded
and run locally to speed up the performance.

Lastly, for easier evaluation we disregard claims
annotated with Not Enough Information due to
different definitions of this label across different
datasets (e.g., the definition from SciFact does not
serve the open-domain setting well). This is an
important label in fact verification, since not all
claims can be conclusively assessed for their ve-
racity. This is especially important in the scientific
domain considering the constantly evolving nature
of scientific knowledge, and sometimes conflicting
evidence from different research studies. Future
work should find a way to effectively include this
label into model predictions.

Ethics Statement

Our dataset and experiments deal with the highly
sensitive domain of healthcare and biomedical NLP.
While we observed good scores when verifying
health-related question using responses directly
generated by language models, this is not a rec-
ommended way of using them by end users or pa-
tients. Responses can still contain hallucinations
or misleading medical advice that should always
be manually verified within reliable sources. Simi-
larly, experiments using online search results did
not go through any manual quality filtering, which
means not all of them will be trustworthy or ap-

proved by experts. One should always consult with
medical professionals when dealing with health-
related questions and advice.
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A Appendix

In the appendix, we provide the prompts used for
the systems (Figures 2—7).
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Claim = Superdrag and Collective Soul are both rock bands.
To validate the above claim, the first simple question we need to ask is:
Question = Is Superdrag a rock band?

Claim = Jimmy Garcia lost by unanimous decision to a professional boxer that
challenged for the WBO lightweight title in 1995.

To validate the above claim, the first simple question we need to ask is:
Question = Who is the professional boxer that challenged for the WBO
lightweight title in 1995?

Figure 2: Two out of ten few-shot examples used in the prompt for generating the first verification question.

Claim = Superdrag and Collective Soul are both rock bands.

To validate the above claim, we need to ask the following simple questions
sequentially:

Question 1 = Is Superdrag a rock band?

Answer 1 = Yes

Question 2 = Is Collective Soul a rock band?

Claim = Jimmy Garcia lost by unanimous decision to a professional boxer that
challenged for the WBO lightweight title in 1995.

To validate the above claim, we need to ask the following simple questions
sequentially:

Question 1 = Who is the professional boxer that challenged for the

WBO lightweight title in 19957

Answer 1 = Orzubek Nazarov

Question 2 = Did Jimmy Garcia lose by unanimous decision to Orzubek Nazarov?

Figure 3: Two out of ten few-shot examples used in the prompt for generating the follow-up questions (after the first
one had been generated).

Claim = Superdrag and Collective Soul are both rock bands.

To validate the above claim, we have asked the following questions:
Question 1 =to explainAnswer 1 = Yes

Can we know whether the claim is true or false now?

Prediction = No, we cannot know.

Claim = Superdrag and Collective Soul are both rock bands.
To validate the above claim, we have asked the following questions:
Question 1 = Is Superdrag a rock band?

Answer 1 = Yes
Question 2 = Is Collective Soul a rock band?
Answer 2 = Yes

Can we know whether the claim is true or false now?
Prediction = Yes, we can know.

Figure 4: Two out of ten few-shot examples for the verifier module. In this step, the LLM decides if there is enough
evidence to make the final veracity prediction or if question generation shall continue.
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Claim: Superdrag and Collective Soul are both rock bands.

To validate the above claim, we need to ask the first question with predicate:
Question:

Is Superdrag a rock band?

Predicate:

Genre(Superdrag, rock) ::: Verify Superdrag is a rock band

Claim : Jimmy Garcia lost by unanimous decision to a professional boxer that
challenged for the WBO lightweight title in 1995.

To validate the above claim, we need to ask the first question with predicate:
Question:

Who is the professional boxer that challenged for the WBO lightweight title
in 1995?

Predicate:

Challenged(player, WBO lightweight title in 1995) ::: Verify name of the
professional boxer that challenged for the WBO lightweight title in 1995.

Figure 5: Two out of ten few-shot examples for question generation in the predicate pipeline. Each generated
question is accompanied by a predicate defining the question and a simple instruction on what to verify.

Claim: Superdrag and Collective Soul are both rock bands.

Question 1:

Is Superdrag a rock band?

Predicate 1:

Genre(Superdrag, rock) ::: Verify Superdrag is a rock band
Answer 1:

Yes

To validate the above claim, we need to ask the follow-up question with predicate:
Follow-up Question:

Is Collective Soul a rock band?

Predicate:

Genre(Collective Soul, rock) ::: Verify Collective Soul is a rock band

Figure 6: One out of then few-shot examples of follow-up question generation for the predicate system. The already
gathered evidence and predicates from previous questions are given.
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Question:
Is it true that The writer of the song Girl Talk and Park So-yeon have both
been members of a girl group.?

Context:

Write(the writer, the song Girl Talk) ::: Verify that the writer of the song
Girl Talk

Member (Park So-yeon, a girl group) ::: Verify that Park So-yeon is a member

of a girl group

Member (the writer, a girl group) ::: Verify that the writer of the song Girl

Talk is a member of a gril group

Who is the writer of the song Girl Talk? Tionne Watkins is the writer of the
song Girl Talk.

Is Park So-yeon a member of a girl group? Park Soyeon is a South Korean singer.
She is a former member of the kids girl group I& Girls.

Is the writer of the song Girl Talk a member of a girl group? Watkins rose to
fame in the early 1990s as a member of the girl-group TLC

Prediction:

Write(Tionne Watkins, the song Girl Talk) is True because Tionne Watkins is the
writer of the song Girl Talk.

Member (Park So-yeon, a girl group) is True because Park Soyeon is a South Korean
singer. She is a former member of the kids girl group I& Girls.

Member(Tionne Watkins, a girl group) is True because Watkins rose to fame in the
early 1990s as a member of the girl-group TLC

Write(Tionne Watkins, the song Girl Talk) && Member(Park So-yeon, a girl

group) && Member(Tionne Watkins, a girl group) is True.

The claim is [SUPPORTED].

Explanation:

Tionne Watkins, a member of the girl group TLC in the 1990s, is the writer of
the song "Girl Talk.”

Park Soyeon, a South Korean singer, was formerly part of the girl group I& Girls.
Therefore, both Watkins and Park Soyeon have been members of girl groups in
their respective careers.

Figure 7: One example used in the prompt for the reasoning module using predicates.
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