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via Cartesian Product Routing in Mixture-of-Experts
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Abstract

Large language models (LLM) have been at-
tracting much attention from the community
recently, due to their remarkable performance
in all kinds of downstream tasks. According
to the well-known scaling law, scaling up a
dense LLM enhances its capabilities, but also
significantly increases the computational com-
plexity. Mixture-of-Experts (MoE) models ad-
dress that by allowing the model size to grow
without substantially raising training or infer-
ence costs. Yet MoE models face challenges
regarding knowledge sharing among experts,
making their performance somehow sensitive
to routing accuracy. To tackle that, previous
works introduced shared experts and combined
their outputs with those of the top K routed
experts in an “addition” manner. In this paper,
inspired by collective matrix factorization to
learn shared knowledge among data, we pro-
pose CartesianMoE, which implements more
effective knowledge sharing among experts in
more like a “multiplication” manner. Exten-
sive experimental results indicate that Carte-
sianMoE outperforms previous MoE models
for building LLMs, in terms of both perplex-
ity and downstream task performance. And
we also find that CartesianMoE achieves better
expert routing robustness.

1 Introduction

Large language models (LLM) have demonstrated
impressive performance across various downstream
natural language tasks (Touvron et al., 2023; Dai
et al., 2022; Brown et al., 2020; Anil et al., 2023;
Chowdhery et al., 2022; Radford et al., 2019; Rae
et al., 2021; Biderman et al., 2023). Moreover, the
well-known scaling law suggests that, as the model
size increases, the model capabilities will continue
to improve (Kaplan et al., 2020; Hoffmann et al.,
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2022). However, for dense LLMs, the computa-
tional costs of scaling up their model sizes can be-
come prohibitively high. To tackle that, sparse ac-
tivation networks are proposed (Child et al., 2019;
Du et al., 2022). They reduce computational costs
by activating only a subset of parameters for each
input. A prominent approach among them is the
mixture-of-experts (MoE) (Lepikhin et al., 2021;
Du et al., 2022; Dai et al., 2024; Fedus et al., 2022;
Roller et al., 2021), which involves training mul-
tiple experts but using only a subset to process
each input, with each expert generally being a feed-
forward network (FFN). Compared to dense LLMs
of equivalent sizes, MoE LLMs effectively reduces
computational costs while delivering comparable
results, in terms of both perplexity (PPL) and down-
stream task performance (Lepikhin et al., 2021; Du
etal.,2022; Dai et al., 2024; Su et al., 2024a; Huang
et al., 2024b; Yang et al., 2024; Zhao et al., 2024a).

Conventional MoE models, like (Lepikhin et al.,
2021; Fedus et al., 2022; Du et al., 2022), activate
the top K routed experts among the total [V experts.
Due to the independent training of all experts, they
rarely share learned knowledge, and thus routing
fluctuations can affect the output substantially, mak-
ing the performance of such MoE models somehow
sensitive to the routing accuracy. To tackle that,
(Dai et al., 2024; Rajbhandari et al., 2022) suggests
using several fixed-activated shared experts to store
shared knowledge, in addition to the top K routed
experts. And it has been well-validated to improve
MOoE model performance. With shared experts,
(Dai et al., 2024; Yang et al., 2024) further split
full-sized experts into more fine-grained experts
to enhance representation specialization and gain
additional performance improvement, where the N
experts are split into m/V smaller ones, and the top
mU routed ones of them are activated.

The remarkable shared-expert method essen-
tially merges the shared knowledge (i.e., outputs of
shared experts) with the specific knowledge (i.e.,
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Figure 1: Illustration of CartesianMoE. Subgraph a) represents the conventional top-2 routing for full-sized experts,
subgraph b) illustrates the top-4 routing for half-sized fine-grained experts, and subgraph c) shows the top-4
Cartesian Product routing (i.e., top-2 routing for each sub-layer) in the proposed CartesianMoE. All subgraphs share
the same numbers of model parameters and activated parameters.

outputs of the routed experts) in an “addition” man-
ner. For instance, with a shared expert FFN, and
several routed experts FFN;, FFN,., and FFN, the
knowledge sharing among experts can be repre-
sented as: FFN, + FFN,, FFN,, + FFN,, and FFN,,
+ FFN,. Inspired by collective matrix factoriza-
tion to learn shared knowledge among data (Singh
and Gordon, 2008), in this paper we propose to
represent knowledge sharing among experts in an
alternative “multiplication” manner, i.e., FFN, -
FFNy, FFEN,, - FFN,, and FFN, - FFN,. Specifi-
cally, by defining two sets of sub-experts {FFN.,
FFN}, ...} and {FFNZ2 FFNZ, ...}, we derive each
expert to be the combination of any two sub-experts
from both sets respectively, like FFN,, = FFN.. -
FFN2 or FFN,;, = FFN! - FFNZ. In that sense, each
expert share an identical sub-expert with many oth-
ers. It can also be seen that, all the experts can
be derived by the Cartesian product between both
sub-expert sets, and thus we term our proposed
method as CartesianMoE. Specifically, in our pro-
posed CartesianMoE, we replace the conventional
MOoE layer as a Cartesian Product Layer, which
consists of two sequential MoE sub-layers, each
denoting a set of sub-experts, as illustrated in Fig. 1.
Then the routing process to select routed experts is
also divided into the two MoE sub-layers, termed
as Cartesian Product routing.

Extensive experiments on building MoE LLMs
show that CartesianMoE yields superior perfor-
mance than previous counterparts, using the same
number of model parameters and activated pa-
rameters. CartesianMoE also shows better rout-
ing robustness. We argue that the superiority of
CartesianMoE comes from its more fine-grained

knowledge sharing among experts. Specifically,
compared to the shared-expert method that re-
quests all routed experts to always share the same
global knowledge held by the fixed shared experts,
CartesianMoE allows to divide experts into groups
with each sharing some group-wise knowledge.
In that sense, CartesianMoE is supposed to be
also equipped with shared experts, so as to form
a “global shared knowledge + group-wise shared
knowledge + expert-specific knowledge” system.
Our contributions are summarized as follows:

* Inspired by collective matrix factorization to
learn shared knowledge among data, we ana-
lyze the feasibility of enabling knowledge shar-
ing among experts in a “multiplication” manner,
an alternative to the “addition” manner proposed
by the shared-expert method.

* We propose CartesianMoE, which derives ex-
perts via the Cartesian Product of two sub-expert
sets. CartesianMoE enables group-wise knowl-
edge sharing among experts and helps to build a
more complete knowledge sharing system with
shared experts equipped.

* We validate the effectiveness of the proposed
CartesianMoE with extensive experiments. Ex-
perimental results show that it consistently out-
performs previous MoE models, and shows better
routing robustness.

2 Related Work

The concept of MoE models was first introduced
by (Jacobs et al., 1991). Then, (Eigen et al., 2013)
extended the MoE model to multiple layers. Later,
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(Shazeer et al., 2017) extended that idea to Long
Short-Term Memory (LSTM) networks (Graves,
2013), training an LSTM model with up to 137
billion parameters. With the advent of the Trans-
former architecture (Vaswani et al., 2017; Devlin
et al., 2019), the Gshard model (Lepikhin et al.,
2021) applied MoE techniques to Transformers,
paving the way for the development of more ad-
vanced MoE models like GLaM (Du et al., 2022)
and Switch Transformer (Fedus et al., 2022).

In early works (Zoph et al., 2022; Fedus et al.,
2022; Du et al., 2022; Lepikhin et al., 2021; Roller
etal., 2021; Dai et al., 2022), when extending dense
models to MoE models, the MoE layer of the Trans-
former consists of multiple FFNs that are of the
same size as those in the dense models. Recent
works (Muennighoff et al., 2024; Dai et al., 2024;
Yang et al., 2024) show that splitting a fully-sized
FFN into several smaller, fine-grained experts facil-
itates representation specialization. Additionally,
shared experts are commonly adopted (Dai et al.,
2024; Rajbhandari et al., 2022; Su et al., 2024a),
to enhance knowledge sharing among experts for
performance improvement.

The shared-expert method combines shared
knowledge (i.e., the outputs of the shared experts)
with specialized knowledge (i.e., the outputs of
the routed experts) in an “addition” manner. In-
spired by collective matrix factorization to learn
shared knowledge among data, here we propose an
alternative “multiplication” manner to share expert
knowledge, which demonstrates superiority over
previous MoE methods.

3 Background

3.1 Large Language Models

For simplicity, here we focus on the main-
stream generative LLM with the Transformer back-
bone. Given a sequence of T tokens x =
(x1,x2,...,27), a generative LLM iteratively pro-
duces a probability distribution p over the vocabu-
lary for each token, conditioning on its preceding
tokens. Usually, the cross-entropy loss function
is employed to optimize the predicted probability
w.r.t the ground-truth token z;. And thus in total,
the training loss L;,,, for the generative LLM can

be expressed as:

T-1
Lim = — Z IOg(PIH-l,t)
t=1 1)
st, P.,= softmax(WHft)

HE = Transformer(z1, x2, ..., 27-1)

Here, L is the number of blocks in the Transformer
backbone. P.; and Hft represent the ¢-th column
of the matrices P and H”, respectively, correspond-
ing to z;. HX = [h¥ h% ... hL ] denotes the
hidden states of the last layer, and P, , ; denotes
the predicted probability w.r.t the ground-truth to-
ken x; 41 in P. ;. Here the linear projection layer
W takes Hft as input to compute the probability
distribution P. ; across the vocabulary.

In the Transformers backbone, each layer fea-
tures a multi-head self-attention (MHA) module
and a feed-forward network (FFN), with the FFN
typically comprising two fully connected layers.
Formally,

b = MHA(Thy ' by ' by )

. ()

h! = FFN(hl)
where [ denotes the [-th block in the Transformer
backbone.

3.2 Mixture-of-Experts

MOoE methods typically replace the dense model’s
FFN module with an MoE module composed of
multiple FFNs, each being an expert. The outputs
of these FFNs are combined using a routing func-
tion, r(-), referred to as the router. Formally,

N
hi =D ri(hi) - FENi(h}) st |r(Bf)lo = K

i=1

3)
where NV is the number of experts in a single MoE
module, K is the number of activated experts, r;
represents the routing outcome for the i-th expert,
and | - |o denotes the Ly-norm, i.e., the number of
non-zero elements. With K < N, only a small
subset of experts is activated. And thus increasing
the total number of experts in MoE models does
not significantly increase computational time.

For fine-grained experts (Muennighoff et al.,
2024; Dai et al., 2024; Yang et al., 2024), each
of the original IV experts is split into m equal parts,
resulting in mN fine-grained experts in total. In
that case, the intermediate size of the fine-grained
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experts is % of the original full-sized experts. To
maintain a constant number of activated param-
eters, the number of activated experts is usually
adjusted to mK as well. Formally,

mN
hj =Y ri(hi) - FEN;(B) st [r(Bj)lo = mK
=1
“4)
4 Method

4.1 Proposed CartesianMoE

As mentioned above, the current MoE models ei-
ther rarely share learned knowledge among experts
or only apply shared experts to share global knowl-
edge. We propose CartesianMoE, as shown in
Fig. 1, to facilitate more thorough expert sharing.

As shown in Figure 1(c), the proposed Cartesian-
MoE introduces a Cartesian Product Layer, and
also employs fine-grained experts in its two MoE
sub-layers, denoted as A and B. Then Cartesian-
MoE combines the fine-grained sub-experts across
the two MoE sub-layers to derive real experts. For-
mally,

Ax B={(a,b)|a€ Aandb € B}
st. A= {FFNy,... FFN,}, (5)
B = {FFN,,1,...,FFNy,}.

where e is the number of sub-experts in each MoE
sub-layer. To maximize the diversity of A x B,
we set e = mN/2 experts, with mN being the
number of all fine-grained sub-experts. Specifically,
the computation of the Cartesian Product Layer is
formulated as follows.

e

h; = "rj(h) - FFN;(h{) (6)
=1

il 1l il

h; =h; + h; @)

2e

hi = Y r(h}) - FFN;(hj) (8)
i—=e+1

s.t. (e (0)]o = 2 (0)|o = & 9)

where r! and r? represent the routers correspond-
ing to the 1st and 2nd MoE sub-layers of the Carte-
sian Product Layer, respectively. Note that we also
add a residual connection between the two MoE
sub-layers, to ensure that tokens exceeding the ca-
pacity of a sub-expert in the 1st MoE sub-layer can
be directly passed to the 2nd MoE sub-layer, i.e.,
“token droppable” in (Fedus et al., 2022) to balance

optimization among experts. In order to maintain a
consistent total number of activated parameters as
previous fine-grained MoE methods, the number of
activated experts per MoE sub-layer, i.e., k in Eq. 9,
is also reduced by half, i.e., k = mK /2. We term
such a routing process as Cartesian Product rout-
ing. Through such a two-layer structural design,
the Cartesian Product mechanism is natively im-
plemented, and is supposed to facilitate knowledge
sharing among experts.

Then following Transformer (Vaswani et al.,
2017), we add h!} to h} to serve as the input for
the next block with a skip connection. Formally,

h! < h! + h! (10)

4.2 Load Balance Loss

LLMs are typically trained in a distributed manner,
which can lead to load imbalances in MoE mod-
els (Lepikhin et al., 2021; Fedus et al., 2022; Dai
et al., 2022), where a minority of experts handle the
majority of tokens and meanwhile the majority of
experts remain idle. Such imbalances can adversely
affect the training efficiency. To address that issue,
a load balancing loss is commonly introduced in
the training of MoE models. We follow (Huang
et al., 2024a; Fedus et al., 2022) and employ a bal-
anced loss function by summing the routing losses
of both MoE sub-layers within a Cartesian Product
Layer:

2e
> wiR]

e
2 : 1pl

ﬁbal = w; Ri +
i=1 i=e+1

B
1
st.,  wF = 5 Zﬂ{argmax(rﬁj) = z}
j=1

(11)
B
1
k __ k
Ri = E ri,j
7j=1
Vke{l,2}

where B represents the number of tokens in a
mini-batch, & € {1,2} denotes the sub-layer in-
dex within a Cartesian Product Layer, rﬁ' j denotes
the routing output probability distribution for the
j-th token in the 1st (k = 1) or 2nd (k = 2) MoE
sub-layer, and ri-f ; represents the specific probabil-
ity value with respect to the ¢-th expert in either the
Ist (k = 1) or 2nd (k = 2) MoE sub-layer.

Our final loss is a combination of the language
model loss and the load-balance loss:

L= Ly + aLpg (12)
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where « is a hyperparameter.

4.3 Relations to Flattened Fine-grained
Experts

As detailed above, the proposed CartesianMoE
leverages two layers of fine-grained sub-experts
to build a Cartesian Product Layer. Then it would
be interesting to see its relations to the flattened
fine-grained experts proposed in (Dai et al., 2024).

Suppose the number of fine-grained experts/sub-
experts is 2e for both methods, same as before.
The output of the MoE module in (Dai et al., 2024),
together with that of the residual connection, is
formulated as below:

hl+z
Py

i=e+1

- FFN; (h!)
(13)
- FFN;(h!)

where r! denotes the single router in the MoE mod-
ule. As for the proposed CartesianMoE, the output
of the Cartesian Product Layer, can be derived as
below, via integrating Eq. 6, Eq. 7 and Eq. 8 into
Eq. 10.

h} =h} + > r;(h}) - FFN;(h})

1=1

Py

i—=e+1

(14)
- FFN;(h!)

Comparing Eq. 13 and Eq. 14, it can be seen
that the proposed CartesianMoE and the flattened
fine-grained experts mainly differ at the 3rd parts
of both equations, i.e., > 2% er1 T rl(hl) - FFN;(h!)
versus ZZ et 1T rZ(h!) - FFN;(h!). Specifically, in-
stead of sharing the same router r' and the same
input flf as the 2nd part, CartesianMoE leverages
a separate router r> and the output of the st sub-
layer as input, i.e., hl. Given h} = fli + flé inEq. 7,
CartesianMoE can probably enjoy deeper represen-
tations of the input than the flattened counterpart,
and the separate router offers more flexibility. Both
can help CartesianMoE to achieve performance en-
hancement, as demonstrated in our experiments.

5 Experiments

5.1 Pre-training Dataset

Following previous works (Xie et al., 2023; Su
et al., 2024b), we use the Pile dataset (Gao et al.,

2021) as our pre-training data. The Pile is a large-
scale, publicly available corpus comprising 22 do-
mains and over 825 GB of English text. For tok-
enization, we utilize the widely adopted LLaMA
tokenizer with a vocabulary size of 32k. We com-
pute the sampling rate for each domain based on
the number of tokens after tokenization, following
the methodology described in (Xie et al., 2023; Su
et al., 2024b). Due to our limited computational
resources, unless otherwise specified, the models
are pre-trained using 100B tokens, following (Dai
et al., 2024; Su et al., 2024a; Xie et al., 2023; Su
et al., 2024b; Huang et al., 2024a; Xiong et al.,
2024, Lian et al., 2024).

5.2 Experimental Setup

Following (Yang et al., 2024; Huang et al., 2024a),
we implement the LLaMA architecture for the
LARGE models with 24 Transformer blocks and
a hidden state dimensionality of 1024, and for the
BASE models with 12 Transformer blocks and a
hidden-state dimensionality of 768. We employ
the AdamW (Loshchilov and Hutter, 2019) opti-
mizer for all models with a cosine learning rate
decay schedule. For the dense models, following
(Touvron et al., 2023; Su et al., 2024b), we set the
learning rate as 3e~*. For the MoE models, follow-
ing (Lewis et al., 2021; Su et al., 2024b; Touvron
et al., 2023), we reduce the learning rate to 1.5¢4
to ensure model convergence. By default, we set
our maximum sequence length to 1024.

Following (Yang et al., 2024; Huang et al.,
2024a; Su et al., 2024a), we conduct experiments
on two different MoE model settings: MoE-Base
and MoE-Large. The specific size configurations
are shown in Table 1. We follow Gshard (Lepikhin
et al., 2021), and replace the FFN layer with an
MOoE layer for every other Transformer block, re-
sulting in a total of 12 MoE layers for MoE-Large
and 6 MoE layers for MoE-Base in this setting. For
the hyperparameter o w.r.t the load balanced loss
(Eq. 12), we set it to 0.01. The expert capacity
factor of tokens is set as 1 during training. More-
over, we adopt a dropless setup, ensuring that every
token is retained during evaluation.

In the CartesianMoE, each Cartesian Product
Layer contains 32 fine-grained sub-experts, with
each sub-expert having a half-sized FFN. We as-
sign 16 fine-grained sub-experts to each of the
two MoE sub-layers, and use top-2 routing for
each. In addition, each MoE sub-layer has a fixed-
activated shared expert, so as to form a “global
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Model Configuration SE  FGE Params Activated Params Pile PPL (])
Base Model d=768, D=3072 N/A NA 162M 162M 8.55
Large Model d=1024, D=4096 N/A  N/A  468B 468M 6.95
MoE-Base

SMoE-Share d=768, D=3072, topK=2 True False 842M 247TM 7.37
SMoE-Top3 d=768, D=3264, topK=3 False False 842M 258M 7.40
Hash Layer d=768, D=3072, topK=2 True False 842M 247TM 7.47
Fine-grained Routing  d=768, D=1536, top/X=4, True True 842M 247 7.33
TopP Routing d=768, D=3072, topP=0.4 True False 842M 247 7.41
CartesianMoE d=768, D=1526, topK'=(2+2) True True 842M 247M 7.19
MoE-Large

SMOoE-Share d=1024, D=4096, topK =2 True False 2.88B 770M 6.13
SMOoE-Top3 d=1024, D=4352, topK=3 False False 2.88B 808M 6.18
Hash Layer d=1024, D=4096, topK =2 True False 2.88B 770M 6.28
Fine-grained Routing  d=1024, D=2048, topK=4 True True 2.88B 770M 6.16
TopP Routing d=1024, D=4096, topP=0.4 True False 2.88B 770M 6.14
CartesianMoE d=1024, D=2048, topK=(2+2) True True 2.88B 770M 6.08

Table 1: Perplexity (PPL) results of language modeling. The best score is marked in bold. SE indicates whether to
use shared experts, FGE indicates whether to use fine-grained experts, d represents the hidden state dimensionality,
D represents the intermediate size of each FFN, and top K refers to the number of experts activated for each token.
For CartesianMoE, top/K'=(2+2) means that each of the two sub-layers activates two sub-experts. For TopP Routing,
top P is the threshold that controls how many experts should be activated to reach it.

shared knowledge + group-wise shared knowledge
+ expert-specific knowledge” system mentioned
before. We compare the proposed CartesianMoE
with 6 remarkable baselines (Touvron et al., 2023;
Fedus et al., 2022; Roller et al., 2021; Huang et al.,
2024a; Dai et al., 2024) in our experiments. The
respective parameter settings for each compared
model are provided in Appendix 9.1. Consider-
ing that shared experts are commonly included in
MoE models (Dai et al., 2024; DeepSeek-Al et al.,
2024; Zhao et al., 2024b; Rajbhandari et al., 2022;
Su et al., 2024a), all compared baselines include
shared experts to gain further performance improve-
ment unless otherwise noted.

5.3 Main Results

We first present the model’s perplexity (PPL) on
the Pile validation set. Then, following (Touvron
et al., 2023; Brown et al., 2020; Su et al., 2024b;
Dai et al., 2024), we evaluate the model perfor-
mance on various downstream benchmarks, includ-
ing zero-shot tests for HellaSwag (Zellers et al.,
2019), LAMBADA (Paperno et al., 2016), PIQA
(Bisk et al., 2020), StoryCloze (Mostafazadeh et al.,
2016), and Winogrande(Wino) (Sakaguchi et al.,
2020), in terms of accuracy. In addition, following
(Touvron et al., 2023; Su et al., 2024b), we conduct
5-shot evaluations on TriviaQA (Joshi et al., 2017),
WebQuestions (WebQs) (Berant et al., 2013), and
Natural Questions (NaturalQs) (Kwiatkowski et al.,
2019) using the exact match metric.

5.3.1 Perplexity Results

Table 1 shows the perplexity (PPL) of language
modeling on the Pile validation set. With the same
number of activated parameters, the MoE models
(MoE-Base/MoE-Large) consistently outperform
the dense models (Base/Large Model) with sig-
nificantly reduced PPL. Furthermore, Cartesian-
MoE exhibits a substantial performance improve-
ment over other models, in both MoE-Base and
MoE-Large settings. The result presents the supe-
riority of CartesianMoE, which is equipped with
complete “global shared knowledge + group-wise
shared knowledge + expert-specific knowledge”.

Note that Fine-grained Routing with flattened
fine-grained experts exhibits inconsistent improve-
ments across different model sizes. In the MoE-
Base setting, it significantly outperforms SMoE-
Share, but in the MoE-Large setting, it performs
slightly worse than SMoE-Share. In contrast, Carte-
sianMoE demonstrates consistent performance im-
provements across different settings, highlighting
its consistent superiority.

5.3.2 Benchmark Results

As shown in Table 2, we present the model’s per-
formance on downstream tasks. We can also ob-
serve that the MoE models achieve performance
improvements over the dense counterpart in those
benchmark tasks. More importantly, the proposed
CartesianMoE stands out among all MoE models,
in both MoE-Base or MoE-Large settings. Specifi-
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Model Hellaswag LAMBADA PIQA StoryCloze  Wino TriviaQA  WebQs  NatrualQs
Base Model 32.54 39.22 62.52 58.52 50.75 2.99 222 0.72
Large Model 40.73 52.55 67.62 63.55 53.75 7.44 4.97 1.78
MoE-Base

SMOoE-Share 37.87 47.35 66.76 61.52 51.14 6.11 4.18 1.39
SMoE-Top3 37.43 46.42 66.38 61.25 51.14 5.82 4.04 1.16
Hash Layer 33.39 43.08 61.59 57.88 50.20 2.85 1.57 0.61
Fine-grained Routing 37.50 45.10 66.49 61.20 51.22 6.12 3.79 1.30
TopP Routing 35.10 45.02 63.76 58.10 51.46 4.12 241 0.55
CartesianMoE 38.17 48.17 65.83 62.53 51.62 7.23 4.18 1.58
MoE-Large

SMoE-Share 48.25 58.80 70.51 66.49 55.56 1491 9.06 3.99
SMoE-Top3 47.59 57.60 70.40 65.95 53.75 14.46 7.92 4.24
Hash Layer 42.80 56.45 66.32 64.08 5233 6.66 4.33 1.86
Fine-grained Routing 48.10 58.32 69.86 64.89 55.80 14.40 8.42 3.77
TopP Routing 44.31 59.85 67.46 63.92 54.54 11.02 6.15 241
CartesianMoE 49.14 59.17 70.24 67.02 56.51 15.09 9.15 4.85

Table 2: Performances of language models on downstream tasks. The best score is marked in bold.

cally, compared to other MoE models, Cartesian-
MOoE yields the best performance for 7 of 8 bench-
marks in the MoE-Base setting and 6 of 8 bench-
marks in the MoE-Large setting.

Particularly, against Fine-grained Routing with
flattened fine-grained experts, CartesianMoE ex-
cels in 7 of 8 benchmarks with the MoE-Base set-
ting and also excels in all benchmarks with the
MoE-Large setting. That further verifies our analy-
sis above that CartesianMoE can enjoy deeper rep-
resentations of input and more flexible routing than
the flattened counterpart. It also demonstrates the
effectiveness of introducing the Cartesian Product
Layer for group-wise knowledge sharing.

6 Analyses

6.1 Impact of Fixed-Activated Shared Expert

Under the MoE-Large setting, we remove the fixed-
activated shared experts from CartesianMoE to in-
vestigate its impact on the model performance.

As shown in Table 3, after removing the fixed-
activated shared experts (i.e., w/o Shared Expert),
CartesianMOoE yields slightly better performance
than Fine-grained Routing equipped with shared
experts. The result well reflects the effectiveness
of group-wise knowledge sharing among experts
proposed by CartesianMoE, which is equally im-
portant as global knowledge sharing introduced by
shared experts. Moreover, when CartesianMoE is
equipped with shared experts as by default, its per-
formance is substantially enhanced, which further
demonstrates the effectiveness of forming a “global
shared knowledge + group-wise shared knowledge
+ expert-specific knowledge” system, as proposed
by CartesianMoE.

Model

SMOoE-Top3
Fine-grained Routing
CartesianMoE

w/o Shared Expert

PPL

6.18
6.16
6.08
6.15

Table 3: Impact of the fixed-activated shared expert.

6.2 Analysis on Expert Routing Robustness

To analyze the expert routing robustness of differ-
ent MoE models, we disable the top-1 routed expert
and then evaluate the PPL variance brought by such
a routing change on the Pile validation set. Specifi-
cally, for each token, we mask the expert with the
highest routing probability and then select the top
K experts from the remaining ones. Since each
Cartesian Product Layer in CartesianMoE has two
MokE sub-layers, we randomly select one sub-layer
each time and mask the corresponding top-1 expert.

As shown in Table 4, even with the top-1 routed
expert disabled, CartesianMOoE still yields the low-
est PPL, and enjoys a much smaller PPL variance,
compared to other MoE methods. That well indi-
cates the superior routing robustness of Cartesian-
MoE. And we attribute it to the more thorough
knowledge sharing among experts in Cartesian-
MoE, which includes both global and group-wise
knowledge sharing.

6.3 Training with More Tokens

The previous experiments are conducted using
100B tokens. To investigate whether the superiority
of the proposed CartesianMoE can be maintained
after training with more tokens, here we continue
to train CartesianMoE and the most competitive
baseline Fine-grained Routing (Dai et al., 2024)
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PPL PPL(disable top-1)

SMoE-Share 6.13 7568.85
SMoE-Top3 6.18 847.46
Fine-grained Routing  6.16 3095.44
TopP Routing 6.14 84.42
CartesianMoE 6.08 27.72

Table 4: PPL on the Pile validation set, with the top-
1 routed expert disabled. The baseline Hash Layer is
excluded here, as the experts for each input in it are
fixedly assigned.

MoE-Large 7.25B Params
CartesianMoE  Fine-grain | CartesianMoE  Fine-grain
Hellaswag 54.28 52.10 56.96 55.64
LAMBADA 63.05 61.55 63.50 62.83
PIQA 71.71 71.21 73.99 71.87
StoryCloze 67.93 67.97 69.37 69.11
Wino 56.74 55.88 58.17 58.16
TriviaQA 20.03 21.40 24.87 22.82
WebQs 10.58 9.01 11.96 11.32
NatrualQs 5.87 5.54 6.57 5.54
PPL(]) 5.69 5.78 ‘ 4.92 4.99

Table 5: The performance comparison after training
400B tokens with different model sizes, with Fine-grain
being short for the baseline Fine-grained Routing. The
best score in each setting is marked in bold.

until 400B tokens, and compare their performance
in the MoE-Large setting.

As shown in the left part of Table 5, on the Pile
validation set, the PPL of Fine-grained Routing
converged to 5.78, while that of CartesianMoE fur-
ther decreases to 5.69. And on downstream tasks,
CartesianMoE also outperforms Fine-grained Rout-
ing in 6 out of 8 benchmarks. The full changing
curves for PPL and benchmark performance of both
MOoE models are provided in Figure 2 and Figure
4 in the Appendix, respectively. It can be seen
that even trained on more tokens, CartesianMoE
consistently maintains superior performance, well
demonstrating its effectiveness.

6.4 Scaling Up the Model Size

To investigate the performance of the proposed
CartesianMoE with a larger model size, we follow
the setting of (Muennighoff et al., 2024) to train
CartesianMoE and the most competitive baseline
Fine-grained Routing, with 7.25B parameters and
1.61B activated parameters. The specific parameter
settings are provided in Appendix 9.2.

As shown in the right part of Table 5, on the
Pile validation set, the PPL of Fine-grained Rout-
ing converged to 4.99, while that of CartesianMoE
decreases to 4.92. And on all downstream tasks,
CartesianMoE outperforms Fine-grained Routing.

D K m  Mode PPL
3072 2 1 Full-sized 7.37
1536 4 2 Fine-grained Routing 7.33
768 8 4 Fine-grained Routing  7.34
1536 2+2 2  CartesianMoE 7.19
768 4+4 4 CartesianMoE 7.26

Table 6: PPL on the Pile validation set, with different
expert granularity. D indicates the FFN intermediate
size, K denotes the number of activated experts, and m
denotes the splitting factor.

The full changing curves for PPL and downstream
tasks of both MoE models are also provided in
Figure 3 and Figure 5 in the Appendix. The exper-
imental results further demonstrate the superiority
and scalability of CartesianMoE.

6.5 Training in Different Expert Granularities

The experiments above use half-sized FFNs as fine-
grained experts in CartesianMoE. It would be inter-
esting to see whether CartesianMoE can maintain
its superiority with more finer-grained experts. Sup-
pose we have N full-sized experts. As mentioned
before, to keep the numbers of total parameters
and activated parameters unchanged, we equally
split each full-sized expert into m fine-grained ex-
perts via splitting its FFN intermediate size into m
equal parts, with m being the splitting factor, and
the number of activated fine-grained experts would
also be scaled up by m. It can be seen m = 1
for full-sized experts, and experiments above use
m = 2 for CartesianMoE. Here we further conduct
experiments with m = 4, for both CartesianMoE
and the most competitive baseline Fine-grained
Routing, to further validate CartesianMoE.

As is seen in Table 6, in both m = 2 and m = 4
settings, CartesianMoE consistently outperforms
Fine-grained Routing in terms of PPL on the Pile
validation set, which further demonstrates its supe-
riority and robustness across different expert gran-
ularities. We also find that increasing m may not
lead to better performance, as over-fine-grained
experts can encounter underfitting.

7 Conclusions

Inspired by collective matrix factorization to cap-
ture shared knowledge within data, we introduce
CartesianMOoE, a “multiplication”-manner knowl-
edge sharing method among experts in MoE mod-
els. CartesianMoE categorizes fine-grained sub-
experts into two distinct sets, and uses their Carte-
sian product to build experts that facilitate group-
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wise knowledge sharing. Equipped with shared
experts as previous works, CartesianMoE builds a
more thorough knowledge sharing system among
experts, i.e., “global shared knowledge + group-
wise shared knowledge + expert-specific knowl-
edge”. Extensive experiments well demonstrate
that CartesianMoE outperforms previous MoE
models across various settings, in terms of lan-
guage modeling perplexity and downstream task
performance. It also presents much better routing
robustness due to enhanced knowledge sharing.

8 Limitations

We only perform Cartesian product computations
between two MoE sub-layers. In fact, the Cartesian
product can be extended to more than two sub-
layers. However, (Dubey et al., 2024) has shown
that increasing the number of model sub-layers re-
quires a corresponding increase in hidden state di-
mensionality to ensure training effectiveness. And
thus we leave the exploration of extending to more
MoE sub-layers for future work.
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9 Appendix
9.1 Compared Models

The model settings we compare are as follows. For
MoE models, following (Lepikhin et al., 2021;
Yang et al., 2024), unless otherwise specified, each
layer of the MoE has 16 experts, with the top-2
experts activated.

* Dense represents a standard Transformer lan-
guage model.

* SMoE-Share denotes an MoE model similar to
(Lepikhin et al., 2021; Fedus et al., 2022), with-
out fine-grained splitting of experts. Additionally,
each MoE layer in SMoE-Share includes 1 shared
expert.

* SMoE-Top3 denotes an MoE model with top-
3 routing and no shared experts. To maintain
the total number of parameters after removing
the shared expert, SMoE-Top3 increases the in-
termediate dimensionality of each expert’s FFN,
which results in slightly more activated param-
eters compared to other models and acts as a
stronger baseline for comparison.

* Hash Layer (Roller et al., 2021) signifies a
method without router parameters, where each
token is fixedly assigned to two experts using a
random hash. The model also has a shared expert
for fair comparison with the other models.

* Fine-grained Routing denotes an MoE model
that employs a Fine-grained Routing strat-
egy (Dai et al., 2024). For both routing and
shared experts, we split the fully-sized FFNs into
2 half-sized FFNs, resulting in 32 fine-grained
experts per MoE layer. To maintain the total
number of activated parameters consistent, the
Fine-grained Routing strategy uses top-4 routing
and includes 2 fixed-activated shared experts for
each MoE layer.

* TopP Routing (Huang et al., 2024a) is a rout-
ing strategy that dynamically adjusts the number
of activated experts based on the difficulty of
tokens. It selects the top experts until their cumu-
lative confidence exceeds the pre-set confidence
threshold top P. Following (Huang et al., 2024a),
we set topP’ as 0.4. Similarly, each MoE layer
includes one shared expert to enable fair compar-
ison with other models.
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9.2 Training Configuration

CartesianMoE Fine-grained Routing
Hidden Size 2,048 2,048
Activation SwiGLU SwiGLU
Intermediate Size 2,048 2,048
Attn heads 16 16
Num layers 16 16
Layer norm type RMSNorm RMSNorm
Pos emb. RoPE RoPE
MOoE layers Every Every
Shared Experts True True
Fine-grained Experts True True
Max seq len 4096 4096
MOoE sub-layers 2 N/A
# Experts 32 32
# Activated Expert TopK=(2+2) TopK=4
# Params 7.25B 7.25B
# Activated Params 1.61B 1.61B

Table 7: Configurations of CartesianMoE and Fine-
grained Routing with 7.25B parameters.
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Figure 2: PPL changing curves during language model
training with 400B tokens for CartesianMoE and Fine-
grained Routing in MoE-Large setting.
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Figure 3: PPL changing curves during language model
training with 400B tokens for CartesianMoE and Fine-
grained Routing with 7.25B parameters.
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Figure 5: Changing curves of downstream task performance during language model training with 400B tokens for
CartesianMoE and Fine-grained Routing with 7.25B parameters.
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