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Abstract

Existing multimodal summarization ap-
proaches struggle with scenarios involving
numerous images as input, leading to a heavy
load for readers. Summarizing both the input
text and numerous images helps readers
quickly grasp the key points of multimodal
input. This paper introduces a novel task,
Numerous Images-Oriented Multimodal
Summarization (NIMMS). To benchmark this
task, we first construct the dataset based on
a public multimodal summarization dataset.
Considering that most existing metrics evaluate
summaries from a unimodal perspective,
we propose a new Multimodal information
evaluation (M-info) method, measuring the
differences between the generated summary
and the multimodal input. Finally, we compare
various summarization methods on NIMMS
and analyze associated challenges. Experimen-
tal results show that M-info correlates more
closely with human judgments than five widely
used metrics. Meanwhile, existing models
struggle with summarizing numerous images.
We hope that this research will shed light on
the development of multimodal summarization.
Furthermore, our code and dataset will be
released to the public'.

1 Introduction

Multimodal summarization is an emerging research
area driven by advancements in multimodal learn-
ing. Images serve to either spotlight the essential
content or to provide rich information. Most ex-
isting multimodal summarization studies focus on
identifying the most informative visual keyframes
and distilling the text content into pivotal points.
While tasks involving both multimodal input and
multimodal output have been extensively explored,
existing studies struggle to account for scenarios

* Corresponding author.
!Please find code and dataset at https://github.com/
xiaomin-plus/NIMMS
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Input Document: The lavish lifestyle of an 18-year-old "rich kid on
Instagram" who drives a Maserati, splurges on designer clothes, and
vacations on a superyacht — all financed by her "generous father". Clarisse
Lafleur is "ashamed to name" the amount of money she spends on designer
clothing and accessories......

=

Summary: Clarisse Lafleur studied business on the Gold Coast. Her
lifestyle has generated mixed reactions online. (This series of glamorous
and luxurious lifestyle images depicts a young woman enjoying yachts,
luxury cars, exotic vacations, and high-end fashion.) Her grandfather was
the president of New Caledonia and her father was a businessman. Clarisse
wanted to take over the family business and expand into fashion.

Figure 1: An example of NIIMS. In the summary, the
text in black denotes the original summary, while the
text in red is the additional summary of the input images
that our task aims to include. Best viewed in color.

where a multitude of images are presented as input.
Consequently, this leads to a lack of summarization
for numerous images within the text summary. For
example, as shown in Figure 1, the input contains
a document and numerous images, each capturing
a scene of remarkable diversity. It is impractical
to expect a single image to encapsulate all the vi-
sual information from such a diverse set. However,
these images can be summarized in a single sen-
tence, i.e., A young woman enjoying yachts, luxury
cars, exotic vacations, and high-end fashion. This
sentence condenses all the visual inputs and com-
plements the original document’s summary, high-
lighting the advantage of textual descriptions over
a few images when summarizing multiple images.

Moreover, in scenarios such as disaster scenes,
sports events, product appearances, hotel condi-
tions, efc., readers tend to prefer summaries that
quickly encapsulate the key information. There-
fore, we argue that providing a textual summary
for numerous images is essential for three reasons:
1) Condensing the numerous images into a concise
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Figure 2: Existing multimodal summarization tasks.

summary significantly reduces the reading load for
users. 2) While existing methods (Zhu et al., 2018;
Chen and Zhuge, 2018; Zhu et al., 2020) select
representative images as the image summary, a few
images alone cannot fully convey the content pre-
sented across multiple images. 3) Compared to
representative images, textual descriptions enable
a more rapid and efficient comprehension of the
input images.

Existing multimodal summarization studies can
be categorized based on the role of visual input into
two types: visual implicitly and visual explicitly. Vi-
sual implicitly means that images serve to highlight
the core content of the text (Li et al., 2020a, 2018;
Xiao et al., 2023), as shown in multimodal-input-
text-output tasks (Figure 2 (a)). Visual explicitly
indicates that images are either summarized as text
or directly selected to form a summary, as shown in
Figure 2 (b) and (c), respectively. The former is ex-
emplified by video summarization (Li et al., 2020b;
Sanabria et al., 2018; Liu et al., 2023c; Atri et al.,
2021), which aims to produce a textual summary
for a video; the latter is exemplified by multimodal-
input-multimodal-output summarization (Zhu et al.,
2018; Chen and Zhuge, 2018; Zhu et al., 2020),
where the visual content is represented by the most
relevant image.

Based on the above discussion, in this study, we
introduce a novel task, Numerous Images-oriented
MultiModal Summarization (NIMMS). Our explo-
ration focuses on two key questions: 1) how to
acquire the relevant data; 2) how to automatically
evaluate the quality of the summary from a holis-
tic multimodal perspective. For the first, based
on the existing multimodal dataset, we select the
samples with numerous images and reconstruct
their summaries. For the second, we propose a
new metric, Multimodal information evaluation

(M-info), which measures the distributional differ-
ences between the summary and multimodal inputs.
Specifically, M-info calculates the aggregate distri-
bution of both input and output information, and
then computes the KL divergence between these
distributions. Finally, we conduct experiments us-
ing both existing summarization methods and mul-
timodal LLM, and discuss the unique challenges
presented by NIMMS.
Our main contributions are as follows:

* We introduce the NIMMS task, a pioneering
effort to generate a text summary that encap-
sulates both the textual input and numerous
image inputs. Furthermore, we construct a
dataset to facilitate NIMMS research.

* We propose a novel evaluation metric, M-info,
which quantifies the alignment between the
generated summary and the multimodal inputs
by analyzing their distributional consistency.

* We conduct a comprehensive analysis of vari-
ous summarization methods and multimodal
large language model applied to the NIMMS
task, identifying its unique challenges and of-
fering insights for future research to enhance
the performance.

2 Related Work

Multimodal Summarization. With the rapid
progress of multimedia, various multimodal sum-
mary tasks have emerged, such as multimodal input
summarization (Li et al., 2018; Jangra et al., 2021;
Overbay et al., 2023), multimodal summarization
with multimodal output (Zhu et al., 2018; Liang
et al., 2023), video summarization (Sanabria et al.,
2018; Yu et al., 2021; Mahasseni et al., 2017; Liu
et al., 2024), topic-aware multimodal summariza-
tion (Mukherjee et al., 2022). Although multimodal
summarization receives increasing attention, cur-
rent studies struggle to account for scenarios where
a multitude of images are presented as input. Fur-
thermore, a pictorial summary, consisting of a text
summary and a representative image, cannot sum-
marize all the visual information. Hence, it is vital
to address summarization tasks involving numer-
ous images.

Summarization Evaluation. Evaluation for text
summarization can be divided into two categories,
unit overlapping and semantic embedding (Zong
et al., 2021). Unit overlapping metrics are based on
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Figure 3: Dataset construction.

n-gram calculations of semantic units overlap, such
as ROUGE (Lin, 2004), BLEU (Papineni et al.,
2002) and Meteor (Banerjee and Lavie, 2005). Se-
mantic embedding metrics recognize the semantic
limitations of n-grams and employ continuous text
features to measure accuracy, such as MoverScore
(Zhao et al., 2019) and BERTscore (Zhang* et al.,
2020). Most multimodal summarization studies
consider employing text summarization metrics
above to evaluate only the quality of text sum-
maries, ignoring the quality of summaries from
the other modalities. Additional studies incorpo-
rate visual modalities into multimodal summary
evaluation. For instance, Zhu et al. (2018) propose
image precision (IP) to measure the accuracy of
image selection. Vijayan et al. (2024) introduce
perplexity to measure the impact of input visual
information. Takahashi et al. (2024) introduce an
abstractness score to evaluate the performance of
video summarization models. Wan and Bansal
(2022) combines both CLIPScore (Hessel et al.,
2021) and BERTScore (Zhang* et al., 2020) for
scoring. Although these studies consider the role
of visual modality in summarization, they can only
evaluate the quality of summaries when the input
or output is unimodal.

Inspired by the above studies, our objectives are
two-fold: 1) to define a task that summarizes both
textual and visual content; 2) to create a modality-
unstricted evaluation framework for multimodal
summarization.
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Figure 4: The distribution across different scenarios.

3 Dataset Construction

3.1 Overview

Figure 3 depicts the details of dataset construction.
We construct NIMMS dataset by extending existing
multimodal summarization dataset. Specifically,
we select suitable samples (§3.2) from the public
dataset and reconstruct their summaries (§3.3). The
overall workflow of summary reconstruction in-
cludes three steps: 1) obtaining the visual summary
in visual form, 2) converting the visual summary
into text form, and 3) complementing the original
document summary? with the visual summary.

3.2 Sample Selected

We employ the MSMO dataset (Zhu et al., 2018) as
our data source and select samples based on two cri-
teria. First, summarizing visual input is necessary if
there is a magnitude of image input, thus we select
samples with more than N (/N = 8) images. Sec-
ond, referring to the news categories on the CNN
website 3, we divide the news category of NIMMS
into 11 scenarios: war, health, crime, sports, cele-
bration, event, entertainment,technology, politics,

%In this paper, “document” refers to the input text, “docu-
ment summary” refers to the summary of the input text.
3https://edition.cnn.com/
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Tasks  Datasets Input Output
Visual Textual Asyn NI =~ V-Words | V-Implicit V-Explicit
TVSum (Song et al., 2015) v X X - - v v
video SumMe (Gygli et al., 2014) 4 X X - - v

VSUMM (de Avila et al., 2011) v X X - - v X
textual X-Sum (Narayan et al., 2018) X v X - - X X
Pubmed (Sen et al., 2008) X v X - - X X
AVIATE (Atri et al., 2021) v v X - - X v
VMSMO (Li et al., 2020b) v v X - - X v
MM-AVS (Fu et al., 2021) 4 v X - - X v
multi- mRedditSum (Overbay et al., 2023) v v v 1.00 3.10 X v
modal MMSS (Li et al., 2018) 4 v v 1.00 2.80 v X
input EC-product (Li et al., 2020a) v v v 1.00 2.56 v X
M3LS (Verma et al., 2023) v v v 1.93 - v X
MCLS (Xiaorui, 2023) 4 v 4 3.15 - v X
MSMO (Zhu et al., 2018) v v 4 6.57 14.48 X v
E-DailyMail (Chen and Zhuge, 2018) v v v 542 - X v
NIMMS (ours) v v v 1552  46.40 X v

Table 1: Comparison of different summarzation tasks and datasets. NI and V-words represents the number of images,
the number of scenario words contained in input images, respectively.

train valid test
#Documents 78,214 3,060 2,492
#Avglmages 1552 1345 14.12
#AvgTokens(Doc) 722.08 76698 732.85
#AvgTokens(DocSum) | 72.02  73.14  77.03
#AvgTokens(AllSum) | 106.54 109.68 112.37

Table 2: Corpus statistics. #Avglmages is the average
number of images in each sample. #AvgTokens(Doc),
#AvgTokens(DocSum) and #AvgTokens(AllSum) de-
note the average number of tokens in the document,
document, and overall summary respectively.

business, disaster. We randomly select 500 sam-
ples from these scenarios for manual annotation,
with each sample assigned to two annotators. Sam-
ples are retained if both annotators agree that the
input images contain information not present in the
input text. It results in 88.9% samples retention and
a kappa coefficient of 0.75 for the annotation. Fi-
nally, GPT-4 is exploited to automatically classify
the scenario for each sample with details provided
in the Appendix A.

3.3 Summary Reconstruction

A good reconstructed summary could both summa-
rize the visual input and complement the original
document summary. Given that current large mod-
els have demonstrated strong performance in image
captioning and text summarization tasks, we can
leverage a pipeline technology to summarize multi-
ple images, as illustrated in Figure 3.

Hyp Annotator4  Annotatorp  Overall
summ-d 3.21/3.34 3.32/3.24  3.27/3.29
summ-d+v* | 3.63/3.74 3.72/3.69  3.68/3.71
summ-r 4.07/3.98 4.15/3.87  4.11/3.93

Table 3: User satisfaction test results. 1 stands for the
worst, and 5 stands for the best for all three metrics,
two blocks represent the summary cover all input con-
tent/quality of the summary. “summ-d",“summ-d+v*"
and “summ-r" represent document, pictorial and overall
summary, respectively.

Stepl: Visual Summary Obtaining. To remove
outliers and redundant information from the visual
input, the images are clustered into k groups, where
k= %n, n is the number of input images. Specif-
ically, we first adopt a pre-trained model CLIP
(Radford et al., 2021) to obtain the feature repre-
sentation f; of each image v;. Then, we perform
clustering on the image representation f; exploit-
ing KMeans. Finally, the images that are closest to
their respective cluster centers are selected as the
visual summary results (v1, va, ..., V).

By obtaining the visual summary in visual form,
those redundant and outlier images are eliminated.

Step2: Visual Summary Converting. We ex-
ploit the LLava (Liu et al., 2023a) and GPT-3.5 4
to obtain the visual summary in textual form. First,
LLava generates the caption for each image v; in
the visual summary.

g; = LLava(v;) €))

*We use the version of gpt-3.5-turbo-1106.
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Second, GPT-3.5 condenses all image captions to
a visual summary in textual form. Each image
caption consists of two parts: a generated caption
g; and a self-provided caption c;. Compared to the
generated captions, the self-provided captions are
more closely related to the input document but are
less accurate in reflecting the image content. Thus,
the visual summary in textual form s is:

k
sq = GPT( U 95,¢5)) (2)

where Equation 2 is executed () times to obtain
multiple summary candidates {s{, ..., sy, .. SQ}
By combining the generated captions with the self-
provided ones, we ensure that the visual summary
accurately represents the visual input while main-
taining a close connection with the document. We
provide details for Step2 in the appendix E.

Step3: Summary Complementing. The visual
summary s, complements the unit of the document
summary s?. We divide the document summary
into P units and each unit sp is a sentence. To
organically integrate the document and visual sum-
maries, we consider: 1) the redundancy between
the visual and document summaries Red (s, Sg)s
where Red(-) is ROUGE-1 score (Lin, 2004), and
2) the relevance of document summary units to
the visual summary Rel(s? Sp, Sq), where Rel(-) is

BERTScore (Zhang* et al., 2020). The formula is:

Red( sp,s +Rel(sz7sg) 3)

"U \

P
sp7 E

where [ is set to 10. This ensures that the visual
summary s, is prioritized first, followed by the

correspondlng document summary unit s;. Subse-
quently, the complementing form is:
p*,q" = argmax f(sp, s;) )
p,q
Through p*,¢*, visual summary sY. can be

q
used to complement document summary unit

sg*. Finally, the overall summary s" is
(s,59, ..., 80, 50,, 8% 1...). In order to provide

a higher quality test set, we invite three annotators
to manually remove samples that have the follow-
ing errors: (1) the image summary is inaccurate or
weakly related to the text content; (2) the image
summary that is in incorrect position. This process
filters out 9.71% of the samples.

3.4 User Satisfaction Test

We conduct an experiment to investigate whether
the overall summary can improve user satisfaction.
150 samples are randomly selected from the train-
ing and test set (1:1). We invite two annotators to
score: (1) whether the summary covers all the input
content; (2) the comprehensive quality of the sum-
mary includes informativeness, fluency and non-
redundancy. All annotators provide a score from
1 to 5. Table 3 shows the results of the user satis-
faction test. Ratings of the overall summaries are
11.7%/5.9% higher than pictorial summaries and
25.7%/19.5% higher than document summaries. It
shows that users prefer this way of summarizing,
thus confirming our motivation for NIMMS.

3.5 Comparison with Existing Datasets

Figure 4 and Table 2 present a comprehensive anal-
ysis of the NIMMS datasets statistics. And we give
two examples of NIMMS in the appendix C. In
addition, as shown in Table 1, the key distinguish-
ing features of NIMMS are summarized as follows:
(1) Each sample contains a large number of image
inputs, and they cannot be adequately summarized
by a single image. (2) To quantify the richness of
the image content, a multimodal model (GPT-4) is
adopted to generate scenario words for all input im-
ages. The total number of scenario words reflects
the richness of the image. NIMMS has more sce-
nario words for images compared to other datasets.
(3) The output includes explicit summaries of the
visual input, and both visual and document sum-
maries are unified into the text modality.

4 Task and Experiment Setup
4.1 Task Definition

Given a document d with n images depicting vari-
ous scenes as input [, i.e., I = {d, (v1,v2,...,v5)},
NIMMS task is to generate an overall summary s”
that includes both the document summary s? and
visual summary s as output O.

4.2 Comparative Methods

We select text-only model, small model (SM) that
can be modified for multi-image input, and multi-
modal large language model (MLLM) that accepts
multi-image input for comparative experiments:

PGN (See et al., 2017): It generates the current
summary word by copying words from the source
text or producing new words from the generator.

MALtt (Li et al., 2018): It adopts modality attention
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and image filtering for multimodal summarization.
MSMO (Zhu et al., 2018): It proposes multimodal
input and multimodal output method.
BertAbs (Liu and Lapata, 2019): It exploits a text
encoder BERT, an image encoder VGG and a trans-
former decoder.
LLava (Liu et al., 2023b): an MLLM based on
LLama (Touvron et al., 2023).
idefics2 (Laurencon et al., 2024): an MLLM that
accepts any text and image sequence as input.
InternLLM2 (Cai et al., 2024): an MLLM based on
InternLM.

Notably, the small models are specifically
trained for our task, while the large models are
used off-the-shelf without any additional training.

4.3 M-info: Evaluation

We employ five widely used automatic metrics to
evaluate the above methods, including ROUGE-1,
ROUGE-2, ROUGE-L (Lin, 2004), BLEU (Pap-
ineni et al., 2002), and BERTScore (Zhang* et al.,
2020). More details are given in the appendix B.
Considering these metrics only evaluate the sum-
mary quality from a unimodal perspective, we ex-
pect an evaluation method for with the following
two capabilities: 1) measuring the impact of visual
input vy, va, ..., Un; 2) applying to both textual and
multimodal outputs. Specifically, the metric should
evaluate the textual summary O = (s¢, s*) and the
multimodal summary O = (s%,v},), where vy, is
the representative image.

Inspired by Peyrard (2019) that summarization
aims to minimize differences between input and
output distribution, we focus on two questions:

How to obtain the multimodal distribution ?
A unified distribution format is necessary for rep-
resenting the input I and output O. Colombo
et al. (2021) suggest using the pre-trained language
model and word masking to obtain the aggregate
distribution, which can then be compared for tex-
tual similarity. Inspired by this study, we use a pre-
trained multimodal model Vilt (Kim et al., 2021)
to obtain the multimodal distribution of input [ or
output O as shown in Figure 5. A sequence of text
tokens and image units x with a mask at position
j is denoted as [z]/, the pre-trained multimodal
model predicts a distribution po (- | [z]*) over the
vocabulary €2 given the masked context. For exam-
ple, for a masked sequence [r]' =[mask] near sea
v1,1, V1,2, V1,3, the model might assign high proba-
bilities to the token “woman”, because the unit v 1

is an image region showing a woman. Therefore,
the above process is formulated as:

M M+N
D= pal 1B+ Y Gal ) 6
k=1 k=M-+1

where M, N indicates the length of text tokens and
the number of image units, respectively. It is worth
noting that mapping the distribution of image units
to the vocabulary remains a gap between modali-
ties. This gap results in the distributions of image
units being very similar and lacking good distin-
guishability. To obtain a higher quality distribution
for image units, we subtract an average distribution
score pgyg for each image unit distribution. Here,
Davg 18 the average of the distribution for all image
units in the dataset D. As shown in the right of
Figure 5, the image unit distribution g, (- | [2]*) is
computed as:

M+N

ZZ ©
- )+

Pavg = T

Pal- | [2]") = Pavg @

Finally, po(-|O) and pqo(+|I) can be derived from
formula 5.

How to measure the distribution differences?
Considering redundancy and relevance, the quality
of a summary can be formalized by calculating
the KL divergence between the input and output
texts (Peyrard, 2019). Similarly, for multimodal
summarization, the target is to minimize the KL

divergence between the input and output KL(O||1).
Therefore, the multimodal summarization evalu-
ation metric M-info is computed as:

M-info(I,0) = KL(pa(-|O)||pa (1)) ®)

S Experiment

5.1 Automatic Evaluation Results

Table 4 presents the automatic evaluation results
of different models. In general, overall summaries
tend to perform better than document summaries,
which aligns with the objective of the NIMMS
task to summarize both document and visual in-
put. BertAbs performs the best on NIMMS.
Specifically, MSMO performs worse compared
to BertAbs. This is because MSMO adopts visual
coverage to select matching image during summa-
rization, which suppresses visual summary gener-
ation. PGN is a pure text summarization model
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Figure 5: To obtain the distribution in M-info evaluation. “MM” is a pre-trained multimodal model.

Method  ROUGE-1T ROUGE21 ROUGE-LT BLEUT BERTScore M-info
Text  PGN 29.60/30.25 10.26/10.31 27.91/28.11 35.67/36.09 83.89/83.98 - /1.86
Matt 31.60/37.25 11.86/12.31 28.91/32.61 37.67/42.80 84.44/84.63 - /1.40
SM MSMO 34.06/39.28  13.50/13.59  31.19/34.34 39.01/44.65 85.17/85.19  2.32/1.44
BertAbs  35.62/40.57 14.25/14.21 32.77/35.59 40.27/4541 85.66/85.59 - /1.29
LLava 28.76/26.70  10.11/8.49 23.53/21.39 15.27/22.42 81.09/81.54 2.11/1.40
My idefics2 34.12/34.40 11.13/10.83  27.73/27.24 39.00/31.08  84.69/84.92  3.41/3.28
InternLM2  26.05/26.54  6.25/5.89  21.08/20.50 36.34/29.94  81.25/81.26  1.98/1.32

Table 4: Automatic metric results for different summaries. For ROUGE, BLEU, and BERTScore, two blocks
represent the document summary/overall summary. For M-info, two blocks represent the pictorial/overall summary.
The 1 indicates that a higher value of the indicator is better, while | indicates the opposite.

Hyp Informativeness Fluency Non-Redundancy
summ-d 3.58 3.60 3.50
summ-v 3.20 3.75 3.77
summ-r 3.46 3.52 3.63

Table 5: Human evaluations on test dataset. 1 stands
for the worst, and 5 stands for the best for three met-
rics. summ-d,summ-v and summ-r represents document
summary, visual and overall summary, respectively.

and cannot handle the visual summary. LLava,
idfics2, and InternLM2 underperform compared
to BertAbs due to a lack of pre-training tasks re-
lated to summarizing multiple images. Among
MLLMs, idefics2 excels in text metrics but scores
the lowest on the M-info metric, as it tends to ig-
nore images in the NIMMS task, focusing solely
on text. This is further supported by idefics2’s
weaker performance on overall summaries com-
pared to document summaries. Regarding the M-
info metrics, all methods perform worse on picto-
rial summaries than on overall summaries. Because
M-info emphasizes comprehensive visual informa-
tion, which a single image cannot fully capture
and may even introduce distractions. Addition-
ally, compared to MSMO, LLava, and Intern.LM2
generate more redundant summaries, resulting in
lower text metric scores, though their superior im-
age modeling boosts M-info values.

5.2 Human Evaluation

We randomly select 100 samples from the genera-
tion of test set and invite two postgraduates to score

document, visual and overall summaries from 1 to
5. 1 stands for the worst, and 5 stands for the best.
The evaluation metrics include informativeness, flu-
ency, and non-redundancy. (1) Informativeness:
Does the system summary contain comprehensive
reference content? (2) Fluency: Is the system sum-
mary grammatically correct and readable? (3) Non-
Redundancy: Does the system summary not have
redundant or incorrect information relative to the
input? Table 5 shows the human evaluation results.
Visual summary has the lowest informativeness,
indicating that models are weak in summarizing
multiple images. Besides, the overall summary is
less fluent than the other two, suggesting difficulty
in combining document and visual summaries. Fi-
nally, all three summaries achieve comparable re-
dundancy scores, showing visual summaries can
effectively complement document ones.

In conclusion, NIMMS faces two main chal-
lenges: 1) Summarizing the salience of numer-
ous images. Existing multimodal models are pre-
trained with single-image and textual tasks while
our task requires summarizing a sequence of im-
ages. 2) Integrating the visual and document sum-
maries. The model must identify how visual sum-
mary can complement document summary to create
a more fluent and reader-friendly overall summary.

5.3 Correlation Test

To demonstrate the effectiveness of M-info, we con-
duct an experiment on correlations between these
metrics and human judgment scores. Human anno-
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Figure 6: Visualize of M-info metric.

Hyp Metrics vy p T
ROUGE-1 4458 4665 .3589
ROUGE-2 .1332 .2079 .1717
summ-d ROUGE-L 4280 .4453 .3434
BLEU 6013 .6818 .5191
BertScore  .2061  .1952  .1557
summ-d+v* MMAE 3446 3344 3165
M-info 3988 4931  .3740
ROUGE-1 3361 .2225 .2001
ROUGE-2 .1084 .1000 .1059
summ-r ROUGE-L 2485 .1206 .1239
BLEU 2095 1853  .1647
BertScore  .0759 -.0178 -.0082
CLIPBert .3674 4860 .3531
M-info 6236 .6334 4708

Table 6: Correlation with human evaluation, measured
with Pearson «y, Spearman p, and Kendall 7 coefficients.
“summ-d”,“summ-d+v*” and “summ-r” represents doc-
ument, pictorial and overall summary, respectively.

tators score document, pictorial and overall sum-
maries from 1 to 5, where 1 is the worst and 5 is the
best, based on how well they capture the essence
of multimodal input. We randomly select 100 sam-
ples from the outputs of each model on the test set,
with each sample being scored by two annotators.
We take the average score as the final score. The
correlation is assessed using three metrics: 1) pear-
son correlation coefficient (v), 2) spearman rank
coefficient (p), and 3) kendall rank coefficient (7).
The correlation results are presented in Table 6.

We assess the human correlation of from three
perspectives: document, pictorial, and overall sum-
maries. In pictorial and the overall summaries, M-
info correlates best with human assessments across
all three correlation coefficients. This confirms that
when numerous images are provided, humans tend
to focus more on the visual content. For picto-
rial summaries, although MMAE evaluation shows
good human correlation, human evaluators find a
single image is insufficient to capture the essence
of all images. Conversely, M-info integrates the
salience of all visual content, achieving higher rele-
vance. For overall summaries, M-info outperforms
other metrics. Because when a summary effectively

Hyp Summ M-info
#1 summ-r 1.41
#2  summ-d 1.70

#3 summ-d + sent 1.55
#4  summ-d + v* 2.13

Table 7: The ablation studies for different summary
measured by M-info.

captures the key content of the input images, hu-
mans tend to give higher scores. However, other
textual metrics focus on textual overlap, failing to
reflect the visual accuracy. CLIPBert indepen-
dently evaluates different modalities which hurts
the evaluation of the overall summary.

5.4 Analysis

Effectiveness of Overall Summary. Table 7
compares various grounded summaries using M-
info on the test set: 1) document summary; 2) doc-
ument summary with a random sentence from the
document; 3) pictorial summary. The analysis leads
to the following conclusions: 1) summary #1 out-
performs #2, showing that the overall summaries
provide more comprehensive information than the
document summary alone; 2) Comparison between
Summaries #1 and #3 indicates that the overall
summaries include additional information beyond
what the document provides; 3) Comparison be-
tween Summaries #2 and #4 suggests that a single
image is insufficient to convey all the information
from multiple images and may negatively impact
the summary, resulting in a lower M-info score
than the document summary.

Visualize of M-info. Since M-info measures the
information distribution difference by aligning mul-
timodal to text-modal, we expect analyzing the dis-
tribution P, (+|[z]*) of all image units 2*. Figure
6 visualizes P, (-|[z]¥) for different visual inputs,
displaying the top 10 words for each. The orange
represents the distribution of a single image, while
the blue represents the distribution of multiple im-
ages. These top 10 words accurately describe the
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visual content. Moreover, we manually sort these
words, with those on the right being more related to
“sea” and those on the left related to “luxury”. The
distributions differ significantly: multiple images
input aligns more with “luxury,” while the single
image aligns more with “sea”. This phenomenon il-
lustrates the interpretability of M-info and explains
why a single image cannot capture the full content
of multiple images.

6 Conclusion

In this paper, we introduce the NIMMS task, aim-
ing at generating summaries by integrating both tex-
tual and numerous image inputs. Besides, we pro-
pose M-info, a new evaluation method proven effec-
tive for NIMMS. Through comprehensive analysis
and comparison of various summarization meth-
ods applied to NIMMS, we identify significant
challenges, particularly the limitations of current
multimodal models in deeply understanding long-
sequence asynchronous images and generating co-
hesive summaries that unify both textual and visual
information. We hope NIMMS will serve as a
valuable benchmark to enhance multimodal large
language models.

Limitations

Since many existing multimodal summarization
datasets do not meet our needs, we only select
MSMO (Zhu et al., 2018) as the data source. There-
fore, NIMMS is currently focused only on the news
domain. In the future, we need to expand to the
commerce or accommodation domains.
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A Sample Scenario Selecting

We exmploit GPT-3.5 to obtain the scenario of the
example. Only the example fitting the following
scenario are selected: war, health, crime, sports,
celebration, event, entertainment,technology, poli-
tics, business and disaster. As illustrated in Figure
7, GPT-3.5 API helps us identify the scenario for
each sample.

B Evaluation details

We also provide evaluation scripts for reproduction.
For ROUGE score, we use file2rouge’ with default
settings. For BERTScore®, we use the official API.
It exploits the pre-trained contextual embeddings
from BERT to calculate the similarity between the
hypothesis sentences and the reference sentences.

C Samples of NIMMS

We give two samples of NIMMS as shown in Fig-
ure 8 and 9. In the summary, the text in black

Shttps://github.com/pltrdy/files2rouge
®https://pypi.org/project/bert-score/0.2.1
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Model GPT-3.5

splurges on designer clothes and holidays on a super yacht - all funded by her " generous father '
Clarisse Lafleur is * ashamed to tell ' the amount she spends on designer clothes and accessories .
The 18-year-old flies first class or by private jet , holidays aboard a charter super yacht and credits
her favourite designers as Christian Louboutin , Karl Lagerfeld and Valentino Garavani .

But while her lifestyle is funded by her * very generous father ', Miss Lafleur told Daily Mail
Australia she " can not wait ' to start work so she can make her own money .

Scroll down for video

The New Caledonian teenager , who is currently studying business on the Gold Coast , is one of the
faces regularly featured on the Rich Kids of Instagram page .

The page is an insight in to a lifestyle most people can only dream of : private jets , wads of cash and
flashy sports cars .

"I completely understand that people would generalise and perceive our lifestyle very negatively
when they come across content such as teenagers filling hot tubs with $ 600 Champagne , ' Miss
Lafleur said .

REVEALED : Luxury lifestyle of 18-year-old " Rich Kid of Instagram ' who drives a Maserati , .

Please choose a suitable topic for the above text. The candidate topics are: (a) war (b) health (c)
crime (d) sports (e) celebration (f) event (g) entertainment (h) technology (i) politics (j) business (k)
disaster

The suitable topic for the text provided would be (g) entertainment. It focuses on the luxurious
lifestyle and activities of a young person, which is often associated with entertainment and
lifestyle reporting.

Figure 7: GPT-3.5 identify the scenario for each sample.

denotes the original summary, while the textinred ~F NIMMS Dataset Distribution
denotes the additional summary of the input images

that our task aims to include. The details of NIMMS dataset distribution is shown

in Figure 11.
D Efficiency of M-info

M-info calculates each masked word or image
patch independently, allowing for parallel compu-
tation. The parallel size P depends on the GPU
resources. On one 3090 Ti, we set the parallel pa-
rameter P=50, which means M-info computes the
distribution of 50 masked tokens simultaneously.
Correspondingly, we provide the M-info time cost
on 200 samples in the table below:

run time 5.42s

number of input words 712.08
number of input input image patches  350.93
number of summary words 103.45

Table 8: The efficiency of M-info.

E Visual Summary Converting

The details of visual summary converting (in step2)
is shown in Figure 10.
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Input Images:

Document: Manchester City 's rivals may find ruling Europe easier than catching Pep Guardiola 's side in the Premier League. So , worst case scenario ,
Manchester City ca n't be caught . The lead , five points as it stands now after just 10 games , continues to grow . Over 38 matches , they exert their
superiority . Try as they might , Manchester United and Tottenham fall away . What then ?

Well , it may not be as bad as you think . Watching Tottenham run amok against Real Madrid at Wembley , seeing Manchester United cruise through
qualifying , all is not lost .

Even if City do take the Premier League , that does not mean they can not be beaten in Europe . These are set-piece events in a cup competition . The best
team does n't always win .

Overall Summary: Cup competitions have historically served Jose Mourinho 's pragmatism well. Manchester United and Tottenham 's paths in Champions
League could open up. Spurs may not have to overcome feelings of inferiority in random format. (A series of diverse sports images capture moments of

celebration, disappointment, and anticipation among cup competition players. The referees and coaches on the sidelines are highly engaged, and there is a
large audience present.) With City dominating domestically , knockout format in cup could suit rivals

Figure 8: The first example of NIMMS.

Input Images:

.i angela agathangelou . Anson Cameron
- newscomaurQ My heart breaks for my fami's beautiul beach home in Wye ; .
ey ] Afriend's house burnt down in Wye River. A very Oz Xmas

Timna Jacks

Steve Bracks planned to spend Boxing Day at his holiday house in Wye River. ‘“"“{v Liz Conor
b

news for Wye river? My house Is next to the pub. Cheers Still don't know e survived, my memories of Wye
newmatilda.co: 26/req

Document: Counting the losses of the Black Christmas bushfires : At least 116 homes destroyed , more than 2000 hectares burned and almost $ 40m in
damage after Victoria infernos ... as shocking photos show the carnage. Images of the destruction wreaked upon the popular holiday towns caught in massive
bushfires on Christmas day have emerged . Photographs of collapsed , ruined homes , blackened earth and scorched trees were the norm for Wye River and
Separation Creek , on Victoria 's surf coast , where the fire ripped through houses and forest alike , burning right to the seaside in places on what has been
dubbed Black Christmas . Victoria 's Country Fire Authority said late on Saturday increased the number of homes confirmed to have been destroyed to 116 .
The massive fire burned more than 2,000 hectares around the coastal towns of Wye River and Separation Creek on Victoria 's surf coast . While the threat
from the fire had eased , it was still ....

Overall Summary: 116 homes confirmed destroyed by the blaze near the Great Ocean Road. Almost 2,200 hectares of land burned in the fire , expected to
continued. Insurance industry estimated so far , damages to cost almost $ 40million. No-one reported injured so far but the danger is not over yet , warnings
say. People have been trying to discover the fate of their properties in the area. (The images depict the devastation caused by a large fire, including destruction
of buildings and landscapes, efforts of emergency crews and firefighters to battle the blaze, and individuals seeking help and information on social media
about their properties and homes.)

Figure 9: The second example of NIMMS.
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Model LLava (Image Caption)

Please give a detailed description of the image.

Model LLava (Image Caption)

Please give a detailed description of the image.

N
ke 5 paddle. She is positioned in front of a large

Image Self-provided Caption:
__ Life of luxury: Clarisse Lafleur, 18, appeared on the Rich
Kids of Instagram page due to her luxurious lifestyle

The image shows a woman in a red bikini

It shows a woman leaning against the front of a
standing on a paddleboard in the water, holding

luxury car, specifically a Maserati. The car is
parked on a driveway, and its sleek, metallic
luxury yacht, which dominates the background. exterior reflects the surrounding environment.
Image Self-provided Caption:

The 18-year-old from New Caledonia said she spends
more on clothes and accessories than most people spend
in a year

Model GPT-3.5

Below are the caption description of the pictures, please help me summarize the all pictures in one
sentence. The image captions are:
Image 1:

Generated caption: The image sh a woman in a red bikini standing on a paddleboard in the water,
holding a paddle. She is positioned in front of a large luxury yacht, which dominates the background.
Self-provided caption: Life of luxury: Clarisse Lafleur, 18, appeared on the Rich Kids of Instagram page
due to her luxurious lifestyle.

Image 2:
Generated caption: It shows a woman leaning against the front of a luxury car, specifically a Maserati.

The car is parked on a driveway, and its sleek, metallic exterior reflects the surrounding environment.
Self-provided caption: The 18-year-old from New Caledonia said she spends more on clothes and
accessories than most people spend in a year.

The images depict an 18-year-old woman enjoying a luxurious lifestyle, showcasing her on a
paddleboard in front of a large yacht and leaning against a Maserati.

Figure 10: Step2: Visual summary converting.
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Figure 11: Statistics of the NIMMS dataset distribution. The y-axis denotes the number of samples, and the x-axis

denotes the corresponding attributes. (a-c) show: (a) the number of images per sample, (b) the

number of words

in the document summary, (c) the number of words in the visual summary, (d) the number of words in the visual
summary that are not in the document or document summary, and (e) the distribution across different scenarios.
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