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Abstract

Existing research on news summarization
primarily focuses on single-language single-
document (SLSD), single-language multi-
document (SLMD) or cross-language single-
document (CLSD). However, in real-world sce-
narios, news about an international event often
involves multiple documents in different lan-
guages, i.e., mixed-language multi-document
(MLMD). Therefore, summarizing MLMD
news is of great significance. However, the lack
of datasets for MLMD news summarization has
constrained the development of research in this
area. To fill this gap, we construct a mixed-
language multi-document news summarization
dataset (MLMD-news), which contains four dif-
ferent languages and 10,992 source document
cluster and target summary pairs. Addition-
ally, we propose a graph-based extract-generate
model and benchmark various methods on the
MLMD-news dataset and publicly release our
dataset and code1, aiming to advance research
in summarization within MLMD scenarios.

1 Introduction

The news summarization task aims to simplify
and condense a large volume of news content
through automated methods, extracting key infor-
mation and main viewpoints so that readers can
quickly grasp the core content of the news. Ex-
isting research on news summarization primar-
ily focuses on single-language single-document
(SLSD)(Svore et al., 2007; Litvak and Last, 2008;
Liu and Lapata, 2019), single-language multi-
document (SLMD)(Haghighi and Vanderwende,
2009; Yasunaga et al., 2017; Wang et al., 2009)
and cross-language single-document (CLSD) (Wan
et al., 2010; Wan, 2011; Wan et al., 2019). How-
ever, in reality, many news articles, especially in-
ternational news, appear in the form of mixed-

*Corresponding author.
1https://github.com/Southnf9/MLMD-news

Figure 1: The diagram of SLSD, SLMD, CLSD and
MLMD. Each rounded rectangle represents a source
document, while the pointed rectangle represents the
target summary. "En", "De", "Fr" and "Es" indicate that
the text is in English, German, French, and Spanish,
respectively.

language multi-document (MLMD). Figure 1 il-
lustrates the four tasks: SLSD, SLMD, CLSD, and
MLMD.

It is noteworthy that, with the advancement
of multi-language models such as mBART (Tang
et al., 2020) and GPT (Floridi and Chiriatti, 2020;
Achiam et al., 2023), a task referred to as multi-
language multi-document news summarization has
recently emerged (Giannakopoulos, 2013; Zopf,
2018; Mascarell et al., 2023). In the task, although
the languages of different source document clusters
vary, each individual source document cluster con-
sists of multiple documents in the same language.
Therefore, in each instance of summary genera-
tion for this type of task, it essentially falls under
the category SLMD. In contrast, in MLMD, each
individual source document cluster is composed
of multiple documents in different languages.
From this perspective, MLMD is more challenging
than multi-language multi-document. The latter
requires the model to have the capability to under-
stand multiple documents in the current language
during a single summary generation. In contrast,
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MLMD requires the model to simultaneously pos-
sess the ability to understand multiple languages
and multiple documents within a single summary
generation.

However, the lack of MLMD news datasets has
hindered progress in this field. Therefore, we first
construct a MLMD-news dataset. This dataset in-
cludes documents in four languages: English, Ger-
man, French, and Spanish, with a total of 10,992
source document clusters and corresponding tar-
get summaries. Each source document cluster is
composed of multiple documents in different lan-
guages, and the corresponding target summary is in
English. Additionally, we propose a graph-based
extract-generate model for the MLMD task. This
model first uses an extractor based on graph neural
networks to extract key sentences from a source
document cluster, and then employs a generator
based on pre-trained models to generate the target
summary based on these key sentences. Finally, we
benchmark various methods on the MLMD-news
dataset and publicly release our dataset and code to
advance research in summarization within MLMD
scenarios. The contributions of this paper are sum-
marized as follows:

• We construct the first mixed-language multi-
document (MLMD) dataset, where each
source document cluster contains multiple
news documents in different languages.

• We propose a graph-based extract-generate
model as a benchmark for MLMD.

• We perform benchmark experiments on the
MLMD using various methods and have pub-
licly released the dataset and code to advance
research in this field.

2 Related Work

The related work in news summarization research
primarily focuses on three areas, as detailed below:

Single-Language Single-Document Summa-
rization (SLSD): As shown in Figure 1.(a), the
SLSD news summarization task takes a source doc-
ument as input and outputs a target summary in
the same language. Existing methods are mainly
divided into two categories: extractive and abstrac-
tive. Extractive summarization constructs the tar-
get summary by directly selecting key sentences or
paragraphs from the source document, such as Tex-
tRank (Mihalcea and Tarau, 2004) and DeepSumm
(Joshi et al., 2023). Abstractive summarization, on

the other hand, involves first understanding the con-
tent of the source document and then generating
new summary sentences for the target summary,
such as BERTSUM (Liu and Lapata, 2019) and
COGITOERGOSUMM (Frisoni et al., 2023).

Cross-Language Single-Document Summa-
rization (CLSD): As shown in Figure 1.(b), the
CLSD news summarization task takes a source
document as input and produces a target sum-
mary in a different language. Existing research
is primarily divided into pipeline-based and end-
to-end. Traditional CLSD methods typically use a
pipeline-based methods (Boudin et al., 2011; Lin-
hares Pontes et al., 2018), where the source docu-
ment is first translated and then summarized, or the
summary is generated first and then translated into
the target language. In recent years, researchers
have increasingly focused on end-to-end CLSD
methods (Le, 2024; Cai and Yuan, 2024), which
can directly generate summaries in the target lan-
guage, significantly reducing the risk of error prop-
agation.

Single-Language Multi-Document Summa-
rization (SLMD): As shown in Figure 1.(c), the
SLMD news summarization task takes a source
document cluster as input, which contains multi-
ple documents, and the output is a target summary
in the same language. Existing methods can be
categorized into extractive, abstractive, and hybrid.
In the early days, due to the small sample size of
SLMD datasets like DUC 2004 (Over and Yen,
2004), research on multi-document summarization
primarily relied on extractive methods (Mei and
Chen, 2012; Wan et al., 2015). In recent years, the
emergence of large-scale SLMD datasets, such as
Multi-News(Fabbri et al., 2019), has accelerated
the development of abstractive (Jin and Wan, 2020;
Liu et al., 2021) and hybrid SLMD news summa-
rization (Celikyilmaz and Hakkani-Tur, 2010; Song
et al., 2022; Ghadimi and Beigy, 2022).

Recently, with the development of multi-
language models such as mBART (Tang et al.,
2020) and GPT (Floridi and Chiriatti, 2020;
Achiam et al., 2023), a task known as multi-
language multi-document news summarization (Gi-
annakopoulos, 2013; Zopf, 2018; Mascarell et al.,
2023) has emerged within the SLMD paradigm.
This task involves inputs and outputs similar to
those in SLMD, where a source document cluster
is input and a target summary in the same language
is produced. The difference lies in that the lan-
guages of different source document clusters can
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Figure 2: The diagram illustrates the construction pro-
cess of the MLMD-news dataset. First, a round-trip
translation (RTT) strategy is employed to translate each
news document in the source document clusters of the
Multi-News dataset into multiple languages and then
back into the original language. This process allows
the calculation of the ROUGE-1 score matrix for the
document cluster. Based on this score matrix, a greedy
selection strategy is used to assign a corresponding lan-
guage to each news document. The original content of
the news document is then replaced with the translated
content in the assigned language, resulting in a source
document cluster with mixed languages.

vary, thereby further requiring the model to have
multilingual understanding capabilities.

3 The MLMD-news dataset

The overall process of constructing the MLMD-
news dataset is illustrated in Figure 2. The MLMD-
news dataset is built upon the Multi-News dataset,
which is a well-known and widely used English
multi-document summarization dataset. The con-
struction process employs a round-trip translation
strategy and a greedy selection strategy, to approx-
imate real-world cases. Similar methods, like the
NCLS dataset (Zhu et al., 2019) in cross-language
summarization, have been widely accepted and
used. The main goal of the round-trip translation
strategy is to calculate a ROUGE-1 score matrix
that reflects translation quality, while the greedy
selection strategy is used to assign the most suit-
able language to each news document in the source
document cluster and make the necessary replace-
ments.

3.1 Round-trip Translation Strategy

The round-trip translation strategy first uses ma-
chine translation services2 to translate text from
the original language into another language (for-
ward translation) and then uses machine translation
services again to translate the text back from the
other language into the original language (back
translation). This strategy has been utilized by Zhu
et al. (2019) to construct cross-language single-
document summarization datasets from single-
language single-document summarization datasets.

Therefore, we use the round-trip translation strat-
egy to construct MLMD-news dataset. First, the
original English news documents from the Multi-
News dataset are translated into Spanish, French,
and German through forward translation. Then,
these translated documents are back-translated into
English. The English documents obtained from the
back translation of each language are compared
with the original English news documents, and
ROUGE-1 scores are calculated. If the ROUGE-1
score for a particular language is below a thresh-
old, it is set to zero. Conversely, if the ROUGE-1
score is equal to or above the threshold, the score
is retained, resulting in a ROUGE-1 score matrix
(where each row represents a document and each
column corresponds to a language).

3.2 Greedy Selection Strategy

As shown in Figure 2, after obtaining the ROUGE-
1 score matrix, a greedy selection strategy is used
to assign a language to each news document in the
document cluster from Multi-News dataset. Specif-
ically, this involves first identifying the row and
column of the maximum value in the matrix, and
assigning the language indicated by the column
to the document indicated by the row. The cor-
responding row and column are then removed to
form a new submatrix. This process is repeated
until all news documents have been assigned a lan-
guage. If at any step all values in the matrix are
found to be zero, the language of remaining news
documents in the submatrix is assigned as English.
After completing the language assignment, each
news document is transformed into the assigned
language using the forward translation of the round-
trip translation, replacing the content of the source
document. If the assigned language is English,
the document remains in its original English form.
This results in a mixed-language document cluster.

2https://cloud.google.com/translate
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Train Vaild Test
To

ta
l

# 8444 1277 1271
Avg.Doc 2.79 2.75 2.71
Avg.ClusterWords 2442.97 2457.48 2255.81
Avg.ClusterSents 84.14 85.49 77.85
Avg.SumWords 269.17 268.32 265.70
Avg.SumSents 9.70 9.60 9.56

E
n

Count 7088 1027 1009
Avg.DocWords 653.19 732.79 706.98
Avg.DocSents 24.52 27.18 26.00

Fr

Count 5307 779 779
Avg.DocWords 1020.20 969.46 951.30
Avg.DocSents 32.99 31.93 31.53

D
e Count 4431 693 646

Avg.DocWords 981.05 1036.24 825.07
Avg.DocSents 32.96 35.34 26.93

E
s Count 6769 1015 1009

Avg.DocWords 1047.78 1048.92 1015.58
Avg.DocSents 36.20 36.64 35.44

Table 1: Statistics of the MLMD-news dataset. "#"
represents the number of source document cluster and
target summary pairs. "Avg.Doc", "Avg.ClusterWords"
and "Avg.ClusterSents" indicate the average number
of documents, average number of tokens, and aver-
age number of sentences per source document cluster,
respectively. "Avg.SumWords" and "Avg.SumSents"
denote the average number of tokens and average
number of sentences in the target summary."Count",
"Avg.DocWords" and "Avg.DocSents" represent the to-
tal number of documents, average number of tokens per
document, and average number of sentences per docu-
ment, respectively.

Finally, this mixed-language document cluster is
combined with the original target summary to form
an MLMD summary pair.

3.3 Statistics and Analysis

Through the aforementioned process, we con-
structed the MLMD-news dataset, which contains
10,992 pairs of source document clusters and tar-
get summaries. The source document clusters in-
clude four languages: English, French, German,
and Spanish, while the target summaries are all
in English. The dataset was divided into training,
validation, and test sets. Table 1 presents the sta-
tistical information of the MLMD-news dataset.
Figure 3 shows the number of news documents in
different languages across the training, validation,
and test sets. Due to the quality control imple-
mented through the round-trip translation strategy
during processing, there are differences in the pro-
portions of news documents in different languages.

Figure 3: The number of news documents in different
languages across the training, validation, and test sets.

Figure 4: The proportion of the number of languages
involved in the source document clusters across the
training, validation, and test sets.

The number of English and Spanish documents is
roughly equal, French ranks third, while German
has the fewest articles. Figure 4 illustrates the pro-
portion of the number of languages involved in the
source document clusters across the training, vali-
dation, and test sets. The proportions are relatively
consistent, indicating a stable language distribution.
Source document clusters containing 2 languages
are the most common, while those containing 4
languages are the least common.

4 Graph-based Extract-Generate Model

To the best of our knowledge, there is currently no
method specifically designed for the MLMD task.
The input for MLMD news summarization con-
sists of multiple mixed-language documents, which
presents two main challenges: the excessive length
of the input and the complex relationships between
multiple documents and languages. Therefore, we
propose a graph-based extractive-generative model
(as shown in Figure 5) as a baseline for this task.
The extract-then-generate approach addresses the
issue of long input, while the graph is used to model
the complex relationships between multiple docu-
ments and languages. The model consists of three
main modules: Graph Construction, Extractor, and
Generator. This section will provide a detailed
explanation of these three modules.
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Figure 5: The framework of the extract-generate model involves three main components. In the Graph Construction,
mixed-language source document clusters are constructed into both homogeneous and heterogeneous graphs. The
Extractor extracts key sentences from the source document cluster, while the Generator generates a summary based
on the sentences extracted by the Extractor.

4.1 Graph Construction

In order to model the complex relationships be-
tween multiple documents and languages, we con-
structed a homogeneous graph between sentences,
as well as a heterogeneous graph between sentences
and words, for each input mixed-language docu-
ment cluster.

4.1.1 Homogeneous Graph Construction
Let G1 = {V1, E1} denote a homogeneous graph,
where the node set V1 = {s1, s2, . . . , sn} corre-
sponds to the sentences within the document clus-
ter, and the edge set E1 = {e1,1, e1,3, . . . , en,n} de-
notes the connections between sentences that share
common words. Moreover, we refer to BERTSUM
(Liu and Lapata, 2019) to obtain the initial repre-
sentation of nodes H

′(0)
s .

4.1.2 Heterogeneous Graph Construction
Let G2 = {V2, E2} denote a heterogeneous graph,
where V2 is the set of nodes and E2 is the set of
edges. In this graph, the nodes can be represented
as V2 = V1 ∪ Vw, where Vw = {w1, w2, . . . , wk}
is the set of words. The edges, denoted as E2 =
{e1,1, . . . , e1,k, . . . , en,1, . . . , en,k}, represent the
connections between the ith sentence and the jth

word, with edge weights determined by TF-IDF
(Aizawa, 2003). We use mBERT to initialize the
static embeddings of word node as H(0)

w . To obtain
the representations of sentence node,We first con-
catenate the tokens of each word corresponding to a
sentence and then input them into mBERT to create

the initial representation of the sentence node as Hs.
Next, we employ a convolutional neural network
(CNN) to capture local information within the sen-
tence. To extract sentence-level features, we apply
a bidirectional long short-term memory (BiLSTM)
network to capture contextual dependencies. Fi-
nally, by concatenating the outputs of the CNN and
BiLSTM, we generate the representation of sen-
tence node that encompasses both intra-sentence
and inter-sentence information, denoted as H(0)

s .

4.2 Extractor
In the extractor, we first perform sentence represen-
tation learning and then extract key sentences.

4.2.1 Sentence Representation Learning
Before extracting key sentences, we first use GAT
(Graph Attention Network) (Veličković et al., 2017)
and heterogeneous GAT (Wang et al., 2020) to learn
sentence representations on the homogeneous and
heterogeneous graphs, respectively.

In the homogeneous graph, we calculate the sen-
tence representation H

′(1)
s using the following for-

mula:

U
′(1)
s→s = GATs2s(H

′(0)
s , H

′(0)
s , H

′(0)
s )

H
′(1)
s = FNN(H

′(0)
s + U

′(1)
s→s)

(1)

In the heterogeneous graph, we learn the sen-
tence representation H

(n)
s through n iterations,

where the iteration process at step t + 1 is as fol-
lows:
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U (t+1)
s→w = GATs2w(H

(t)
w , H(t)

s , H(t)
s )

H(t+1)
w = FNN(H(t)

w + U (t+1)
s→w )

U (t+1)
w→s = GATw2s(H

(t)
s , H(t+1)

w , H(t+1)
w )

H(t+1)
s = FNN(H(t)

s , U (t+1)
w→s )

(2)

4.2.2 Extracting Key Sentences
To extract key sentences, we first concatenate the
sentence representations obtained from the homo-
geneous graph sentence representation learning,
which capture inter-sentence relationships, with
the sentence representations obtained from the het-
erogeneous graph sentence representation learning,
which capture intra-sentence relationships. This
results in the final sentence representation that in-
corporates both inter-sentence and intra-sentence
relationships. Then, we use top-K selection as
defined in Section 4.4 to extract the indices and
scores of the top-K key sentences. The above
process can be represented as follows:

H∗
s = H

′(1)
s ⊕H(n)

s

indices, score = top-K(H∗
s )

(3)

Finally, we use these indices to locate key sen-
tences, and combine them to form the key snippet
Xkey.

4.3 Generator
In the generator, we first input x ∈ Xkey into
mBART and obtain htx, which is the model’s out-
put before the final language model head. Then,
htx is fed into the final language model head and a
multilayer perceptron (MLP) to obtain a generation
probability Pθ(yt|x, y<t) and a dynamic weight
Pθ(x|Xkey, y<t), respectively. Here, the dynamic
weight represents the probability of selecting x
from Xkey for summary generation. Therefore, the
generation probability of the final summary y is
calculated by marginalizing (MARG) as follows:

Pθ(y|x,Xkey) =
T∏

t=1

∑

x∈Xkey

(Pθ(yt|x, y<t)

Pθ(x|Xkey, y<t))
(4)

4.4 Loss
Extractor Loss: For the extractor, we use cross-
entropy to measure the loss of key sentence extrac-
tion:

Lext = −(z log(ẑ) + (1− z) log(1− ẑ)) (5)

where ẑ is the predicted result, which can be
computed using the indices from Eq.(3), and z is
the true label. The calculation process is as fol-
lows: First, we use mBERT to represent all the
sentences in the source document clusters and the
target summary. Then, we calculate the cosine
similarity between these sentences and the target
summary, and label the top-K sentences with the
highest similarity as key sentences.

Generator Loss: For the generator, we use the
negative log-likelihood loss (NLL) to measure the
loss:

Lgen = −logPθ(y|x,Xkey) (6)

Consistency Loss: The dynamic weight
Pθ(x|Xkey, y<t) of generator represents the prob-
ability of selecting x from Xkey at the t-th time
step, essentially serving the same function as the
extractor. Therefore, we adopt a KL divergence-
based Consistency Loss proposed by Mao et al.
(2021) to quantify the difference between the aver-
age dynamic weight and the extractor’s predicted
scores:

Lcon = KL(
1

T

T∑

t=1

(Pθ(x|Xkey, y<t)),

Softmax(score))

(7)

Total Loss: The overall model loss can be de-
fined as follows:

Ltotal = λextLext + λgenLgen + λconLcon (8)

where λext, λgen, and λcon are hyperparameters.

5 Experiments

In this section, we will introduce the baselines we
used and present the implementation details.

5.1 Baselines
To benchmark the MLMD-news dataset, in ad-
dition to our proposed graph-based extractive-
generative method, we also used the following
baselines, which can be categorized into Extract-
then-translate, Translate-then-extract, Abstractive
models, LLM, and Extract-then-abstract.

Extract-then-translate: First, summaries are
extracted from the source document cluster using
classic extractive models such as Centroid (Radev
et al., 2004), LexRank (Erkan and Radev, 2004),
MMR (Carbonell and Goldstein, 1998), and Tex-
tRank (Mihalcea and Tarau, 2004), and then trans-
lated into the target language.
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Translate-then-extract: First, the documents in
the source document cluster are translated into the
target language, and then summaries are extracted
using classic extractive models such as Centroid,
LexRank, MMR, and TextRank.

Translate-then-MDS: First, the documents in
the source document cluster are translated into the
target language, and then summaries are generated
using SLMD models such as PRIMERA(Xiao et al.,
2022), PEGASUS(Zhang et al., 2019).

Abstractive models: Use mT5 (Xue, 2020) and
mBART (Tang et al., 2020), which have multi-
language understanding and generation capabili-
ties, to directly generate summaries from the source
document cluster. If the input exceeds the model’s
capacity, the excess parts will be truncated.

LLM: Use models such as GPT-3.5-turbo-
16k3, GPT-4.0-turbo-32k3, Llama-3.1-8B-
Instruct(Dubey et al., 2024), Gemini-1.5-pro4, and
Claude-2.15, which have multi-language and long
input capabilities, to directly generate summaries
from the source document cluster.

Extract-then-abstract: First, use classic extrac-
tive models such as Centroid and TextRank to ex-
tract summaries from the source document cluster,
and then generate the target summary using gener-
ative models like mT5 and mBART.

5.2 Implementation Details

In constructing the MLMD-news, the ROUGE-
1 thresholds for French, German, and Spanish
were set to 88.03, 87.05, and 89.25, respectively,
based on the average ROUGE-1 scores for vari-
ous language news. For the Graph-based Extract-
Generate model, we set λext = 1, λgen = 0.1, and
λcon = 0.0001. The extractor’s learning rate was
set to 5× 10−6, while the generator’s learning rate
was 5×10−5. The batch size was 8, and top-K was
set to 10. The ROUGE is calculated by pyrouge6.
All experiments were conducted on NVIDIA L20
GPUs. In addition, the total number of parameters
in Graph-based Extract-Generate model is about
800M.

5.3 Benchmark Experiments

In Table 2, we present the ROUGE scores for dif-
ferent methods on the MLMD-news dataset, and
the following observations can be made:

3https://openai.com/.
4https://gemini.google.com/
5https://claude.ai/
6https://github.com/andersjo/pyrouge

R-1 R-2 R-L
Extract-then-translate
Centroid 27.90 6.92 23.35
LexRank 28.61 7.30 24.27
MMR 24.07 5.61 20.23
TextRank 28.66 7.28 24.13
Translate-then-extract
Centroid 29.16 7.64 23.60
LexRank 31.12 8.53 25.70
MMR 25.58 6.11 20.93
TextRank 30.18 8.04 24.55
Translate-then-MDS
PEGASUS 35.54 9.44 29.95
PRIMERA 36.83 10.79 32.12
Abstractive models
mBART(1024) 36.84 8.13 32.22
mT5(1024) 33.21 6.26 27.43
LLM
GPT-3.5-turbo-16k 34.36 8.88 30.74
GPT-4.0-turbo-32k 39.02 10.45 34.68
Llama-3.1-8B-Instruct 36.61 10.44 33.31
Gemini-1.5-pro 40.79 12.05 36.59
Claude-2.1 40.51 11.67 36.16
Extract-then-abstarct
TextRank-then-mBART 32.00 5.84 28.00
Centroid-then-mBART 32.76 5.70 28.71
TextRank-then-mT5 31.63 5.22 26.46
Centroid-then-mT5 31.39 5.21 26.25
Our 39.16 9.64 34.02

Table 2: The benchmark experimental results on the
MLMD-news dataset.

• The ROUGE scores for the Extract-then-
translate methods are quite low, which can
be attributed to the limited support of classic
extractive methods for mixed languages and
the translation of extracted sentences.

• The ROUGE scores for the Translate-then-
extract methods are higher than those for the
Extract-then-translate methods, possibly be-
cause these classic extractive methods per-
form better with single-language input.

• TThe ROUGE score of the Translate-then-
MDS method is significantly higher than that
of the Translate-then-extract methods. This
result is evident because the MDS method has
been improved for multi-document process-
ing, while traditional extraction methods have
not.

• Abstractive models show a significant ad-
vantage in ROUGE scores compared to
the Extract-then-translate and Translate-then-
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Figure 6: Parameter Sensitivity of top-K on the ROUGE score.

extract methods, possibly because they pos-
sess strong multi-language understanding ca-
pabilities. Additionally, the performance of
Abstractive models is similar to Translate-
then-MDS, indicating that having multi-
document processing capability and multilin-
gual understanding are equally important in
MLMD.

• The best and second-best results are achieved
by LLMs, mainly due to their strong multi-
language understanding and generation capa-
bilities, as well as their ability to accept very
long input documents.

• Aside from our proposed method, other
Extract-then-abstract methods have lower
ROUGE scores compared to Abstractive mod-
els. This suggests that inappropriate extrac-
tion may not only fail to enhance summariza-
tion performance but could also lead to poorer
final results due to the loss of important infor-
mation.

• The results indicate that our method addresses
the above issues of other Extract-then-abstract
methods and achieves performance close to
that of LLMs, demonstrating the effectiveness
of our method.

5.4 Ablation Study
In Table 3, we present the impact of different mod-
ules of our model on the MLMD-news dataset,
including the extractor module, generator module,
and consistency loss. When the extractor module
is removed (i.e.w/o extractor), our method degen-
erates to mBART, resulting in decreases of 2.32
points, 1.51 points, and 1.8 points in ROUGE-1,
ROUGE-2, and ROUGE-L, respectively. This in-
dicates that extracting key sentences significantly
impacts the overall quality of the summary. When
the generator module is removed (i.e.w/o gener-
ator), the extracted sentences are multi-language,
and using machine translation to convert them into

R-1 R-2 R-L
Our 39.16 9.64 34.02
w/o extractor 36.84 8.13 32.22
w/o generator 34.17 8.45 31.04
w/o consistency 38.81 9.41 33.85

Table 3: Ablation Study.

a summary, resulting in decreases of 4.99 points,
1.19 points, and 2.98 points in ROUGE-1, ROUGE-
2, and ROUGE-L, respectively. This indicates that
the generator plays a crucial role in the overall
quality of the summary. Finally, when the consis-
tency loss module is removed (i.e.w/o consistency),
ROUGE-1, ROUGE-2, and ROUGE-L decrease by
0.35 points, 0.23 points, and 0.17 points, respec-
tively. This suggests that consistency loss helps
optimize the extraction quality of the extractor.

5.5 Parameter sensitivity

We also explored the impact of extracting differ-
ent numbers of key sentences (i.e., different K of
top-K) on model performance in the MLMD-news
dataset. As shown in Figure 6, the ROUGE score
increases with the increase in K, reaching a peak
at K = 10. However, when K exceeds 10, the
ROUGE score begins to decline, possibly due to
the introduction of noise information from includ-
ing too many sentences.

6 Conclusion

In this paper, we constructed the first mixed-
language multi-document news summarization
dataset (MLMD-news) and proposed a graph-based
extract-generate model specifically designed for the
MLMD news summarization task. We conducted
benchmark tests on the MLMD-news dataset, eval-
uating our proposed method along with advanced
methods such as LLM. Additionally, we have pub-
licly released the dataset and code, hoping to foster
further development in the MLMD news summa-
rization area.
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Limitations

Although our method demonstrates significant per-
formance advantages in the mixed-language multi-
document summarization task, due to the limita-
tions of GPU performance, we set the maximum
number of sentence extractions (top-K) in our ex-
periments to 13. Increasing the top-K value fur-
ther might improve the model’s optimal perfor-
mance, but this hypothesis has yet to be validated.
Moreover, the mixed-language dataset we con-
structed currently primarily includes rich-resource
languages such as German and English, with a lim-
ited number of languages involved. Future work
could extend to more languages, especially low-
resource ones, to further verify the method’s appli-
cability and generalization capability.

Ethical Considerations

Our MLMD-news dataset is built on the publicly
available multi-document summarization dataset
Multi-News, through translation and filtering pro-
cesses. During the construction of the dataset, we
strictly adhered to academic ethical guidelines, re-
spected data privacy and related rights, and ensured
that the use of the data complied with ethical stan-
dards. At the same time, we implemented rigorous
procedures and standards to guarantee the trans-
parency and reliability of data processing, thus sup-
porting credible research outcomes.
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