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Abstract

Conceptual combination is a cognitive process
that merges basic concepts, enabling the cre-
ation of complex expressions. During this pro-
cess, the properties of combination (e.g., the
whiteness of a peeled apple) can be inherited
from basic concepts, newly emerge, or be can-
celed. However, previous studies have evalu-
ated a limited set of properties and have not
examined the generative process. To address
this gap, we introduce the Conceptual Combina-
tion with Property Type dataset (CCPT), which
consists of 12.3K annotated triplets of noun
phrases, properties, and property types. Using
CCPT, we establish three types of tasks to eval-
uate LLMs for conceptual combination thor-
oughly. Our key findings are threefold: (1) Our
automatic metric grading property emergence
and cancellation closely corresponds with hu-
man judgments. (2) LLMs, including OpenAI’s
o1, struggle to generate noun phrases which
possess given emergent properties. (3) Our
proposed method, inspired by cognitive psy-
chology model that explains how relationships
between concepts are formed, improves per-
formances in all generative tasks. The dataset
and experimental code are available at https:
//github.com/seokwon99/CCPT.git.

1 Introduction

The conceptual combination is a fundamental cog-
nitive process that synthesizes multiple basic con-
cepts into a novel concept (Wisniewski, 1997; Tha-
gard, 1984; Coutanche et al., 2019; Ward, 2001).
Combining concepts is potentially limitless and
plays an important role in various fields such as
engineering, science (Hampton, 1997), figurative
language and literature (Ward, 2001). For example,
‘a wilted flower’ evokes our sadness because we
internally compare a flower’s former beauty and
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Figure 1: Three types of properties derived from concep-
tual combination with an example of “apple”. Different
concepts are formed by adding other concepts to “ap-
ple”. The green properties are component properties
of the basic concept “apple”. The blue and orange are
emergent and canceled properties, respectively.

current feeble state. A skilled writer knows it and
kindles diverse imagery through conceptual combi-
nations. The potential for such conceptual combi-
nations is vast, so large language models (LLMs)
should be able to interpret or generate meaningful
insights even for rare or novel combinations.

Several works have explored concept knowledge
of language models, as outlined in Table 1. Ba-
sic Concept Probing examines whether language
models understand individual concepts at the entity
(e.g., “horses are mammals”) and event levels (e.g.,
“drinking tea leads to feeling refreshed”). However,
this approach mainly focuses on single concepts
rather than combinations. Noun Compound Inter-
pretation studies how models generate plausible
meanings for combinations of nouns (e.g., “dog
house” means “a house for a dog”), but does not
explore deeper properties of combinations. In con-
ceptual combination works, Big-Bench-CC inves-
tigates emergent properties. FakeReef delves into
a special type of canceled property (membership
inference). Still, none of them addresses all of emer-
gent, component, or canceled properties nor gen-
erative tasks related to creating combinations or
property.

It is essential to understand not only properties
that emerge from a combination, but also whether
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DATASET # Q PROPERTY MC
COM EME CAN

Basic Concept Probing
BERT-IS-A (2022) 11,868 ✓ ✗ ✗ ✗
COPEN (2022) 10,624 ✓ ✗ ✗ ✗
PLM-Ontology (2023) 9,687 ✓ ✗ ✗ ✗

Noun Compound Interpretation
SemEval-2013-Task4 (2013) 355 ✗ ✗ ✗ ✓
ChocolateBunny (2023) 105 ✗ ✗ ✗ ✓
COMPUN (2024) 918 ✗ ✗ ✗ ✓

Conceptual Combination
BIG-bench-CC (2023) 103 ∆ ✓ ✗ ✓
FakeReef (2024) 854 ✓ ✗ ✓ ✓
CCPT (ours) 12,315 ✓ ✓ ✓ ✓

Table 1: Comparison of our dataset with previous con-
cept property probing and noun compound interpreta-
tion datasets. Each column denotes as follows. # Q: the
number of questions with gold answers. COM, EME,
and CAN denotes component, emergent and canceled
property, respectively. MC: whether the combinations
of multiple concepts are considered. In Big-bench-CC,
∆ indicates that component properties are present in a
dataset as wrong options, but it does not specify what
properties are component properties.

existing properties maintain or disappear (Springer
and Murphy, 1992; Gagné et al., 2017; Estes and
Glucksberg, 2020). Following Springer and Mur-
phy (1992), we identify three types of properties
in conceptual combination, which are illustrated
using the example of an “apple” in Figure 1: (1)
Component property refers to a property inherent
to individual concepts (e.g., “red” for “apple on a
toothpick”), (2) Emergent property is newly from
the combination of concepts (e.g., “unstable” for
“apple on a toothpick”), and (3) Canceled property
is negated due to the combination (e.g., “crisp” for
“rotten apple”). These three types form a complete
set of properties related to conceptual combination
since they indicate already present, newly created,
and newly disappeared.

In this study, we aim to fill this gap by proposing
the Conceptual Combination with Property Type
(CCPT) dataset. Our dataset contains 12.3K an-
notated triplets of noun phrase comprised of two
basic concepts, property and property type. The ba-
sic concepts in noun phrases are comprised of 9K
unique uni-gram concepts from ConceptNet (Speer
et al., 2017).

To evaluate LLMs’ ability on conceptual combi-
nation, we introduce two generative and one classi-
fication tasks, detailed in Table 2 and §3.1. Based
on the prior works in cognitive psychology and lin-
guistics, each task is designed to evaluate cognitive
processes related to conceptual combination as fol-
lows. (1) Property induction: imagine the property
of noun phrase (Wilkenfeld and Ward, 2001; Estes

and Ward, 2002), (2) Noun phrase completion: cre-
ate a noun phrase to represent certain property,
highlighted as a critical point of creativity (Kohn
et al., 2011), and (3) Property type prediction: pre-
dict a type of property to identify the origin of
property (Gagné et al., 2017).

Extensive experiments show that: (1) our auto-
matic evaluation metric, based on the LLM-as-a-
judge (Zheng et al., 2023) method to detect prop-
erty emergence and cancellation scores, closely
matches human evaluations; (2) current LLMs, in-
cluding o1 (OpenAI, 2024c), struggle to create
noun phrases with truly emergent properties, of-
ten defaulting to results where one component
already has the target property; and (3) our pro-
posed method, motivated by the spread activation
model (Anderson, 1983; Collins and Loftus, 1975)
in cognitive psychology, improves performance
across all generative tasks, indicating that consid-
ering diverse relationships between concepts en-
hances conceptual combination.

2 Related Work

2.1 Conceptual Combination

Conceptual combination is a mental process of
combining concepts. Unique features often arise
from the combination, especially when the combi-
nations of elements are unusual (Estes and Ward,
2002; Ward, 2007). People come up with novel
ideas to merge conflicts; thus, it is a prominent
part of creativity (Hampton, 1997). In scientific
discovery, conceptual combination creates new sci-
entific concepts (Thagard, 1984), such as “light
wave.” Even if nobody could observe light waves,
the properties shared with waves, such as reflection,
led to a theory that light is a wave, leading to much
progress in science.

2.2 Conceptual Combination in NLP

In NLP, understanding conceptual combination has
been studied in two different lines. For instance,
interpreting “pet bird” as “a bird kept as a pet” ex-
emplifies noun compound interpretation. Alterna-
tively, imagining “pet bird”s attributes like “proba-
bly lives in a cage” illustrates property verification.

Noun Compound Interpretation focuses on gen-
erating plausible meanings for noun-noun com-
pounds, such as interpreting “dog house” as “a
house for a dog”. The goal is to resolve ambi-
guity and provide clear interpretations of com-
pound nouns. While related to combining nouns, it
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mainly emphasizes understanding the relationships
between the words (Hendrickx et al., 2013; Shwartz
and Waterson, 2018; Shwartz and Dagan, 2019;
Coil and Shwartz, 2023; Rambelli et al., 2024).

The second line of research focuses on the prop-
erties of conceptual combinations. BIG-bench au-
thors (2023) introduced a benchmark for identi-
fying emergent properties in conceptual combina-
tions. However, their approach has limitations: (1)
it only identifies emergent properties, (2) the bench-
mark is limited to multiple-choice selection tasks
without generative tasks, and (3) it does not involve
creating conceptual combinations. In contrast, our
approach (1) uses property types as part of the
constraints and (2) includes both generative tasks
and multiple-choice selection tasks. Concurrent
work (Ross et al., 2024) deeply explores LLM’s un-
derstanding of modifier adjective-noun conceptual
combination with a membership inference ques-
tion such as ‘Is a fake reef still a reef?’. The work
shares interest with us about property cancellation.
However, there’s still a gap in evaluating LLMs for
conceptual combination in generative way.

3 The CCPT Benchmark

3.1 Task Formulation
Before describing our task formulation, we begin
with its key elements: {N (H,M),P, T }, with
two examples of “peeled apple” and “egg in the
batter” for better understanding.

• Noun phrase N is noun phrase comprised of
two concepts (e.g., “peeled apple” and “egg
in the batter”).

• Head noun H provides the central meaning of
the combination N (e.g., “apple” and “egg”).

• Modifier M adds additional meaning to the
head noun H (e.g., “peeled” and “batter”).

• Property P is attributed to the combination C
(e.g., “white” for a peeled apple; “nutritious”
for the egg in the batter).

• Type of property T introduces the origin of
the property P (e.g., “emergent property” -
“white” for a peeled apple, “component prop-
erty” - “nutritious” for the egg in the batter)

Based on the above configuration, we devise
three types of tasks by hiding one configuration
and using the remaining configurations to predict
it. This task formulation includes two generative

TASK 1: PROPERTY INDUCTION

Inst. Given a noun phrase and a property type, gen-
erate a property that satisfies both.

Input Noun phrase: An apple on a toothpick
Type: Emergent

Response1 Unstable

➥ “Apple on a toothpick” is unstable, but
‘apple’ or ‘toothpick’ is seldom related to it:
good output (7/10)

Response2 Delicious

➥ “Apple” is already delicious, and that
makes ‘apple on a tootkpick’ also delicious:
bad output (2/10)

TASK 2: NOUN PHRASE COMPLETION

Inst. Given head noun, property and type, generate
a noun phrase that satisfies both.

Input Head noun: Apple
Property: Rare
Type: Emergent

Response1 A blue apple

➥ “A blue apple” has new emergent property
‘rare’ even if ‘apple’ is common and ‘blue’ is
unrelated to ‘rare’: good output (8/10)

Response2 “An overripe apple”

➥ “An overripe apple” is not considered rare
at all: bad output (1/10)

TASK 3: TYPE PREDICTION

Inst. Given noun phrase and property, choose a
type of property.
(1) Emergent (2) Canceled (3) Component
(4) Others

Input Noun phrase: A green apple
Property: Good for health

Response1 (3) Component

➥ “Component property” is a good output,
because ‘apple’ is already good for health.

Table 2: Each example consists of a task instruction,
input, and responses with their grading (Tasks 1 and 2)
and correctness (Task 3). The explanations ➥ in italics
are added by the authors for clarification. Note that
LLMs are evaluated solely based on their responses.

tasks: property induction and noun phrase com-
pletion, and one classification task: property type
prediction.

3.1.1 Property Induction (N , T → P)

The interpretation of novel combinations by listing
property has been a well-explored area in previ-
ous research on human cognition (Wilkenfeld and
Ward, 2001; Estes and Ward, 2002), with a sig-
nificant focus on how people comprehend novel
expressions in sentences and discourse (Swinney
et al., 2007). In this task, LLMs are instructed to
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identify the properties of combinations that align
with the given property types (emergent, canceled
property).

For example, in Table 2 (top), LLMs can identify
an emergent property by finding a property that is
not present in the individual concept but emerges
in the noun phrase, such as “unstable” for “apple
on a toothpick”.

3.1.2 Noun Phrase Completion (H,P, T → N )

Generating new concepts by combining existing
ones is key to creativity (Kohn et al., 2011). In
this task, LLMs generate noun phrases by adding
modifiers to head nouns to represent emergent or
canceled properties. For emergent properties, the
modifier should not imply the property on its own,
but the combination should. In contrast, for can-
celed properties, the modifier effectively negates
the head noun’s property.

For example, in Table 2 (middle), to represent
the emergent property “rare” with the head noun
“apple”, LLMs may consider a noun phrase like
“blue apple”. The modifier “blue” does not directly
suggest the property “rare”, but when combined
with “apple”, it possesses the given property.

3.1.3 Property Type Prediction (N ,P → T )

Understanding how combined concepts gain or lose
certain properties is an essential process for concept
theories (Gagné et al., 2017).

In this task, LLMs identify how a property re-
lates to a noun phrase. For example, in Table 2, the
property “good for health” in “a green apple” is an
component property, as the apple is already good
for health itself.

3.2 Data Collection
We propose the dataset, Conceptual Combination
with Property Type (CCPT), to address the three
tasks in § 3.1. We both use a automated methods
and human filtering. Detailed sources of textual
corpora are described in Appendix A.1.
Step 1. Extract and Filter Combinations.

First, we extract noun phrases from the corpus.
To obtain noun phrases with a property hint in a
sentence, we extract sentences that contain “like” or
“as” which compare one concept to another. These
comparisons explicitly highlight the characteristics
(e.g., “our economy will be as unstable as an apple
on a toothpick”). This yields 51.0M comparative
sentences—8% of the paragraph in the original
corpus contained such sentences.

To avoid common expressions, such as proper

nouns or idioms, whose meanings can be mem-
orized from training corpus, we exclude any N-
grams found in ConceptNet. We utilize uni-gram
concept set from ConceptNet and use it as basic
concepts. In the end, we collected 136.0K compar-
ative sentences containing combination made up of
two uni-gram concepts.
Step 2. Extract and Filter Properties.

Emergent & Component Candidates. Property
extraction by syntactic patterns such as “ADJ/ADV
like C” or “as ADJ/ADV as C” often misses im-
plicit properties (e.g., “the storm was almost like a
raging bull”) or multi-word properties (e.g., “they
crashed together like a boat on the rocks”).

To address this, we use GPT-4o-mini (OpenAI,
2024a) to extract 10 properties from given compar-
ative sentence for each combination. Then VERA-
T5-XXL (Liu et al., 2023) filters out unlikely prop-
erties (with an alignment score under 0.7), resulting
in 41.6K noun phrases and 211.0K properties.

Then we extract candidates for each property
type. For emergent properties, with GPT-4o-mini,
we select instances where neither the head noun H
nor the modifier M already possess the property P
of the noun phrase N . We then limit the selection
to at most five instances per noun phrase, resulting
in 3,851 candidates. For component properties, we
randomly sample 10K candidates.

Canceled Candidates. Since we cannot gather
canceled properties from the corpus, we use two
additional sources to collect the properties of head
nouns: one for the “HasProperty” relations from
ConceptNet and another from GPT-4o-mini, fol-
lowing Step 2. We randomly sample 2K noun
phrases and gather up to 10 properties for each head
noun from each source. Then, VERA-T5-XXL fil-
ters out the most likely properties (with an align-
ment score above 0.7), resulting in 2K noun phrases
and a total of 23K properties.

With GPT-4o-mini, we select instances where
the noun phrase N no longer possesses the property
P of the head noun H. Then, we select at most 5
data with the same noun phrase. We then limit the
selection to at most five instances per noun phrase,
resulting in 4,457 candidates.
Step 3. Annotate Property Types. The annota-
tion process consists of three stages: first, assign
a 5-point Likert scale of relevance score ranging
from Highly Negative to Highly Positive; second,
annotate the property type; third, find the toxicity.

In total, we have 12,315 data points, the type
of property T consisting of 2501 emergent prop-
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Comparative Sentence: 
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Figure 2: Overview of our data collection pipeline for conceptual combination through automated and human-driven
data annotation.
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Figure 3: Distributions of Pointwise Mutual Information
(PMI) on log-2 scale based on the Google Books N-
gram Corpus.

erties, 1613 canceled properties, and 8201 compo-
nent properties. Further details on the annotation
procedure and inter-annotator agreement are pro-
vided in Appendix A.3.

3.3 Co-occurence of Concepts
To analyze how novel the noun phrases in our
dataset is, we form a co-occurrence matrix based on
PMI scores from the Google Books Ngram Corpus.
The PMI formula is:

PMI(w, c) = log2
P (w, c)

P (w)P (c)
,

where noun phrases with zero frequency are dis-
carded.

When comparing our dataset to bi-gram con-
cepts from ConceptNet, Figure 3 shows that com-
binations in our dataset have lower co-occurrence
than those in ConceptNet. The average PMI for our
dataset is -1.03, compared to 5.78 for ConceptNet,

suggesting that combinations are more novel.

4 Benchmarking LLMs and Humans

We comprehensively assess 6 current LLMs
with different architectures and sizes, including
both open-source and closed-source mod-
els: LLaMa-3.1-70B-Instruct (Dubey et al.,
2024), Qwen2.5-72B-Instruct (Team, 2024),
GPT-4o-20240513 (OpenAI, 2024b), Claude-
3.5-Sonnet (Anthropic, 2024), o1-mini-2024-09-
12 (OpenAI, 2024d), and o1-2024-12-17 (OpenAI,
2024c). The test instances are a randomly sampled
representative sample of data instances; N=200 for
PROPERTY INDUCTION-EMERGENT, N=167 for
PROPERTY INDUCTION-CANCELED, N=167 for
NOUN PHRASE COMPLETION-EMERGENT.

4.1 Methods

To provide background knowledge on conceptual
combinations, we use a consistent system prompt
across all baselines and tasks. This prompt includes
explanations of key concepts such as conceptual
combinations, head nouns, modifiers, and different
types of properties. Implementation details about
model are explained in Appendix B.1. Prompts are
detailed in Appendix B.2.
Base. Base prompting method is to evaluate LLMs’
ability to generate their responses without reason-
ing steps.
Chain-of-Thought (CoT). We adopt chain-of-
thought (Kojima et al., 2022) method to induce
LLMs to generate the reasoning steps before pro-
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Algorithm 1: SPREADING ACTIVATION

Input: ModelM, Initial set of seed concepts C0,
Prompts {pact, pfil}, Concept graph G

Parameter: Maximum iterations T , Convergence
threshold ϵ, Use language model UL,
Use concept graph UC

Result: Related concept set CT

# Retrieve relevant concepts Ac

Function(Activate (c)): begin
Ac ← ∅
if UL then

Ac ← Ac ∪M(pact, c)
end
if UC then

Ac ← Ac ∪G.query(c)
end
return Ac

end

# Filter each concept in Ct w.r.t. C0

Function(Filter (Ct, C0)): begin
returnM(pfil, Ct, C0)

end

for iteration t = 0 to T do
Ct+1 ← Ct

for each concept c ∈ Ct ∪ C0 do
Ac ← Activate(c)
Ct+1 ← Ct+1 ∪Ac

end
Ct+1 ← Filter(Ct+1, C0) \ C0

∆ = 1− |Ct ∩ Ct+1|
|Ct ∪ Ct+1|

if ∆ < ϵ then
break

end
end
CT ← Ct+1

return CT

ducing the final answer by adding the phrase “Let’s
think step by step” at the end of the questions.
Spreading Activation (S.A.) (Ours) Spreading
activation is a cognitive model to search through
networks of related ideas or concepts (Anderson,
1983; Collins and Loftus, 1975). One concept in the
mind activates another concept through the path-
way of association. It becomes easier for people to
combine these related concepts together and under-
stand them as a relationship.

Motivated by spreading activation theory, we
propose a novel method to iteratively explore rela-
tionships between concepts. In Algorithm 1, the
initial concept set (C0) and objective (O) are
first defined. For example, generating the emer-
gent property of a peeled apple is represented as
C0 = {peeled, apple}, with O defined as “find re-
lationships between ‘peeled’ and ‘apple’.” Relevant
concepts (Ac) are then activated for each compo-
nent in the concept set (Ct) using either LLM or a

graph-based approach such as ConceptNet. A fil-
tering step selects components from Ct based on
their relatedness to C0. If there is no significant dif-
ference between Ct and Ct+1, the loop terminates.
After iteratively expanding the set, the LLM gen-
erates the final answer based on the intermediate
concept set CT . Specifically, we set the maximum
iteration steps (T ) to 5 and the convergence thresh-
old (ϵ) to 0.1.
Multi-Oracle. The best result among the multiple
efforts can be seen as the upper-bound performance
for each LLM. For the research purpose, we include
this score by selecting the best score among the
multiple solutions’ (N=5) scores, presented with a
gray background in Table 3.
Gold. We provide the score assigned to our anno-
tated dataset as an upper-bound performance score
for our tasks.

4.2 Human Responses
We recruited 5 native English speaker students
through offline advertisement on a university cam-
pus. None of the students knew the researchers or
had heard about conceptual combinations before.
We verbally introduced the meaning of conceptual
combination, and by e-mail, test sheets for each
task were sent. The students solved the tasks in
their own time and place. 1 to 3 students solved a
single test sheet. We report the best result. Question
format is provided in Appendix B.3.

4.3 Evaluation Metric
Generative Tasks. It can be challenging to de-
termine whether emergence or cancellation oc-
curs. For instance, an overripe apple may be more
strongly associated with red than a regular ap-
ple, but this doesn’t clearly indicate emergence.
Similarly, determining cancellation presents the
same difficulty. To address this, we propose two
metrics based on a continuous relevance scoring.
Both human judges and the LLM-as-a-judge ap-
proach (Zheng et al., 2023) are utilized to evalu-
ate open-ended generative responses. These met-
rics are applied to the PROPERTY INDUCTION and
NOUN PHRASE COMPLETION.

• The emergence score (E) measures how sud-
denly properties arise when concepts are com-
bined, compared to the properties of the indi-
vidual concepts.

• The cancellation score (C) reflects how much
a property is diminished or canceled when
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PROPERTY INDUCTION NOUN PHRASE COMPLETION
(1) EMERGENT (2) CANCELED (3) EMERGENT

RH,M,P↓ RN ,P↑ E↑ RH,M,P↑ RN ,P↓ C↑ RH,M,P↓ RN ,P↑ E↑
LLaMa3.1-70B
Base 42.2 ± 1.8 81.4 ± 0.9 41.6 ± 0.6 64.1 ± 1.0 15.8 ± 1.2 50.3 ± 1.1 57.0 ± 1.3 74.7 ± 0.7 21.1 ± 1.9
CoT 41.8 ± 1.5 81.4 ± 0.7 42.5 ± 1.3 61.5 ± 0.5 14.0 ± 0.8 49.5 ± 0.7 52.1 ± 1.4 73.8 ± 0.5 24.8 ± 1.7
S.A.w/ LLM 40.6 ± 0.3 81.6 ± 0.5 43.3 ± 0.6 66.2 ± 1.4 13.9 ± 1.0 55.2 ± 1.4 41.2 ± 1.5 64.2 ± 1.0 26.6 ± 2.1
S.A.w/ ConceptNet 42.1 ± 0.5 82.0 ± 0.5 42.6 ± 0.7 68.2 ± 0.9 11.4 ± 0.7 57.9 ± 0.8 42.9 ± 0.7 66.0 ± 1.9 26.3 ± 1.3
S.A.w/ Both 40.6 ± 0.6 81.7 ± 0.7 43.6 ± 0.3 68.1 ± 1.3 11.3 ± 1.4 58.3 ± 2.0 43.9 ± 0.6 64.0 ± 1.8 24.3 ± 0.8
Multi-Oracle 30.7 ± 0.7 89.4 ± 0.4 54.6 ± 0.5 76.3 ± 0.5 6.8 ± 0.3 64.1 ± 0.6 44.8 ± 0.6 84.1 ± 0.3 32.4 ± 0.5
Qwen2.5-72B
Base 46.6 ± 0.7 82.4 ± 0.4 40.2 ± 0.8 62.7 ± 0.7 11.8 ± 0.9 52.7 ± 1.2 54.6 ± 0.6 75.5 ± 1.1 24.5 ± 0.8
CoT 44.4 ± 1.0 79.3 ± 0.5 40.2 ± 0.7 62.0 ± 0.8 9.9 ± 0.6 54.1 ± 0.9 52.0 ± 0.9 75.0 ± 0.9 26.5 ± 0.6
S.A.w/ LLM 45.1 ± 0.4 84.3 ± 0.4 42.9 ± 0.7 76.9 ± 1.4 13.0 ± 0.7 64.7 ± 1.2 49.0 ± 0.8 68.6 ± 1.2 23.3 ± 0.3
S.A.w/ ConceptNet 44.8 ± 0.3 84.5 ± 0.4 42.9 ± 0.2 75.1 ± 1.8 13.5 ± 0.9 62.4 ± 1.6 47.3 ± 1.6 66.1 ± 1.8 22.4 ± 0.1
S.A.w/ Both 45.8 ± 0.8 84.6 ± 0.5 42.4 ± 1.1 67.6 ± 1.0 13.0 ± 0.7 56.3 ± 0.2 48.1 ± 0.3 69.0 ± 1.3 24.2 ± 1.2
Multi-Oracle 40.4 ± 0.8 87.4 ± 0.3 47.5 ± 0.9 71.5 ± 0.4 6.4 ± 0.2 63.4 ± 0.5 48.3 ± 0.2 82.4 ± 0.4 31.7 ± 0.7
GPT-4o
Base 44.1 ± 0.6 83.3 ± 0.4 40.8 ± 0.7 67.5 ± 1.0 13.0 ± 0.7 55.5 ± 1.1 53.1 ± 2.0 69.8 ± 1.6 20.4 ± 1.5
CoT 43.0 ± 0.5 83.1 ± 0.7 42.4 ± 0.8 68.6 ± 0.6 11.8 ± 1.4 57.6 ± 0.7 52.0 ± 0.4 72.1 ± 0.2 23.1 ± 0.4
S.A.w/ LLM 42.9 ± 1.6 84.6 ± 0.7 43.8 ± 2.0 75.5 ± 1.2 15.1 ± 1.8 60.8 ± 1.5 46.8 ± 1.0 69.9 ± 0.3 25.5 ± 0.8
S.A.w/ ConceptNet 41.5 ± 1.4 85.8 ± 0.4 45.8 ± 1.7 75.7 ± 1.2 12.8 ± 0.6 63.3 ± 1.6 46.3 ± 0.6 70.8 ± 1.5 26.9 ± 0.5
S.A.w/ Both 43.0 ± 0.8 86.6 ± 0.2 45.2 ± 0.9 74.0 ± 0.4 13.0 ± 1.3 62.0 ± 1.3 47.0 ± 1.3 70.8 ± 1.5 26.8 ± 2.0
Multi-Oracle 28.9 ± 0.4 92.0 ± 0.4 57.8 ± 0.2 82.3 ± 0.6 4.5 ± 0.3 72.4 ± 0.9 35.7 ± 0.9 85.5 ± 0.7 38.9 ± 0.5
Sonnet-3.5
Base 37.9 ± 0.7 78.9 ± 0.5 43.6 ± 0.9 71.1 ± 1.3 11.8 ± 0.7 59.8 ± 1.0 46.6 ± 0.5 67.8 ± 1.2 24.2 ± 1.0
Multi-Oracle 33.0 ± 0.8 81.2 ± 0.5 39.4 ± 0.6 84.6 ± 0.7 4.4 ± 0.1 75.2 ± 0.3 33.0 ± 0.8 81.2 ± 0.5 39.4 ± 0.6
o1-mini
Base 42.1 ± 0.2 81.9 ± 0.5 42.1 ± 0.1 78.2 ± 0.1 17.8 ± 2.6 61.3 ± 2.1 47.7 ± 0.8 68.6 ± 1.2 24.5 ± 1.3
Multi-Oracle 26.0 ± 0.4 91.8 ± 0.2 60.3 ± 0.2 90.7 ± 0.9 5.3 ± 0.9 76.8 ± 0.9 31.3 ± 0.8 84.0 ± 0.2 44.0 ± 0.3
o1
Base 37.3 ± 1.2 79.9 ± 0.9 43.5 ± 0.4 76.2 ± 1.9 7.9 ± 0.5 68.4 ± 0.9 43.8 ± 0.7 74.0 ± 1.7 32.6 ± 1.6
Multi-Oracle 21.9 ± 0.7 89.0 ± 0.2 60.9 ± 0.9 84.8 ± 0.9 2.3 ± 0.9 78.9 ± 0.9 30.7 ± 1.0 85.7 ± 0.7 49.7 ± 1.5
Human 37.7 85.0 49.2 69.5 11.1 58.6 36.4 72.5 38.0
Gold 29.2 87.4 58.4 83.2 14.2 69.5 27.5 87.2 59.9

Table 3: Generative results on test instances, reporting average scores with their standard error of the mean (SEM).
In the EMERGENT PROPERTY scenario, better emergence corresponds to lower RH,M,P ↓ and higher RN ,P ↑. In
the CANCELED PROPERTY scenario, better cancellation corresponds to higher RH,M,P ↑ and lower RN ,P ↓. Bold
score indicates the best score; underlined score is the second-best. Multi-Oracle in gray background represents
upper-bound performance for each LLM and is not included in the rankings.

PROPERTY INDUCTION NOUN PHRASE COMPLETION
(1) EMERGENT (2) CANCELED (3) EMERGENT

GPT-4o RH,M,P↓ RN ,P↑ E↑ RH,M,P↑ RN ,P↓ C↑ RH,M,P↓ RN ,P↑ E↑
Base 49.2 84.1 36.3 70.7 29.4 43.9 54.3 69.0 20.4
CoT 45.4 84.1 41.3 68.0 21.5 47.0 53.0 77.8 26.7
S.A.w/ LLM 43.0 84.4 43.3 79.0 23.1 57.6 52.6 69.6 22.0
S.A.w/ ConceptNet 44.8 86.1 42.2 75.9 19.6 56.5 48.7 65.4 20.2
S.A.w/ Both 47.4 84.6 40.2 77.8 22.8 56.1 50.9 75.9 29.6
Human 42.8 84.8 44.3 73.5 22.4 52.6 43.7 79.8 39.0
Gold 34.4 87.2 52.8 79.6 21.1 59.0 33.0 90.6 57.6

Table 4: Human evaluation of generative results on sub-sampled test instances (N=30). The relevance scores are
calculated by the average scores of two annotators. Bold numbers indicate the best scores, while underline numbers
are the second-best.

concepts are combined, compared to their in-
dividual properties.

Specifically, each score is defined as

RH,M,P = max{RH,P , RM,P}, (1)

E = max{RN ,P −RH,M,P , 0}, (2)

C = max{RH,M,P −RN ,P , 0}, (3)

Here, RX ,P represents the relevance score, indi-
cating how strongly concept X possesses property
P , measured by human judges and GPT-4o (Ope-
nAI, 2024b) on a scale from 0 to 1. Exceptionally,
for the NOUN PHRASE COMPLETION, cancella-
tion score is not measured since it easily occurs by
adding antonym of given canceled property (e.g.,
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to cancel “yellowness” of “banana”, add “brown”
to “banana”). Detailed instructions for both man-
ual evaluation and LLM-as-a-judge are provided in
Table 17 and Figure 8.
Classification Task. In this classification setup, we
evaluate performance based on accuracy (%) in
the PROPERTY TYPE PREDICTION. The classifica-
tion involves four categories: “canceled property”,
“emergent property”, “component property”, and
“others property”. The “others property” category
is specifically for properties unrelated to the com-
bination and its components.

5 Results

5.1 Generative Task Result

Table 3 presents the experimental results in the
generative setting for the two tasks, PROPERTY

INDUCTION and NOUN PHRASE COMPLETION,
evaluated based on LLM-as-a-judge. Table 4 shows
the corresponding results based on human-judge
evaluations for the same tasks.
Which property do the LLMs generate better:
emergent or canceled? As shown in Table 3-(1)
and (2), all baseline models find it more challeng-
ing to generate emergent properties than canceled
properties. Humans outperform LLMs in gener-
ating emergent properties from noun phrases but
perform worse in handling canceled properties. For
emergent properties, GPT-4o-S.A. w/ ConceptNet
achieves a significantly higher relatedness score be-
tween the property and each component, RH,M,P ,
exceeding the gold score by 12.3 points. In contrast,
the relatedness score between the property and the
noun phrase, RN ,P , is only 1.6 points lower. While
LLMs generate properties that align well with the
noun phrase, they tend to rely on properties already
associated with the individual components.
How well do LLMs create conceptual combina-
tions? In Table 3-(3), it is difficult for all baselines
to come up with a modifier M that lacks a given
property on its own but exhibits that property when
combined with a head noun. The emergence scores
E for this task are 27 or lower across all models.
Humans are better than LLMs at generating combi-
nations that exhibit a given emergent property.
Which generative task do LLMs excel at? We
compared two tasks: generating emergent proper-
ties (Table 3-(1)) and generating a noun phrase
(Table 3-(1)). All baseline models achieve lower
emergence scores (E) in the noun phrase comple-
tion task. This suggests that LLMs find it more

Predicted Types

Emergent Component Canceled Others

A
ct

ua
lT

yp
es Emergent 90.0 4.4 2.0 3.6

Component 59.6 37.2 1.2 2.0

Canceled 13.6 15.6 45.2 25.6

Others 26.0 5.6 15.2 53.2

Table 5: Classification results of GPT-4o for property
type prediction based on 1000 sampled instances (250
samples per property type). We present the average accu-
racy (%). Cells with a green background indicate cases
where the model correctly predicts that combinations
possess a property (95.6% acc), while cells with a red
background indicate cases where it correctly predicts
that combinations do not possess a property (69.6%
acc).

challenging to create a noun phrase that accurately
captures an emergent property than to identify an
emergent property from a noun phrase.

5.2 Classification Task Result
Table 5 presents the experimental results for the
PROPERTY TYPE PREDICTION. Given a noun
phrase and a property, GPT-4o classifies the prop-
erty into one of four categories: emergent, compo-
nent, canceled, or others (where others is unrelated
to both the combination and its components).
Do LLMs identify the type of property well?
In determining whether a noun phrase has a given
property, GPT-4o achieves an accuracy of 82.6%
((95.6% + 69.6%)÷ 2). However, in predicting
the type of property, GPT-4o is correct only 56.4%
of the time, falling behind human accuracy (81%),
as noted in Appendix B.4. Compared to its accu-
racy in identifying emergent properties, its perfor-
mance across other property types lags significantly.
These results suggest room for improvement in un-
derstanding different property types.

6 Analysis

6.1 Relevance between LLM-as-a-judge
metric and Manual Evaluation

As shown in Figure 4, we compare the LLM judge’s
metrics with human evaluations to verify the agree-
ment between them. We randomly selected 300
pairs from CCPT, which consists of pairs from
H−P , M−P , and N−P , covering both emergent
properties (50 samples) and canceled properties (50
samples). Human raters, recruited through Ama-
zon Mechanical Turk, as detailed in Section B.5,
are asked to rate the relevance of each pair using
the same instructions provided to the LLM judge.
Each problem is rated by three different raters. We
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Pearson: r = 0.85
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Figure 4: Correlation between LLM-as-a-judge and hu-
man ratings in relevance score, assessing how strong a
concept X possesses a property P . To avoid overlap-
ping points, random jitters sampled from N (0, 0.052)
are added to LLM-as-a-judge and human ratings after
fitting the regression.

calculated the Pearson and Spearman correlation
coefficients between the LLM judge’s scores and
human ratings, which are 0.85 and 0.83, respec-
tively. These strong correlations indicate a high
level of agreement, demonstrating the effectiveness
of using LLM for relevance scoring.

6.2 Analysis for Spread Activation Method
First, to evaluate the impact of multiple iterations
on performance, we adjust T from 1 to 5 and gather
the answers for each CT . Table 7 highlights that as
the number of iterations increases, the performance
of each task gradually improves. This indicates that
iteratively propagating relevant concepts is effec-
tive in our conceptual combination tasks.

Second, our spread activation method consists
of the functions Activate(·) and Filter(·, ·). To
investigate the contribution of Filter on perfor-
mance, we conducted an ablation study by compar-
ing scores with and without Filter in the spread
activation method. As shown in Table 6, perfor-
mance decreases when Filter is removed. This
suggests that iteratively eliminating distractors im-
proves overall performance.

7 Conclusion

In conclusion, our work introduces CCPT, a con-
ceptual combination dataset designed to evalu-
ate LLMs’ ability to process conceptual combi-
nations. CCPT comprises 12,315 annotated in-
stances of noun phrases, properties, and property
types. Based on CCPT, we propose three down-
stream tasks: property induction, noun phrase com-
pletion, and property type prediction. To assess
generative performance, we introduce two auto-
matic evaluation metrics—emergence and cancel-

Task C1 C2 C3 C4 C5

PI-Eme. 45.1 45.4 45.2 45.9 45.8
PI-Can. 60.5 61.1 61.1 62.7 63.3
NPC-Eme. 26.0 26.2 26.9 26.7 26.9

Table 6: Iteration-wise score improvement of GPT-4o +
S.A.w/ConceptNet. PI and NPC denote the PROPERTY
INDUCTION and NOUN PHRASE COMPLETION, respec-
tively. Ct represents the utilization of Ct to generate the
final answer. Each score in the table corresponds to ei-
ther E or C, depending on the property type.

Task w/o Filter w/ Filter ∆

PI-Eme. 44.6 ± 0.9 45.8 ± 1.7 ↑ 1.2
PI-Can. 55.6 ± 1.0 63.3 ± 1.6 ↑ 7.7
NPC-Eme. 26.0 ± 1.6 26.9 ± 0.5 ↑ 0.9

Table 7: Impact of filtering in the spread activation
method. The columns compare performance with and
without filtering, highlighting the absolute score change
(∆).

lation scoring—which closely align with human
evaluations. Additionally, we propose a novel eval-
uation method inspired by cognitive psychology
models. Our findings indicate that (1) LLMs strug-
gle more with generating emergent properties than
with canceled ones. Furthermore, (2) generating a
noun phrase that exhibits a given emergent prop-
erty proves more challenging than generating the
property itself. Notably, (3) GPT-4o struggles to
determine property types compared to humans. Fi-
nally, (4) our proposed spread activation method
achieves the highest performance among the eval-
uated approaches due to its iterative retrieval of
relevant concepts and filtering process.
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Limitations

We acknowledge few potential limitations of our
research. (1) There is fundamental diversity in
people’s mental representations of the world, es-
pecially across cultural contexts. The notions of
“property” and “property type” in our dataset may
implicitly reflect the commonsense knowledge of
the annotators’ demographic group. Moreover, the
approval of our data through the MTurk study may
primarily reflect the commonsense of the Turkers.
Future work could further explore the relationship
between conceptual combination understanding
and cultural divergence in concepts. (2) Homonyms
can introduce misleading effects on the evaluation
process. If the grader misinterprets the definition
of concept from the solver’s intention, the solver’s
performance may not be fully captured. (3) Our
data generation pipeline employs comparative sen-
tences for efficiency. However, the inherent nature
of comparative sentences may introduce skewness,
favoring certain types of properties over others.

Ethics Statement

The authors checked all examples and found no per-
sonal identifying information (PII). As addressed
in § 3.2, we also eliminated the offensive contents
manually.
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A Data Details

A.1 Textual Corpora

We utilize English textual corpora from datasets
and websites across different domains including
books and news. Our source is comprised of
Toronto Book Corpus (Zhu et al., 2015), Writing-
Prompts (Fan et al., 2018), Gutenberg Corpus (Ger-
lach and Font-Clos, 2020), MediaSum News Di-
alogue (Zhu et al., 2021), Wikipedia-2408231,
r/FUNNY2, r/FantasyWriters3, and r/OCPoetry4.

A.2 Dataset Construction Statistics

In Table 8, we describe the size of the dataset dur-
ing the data collection pipeline.

A.3 Annotation Procedure

We hire skilled raters in Amazon Mechanical Turk
(MTurk) to annotate the property type. For emer-
gent properties and canceled properties, we assign
three annotators per instance, and used majority
label for the final property type. For component
properties, due to cost constraints, we assign one
annotator per instance.

Annotators were selected based on their success
in a qualification task (Human Intelligence Task
or HIT), which assessed their ability to distinguish
property types. This qualification task included 10
thoroughly verified examples, with a payment of
$1.00. We required annotators to be from English-
speaking countries (AU, CA, NZ, US, GB), have
completed more than 10,000 HITs, and maintain a
HIT approval rate greater than 98%.

After qualification, annotators received detailed
instructions on conceptual combinations with ex-
amples. They answered three questions: (1) Rele-
vance Rating – Annotators rated the relevance of
each concept (N ,H,M) to a given property (P)
to encourage careful consideration of the data. (2).
Property Type Annotation – For emergent and com-
ponent properties, annotators chose: (1) emergent,
(2) component, or (3) other. For canceled proper-
ties, they chose: (1) canceled, (2) component, or
(3) other, as illustrated in Figures 5 and 6. For com-
ponent property candidates there is a third question
about locating the source of the property from the
following options: (1) noun phrase N , (2) head
noun H and noun phrase N , (3) modifier H and

1https://dumps.wikimedia.org/enwiki/latest/
2https://www.reddit.com/r/funny/
3https://www.reddit.com/r/fantasywriters/
4https://www.reddit.com/r/OCPoetry/
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# of Data

Corpora ~51,000,000
Extracting Comparative Sentences 136,300
Extracting and Filtering 41,660
Property Type Tagging (w/ Toxic Flitering) 12,315

Table 8: The size of the dataset during the data collection
pipeline is represented by the number of remaining sen-
tences or noun phrases at each step. The term “# of data”
denotes the amount of data left after each processing
stage.

noun phrase N , (4) All of N ,H,M, (5) others.
(3) Toxicity: The annotators are asked to check a
box if the data is toxic. Finally, the Fleiss’ κ score
of three-way classification during the annotation
phase is 0.312 for emergent property data and 0.410
for canceled property data. In CCPT, we contain
disaggregated human annotations for all questions.

Next, we calculate inter-annotator result for the
final dataset. For emergent and component prop-
erties, we randomly selected 100 samples for this
task, each reviewed by two annotators who had not
participated in the original annotation. The Fleiss’
κ score for this binary classification task was 0.498,
indicating agreement levels ranging from “moder-
ate” to “substantial.” For canceled properties, we
also selected 100 samples, with two annotators re-
viewing each example. The Fleiss’ κ score for this
binary classification is 0.505, indicating agreement
between “moderate” and “substantial” levels.

B Experimental Details

B.1 Implementation Details
We collect responses using Nucleus sampling with
T = 0.7 and p = 0.95, by selecting the most likely
sequence. Model responses are generated using
three different seeds, and we report the average
scores along with the standard error of the mean
(SEM).

B.2 Details in prompting
In this section, we explain our task instruction tem-
plates. For each method, we give a correct and
wrong answers for one example.

For the system prompt, refer to Table 9. For the
prompt given to Base method, refer to Table 10
and 13. For the CoT-prompting, refer to Table 11
and 14. Spread-Activation method uses a prompt
in Table 12 and 15. For the propery type prediction
task, refer to Table 16.

Our prompt for LLM-as-a-judge is in Table 17.

The prompt provides the fine-grained scoring crite-
ria from 1 to 10 and three scored examples.

B.3 Collecting human solutions

The students reported to need 25 to 45 minutes per
30 questions. We paid $78 per 167-question test
sheet and $94 for 200-question test sheet; This ex-
ceeds the minimum wage in the country the authors
and students are located in. The question format is
as below.

(Property induction - emergent property)
Conceptual combination: ‘{noun phrase}’, Type-
of-property: ‘emergent property’
Q. What is a property of ‘{noun phrase}’ that
‘{head noun}’ or ‘{modifier}’ doesn’t have?
A:

(Property induction - canceled property)
Conceptual combination: ‘{noun phrase}’, Type-
of-property: ‘canceled property’
Q. What is a canceled property which is a property
that belongs to ‘{head noun}’ or ‘{modifier}’ but
does not belong to a noun phrase ‘{noun phrase}’?
A:

(Noun phrase completion)
Head noun: ‘{head noun}’, Property: ‘{property}’
Q. What is a noun phrase using ‘{root}’ to be
‘{property}’?
A:

B.4 Recruiting Participants for Property Type
Classification

To check human ability for property type predic-
tion in Section 5.2, we recruited capable test par-
ticipants who did not participate by Amazon Me-
chanical Turk (MTurk).

We provided the participants with the concep-
tual combination and property and asked them to
classify the property type. The definition of the
conceptual combination and the property types are
described in the instructions. Three annotated data
instances (one per each property type) are also pro-
vided. Instruction is shown in Figure 7. As a re-
sult, when we regard the majority vote as a human-
annotated label, we get an accuracy of 87% for the
emergent property, 79% for the component prop-
erty, and 76% for the canceled property, with a total
accuracy of 81%.

We prepared the qualification Human Intelli-
gence Task (HIT), comprised of 10 thoroughly
verified examples with a payment of $1.0. We re-
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System Prompt

Conceptual combination is a task that combines two concepts, which can result in new properties. It involves a head noun, a modifier, and corresponding properties.
Here’s the definition of each component:

1. Head Noun: The original concept in the conceptual combination.
2. Modifier: The word that modify head noun to create a new conceptual combination.
3. Component Property: A property inherent to individual concepts (head noun or modifier).
4. Emergent Property: A new property that arises from the combination of the head noun and the modifier. This property does not exist in either concept individually
(head noun or modifier) but emerge in conceptual combination.
5. Canceled Property: A property that is inherent to individual concept (head noun or modifier) and negated due to the combination.

Table 9: System prompt for background of conceptual combination.

Task Instruction for Base Method in Noun Phrase Completion

Instructions:
1. You are given a head noun and emergent property. Your task is to generate a conceptual combination by adding one modifier.
2. You can use function word without any constraint.
3. Modifier should not have the given emergent property on its own, but the combination exhibits the emergent property.
4. Use the previous examples to learn the task.
5. Answer in dictionary format: {{"combination": "{{generated_combination}}", "modifier": "{{generated_modifier}}"}}. Do not include other formatting.

<Example 1>
- Head noun: apple
- Emergent property: unappetizing
- Correct answer: {{"combination": "brown apple", "modifier": "brown"}}

Above answer is correct because each component "brown" and "apple" do not possess "unappetizing" but "brown apple" does.

<Example 2>
- Head noun: banknote
- Emergent property: useless
- Wrong answer: {{"combination": "burned banknote", "modifier": "burned"}}

Above answer is wrong because modifier "burned" directly elicit property "useless". Avoid modifier which has given property in itself.

Then let’s begin:

Table 10: Task instruction for Base Method in NOUN PHRASE COMPLETION.

Task Instruction for Chain-of-Thought Method in Noun Phrase Completion

Instructions:
1. You are given a head noun and emergent property. Your task is to generate a conceptual combination by adding one modifier.
2. You can use function word without any constraint.
3. Modifier should not have the given emergent property on its own, but the combination exhibits the emergent property.
4. Come up with your reasoning process before giving your final answer.
5. Use the previous examples to learn the task.
6. Answer in dictionary format: {{"combination": "{{generated_combination}}", "modifier": "{{generated_modifier}}"}}. Do not include other formatting.

<Example 1>
- Head noun: apple
- Emergent property: unappetizing
- Correct answer: Let’s think step-by-step. A typical apple is fresh and appetizing, but certain modifications can make it unappetizing. Factors like discoloration,
decay, or unusual texture can contribute to this perception. A brown apple, for instance, appears spoiled or oxidized, making it less appealing to eat. So the answer is
{{"combination": "brown apple", "modifier": "brown"}}

Above answer is correct because each component "brown" and "apple" do not possess "unappetizing" but "brown apple" does.

<Example 2>
- Head noun: banknote
- Emergent property: useless
- Wrong answer: Let’s think step-by-step. A typical banknote has value and can be used for transactions, but certain modifications can make it useless. Burning a
banknote destroys its structure, making it unrecognizable and invalid as currency. So the answer is {{"combination": "burned banknote", "modifier": "burned"}}

Above answer is wrong because modifier "burned" directly elicit property "useless". Avoid modifier which has given property in itself.

Then let’s begin:

Table 11: Task instruction for CoT Method in NOUN PHRASE COMPLETION.
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Task Instruction for Spread Activation Method in Noun Phrase Completion

Instructions:
1. You are given a head noun, emergent property and a set of relevant concepts to solve a task. Your task is to generate a conceptual combination by adding one
modifier.
2. You can use function word without any constraint.
3. Modifier should not have the given emergent property on its own, but the combination exhibits the emergent property.
4. Come up with your reasoning process before giving your final answer.
5. Final answer should follow dictionary format: {{"combination": "{{generated_combination}}", "modifier": "{{generated_modifier}}"}}. Do not use other
formatting.

<Example 1>
- Head noun: apple
- Emergent property: unappetizing
- Relevant concepts: [’bland’, ’bitter’, ’inedible’, ’insipid’, ’unappealing’, ’unpalatable’]
- Correct answer: The goal is to find a modifier that does not inherently have the emergent property "unappetizing," but do when combined with "apple". Related
concepts such as bitter, inedible or unpalatable make apple unappetizing. To represent bitter apple, "yellow" can be used as a modifier. But yellow is somewhat related
to bitter because of the color of lemons. To represent inedible or unpalatable apple, "plastic" or "brown" can be used as a modifier. However plastic is directly related
to inedible. "Brown" as a modifier doesn’t imply inedible on its own, but when paired with "apple," it suggest an inedible state. So the answer is {{"combination":
"brown apple", "modifier": "brown"}}

Above answer is correct because each component "brown" and "apple" do not possess "unappetizing" but "brown apple" does.

<Example 2>
- Head noun: banknote
- Emergent property: useless
- Relevant concepts: [’counterfeit’, ’worthless’, ’ineffective’, ’futile’, ’meaningless’, ’pointless’]
- Wrong answer: The goal is to find a modifier that does not inherently have the emergent property "useless," but do when combined with "banknote". Related
concepts such as counterfeit or worthless make banknote useless. To represent counterfeit banknote, "fake" can be used as a modifier. But fake is somewhat related
to useless because of the meaning. To represent worthless banknote, "burned" can be used as a modifier. So the answer is {{"combination": "burned banknote",
"modifier": "burned"}}

Above answer is wrong because modifier "burned" directly elicit property "useless". Avoid modifier which elicit given property in itself.

Then let’s begin:

Table 12: Task instruction for Spread Activation Method in NOUN PHRASE COMPLETION.

Task Instruction for Base Method in Property Induction (Emergent)

Instructions:
1. You are given a combination of concepts. Your task is to generate emergent property of a combination.
2. Find a property that does not belong to any of the individual component in the combination but emerges when the words are combined.
3. Use the previous examples to learn how to do this.
4. Answer in dictionary format: {{"property": "{{generated_property}}"}}. Do not include other formatting.

<Example 1>
- Combination: Brown apple
- Correct answer: {{"property": "unappetizing"}}

Above answer is correct because property "unappetizing" does not belong to either "brown" and "apple", but belong to brown apple

<Example 2>
- Combination: burned banknote
- Wrong answer: {{"property": "useless"}}

Above answer is wrong because "burned" something can directly belong to property "useless". Ensure that the emergent property you generate does not directly
describe any of the individual words but is a characteristic of the combination as a whole.

Then let’s begin:

Table 13: Task instruction for Base Method in PROPERTY INDUCTION.
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Task Instruction for Chain-of-Thought Method in Property Induction (Emergent)

Instructions:
1. You are given a combination of concepts. Your task is to generate emergent property of a combination.
2. Find a property that does not belong to any of the individual component in the combination but emerges when the words are combined.
3. Use the previous examples to learn how to do this.
4. Come up with your reasoning process before giving your final answer.
5. Answer in dictionary format: {{"property": "{{generated_property}}"}}. Do not include other formatting.

<Example 1>
- Combination: Brown apple
- Correct answer: Let’s think step-by-step. "Brown" signifies a color change due to aging, oxidation, or decay, indicating the apple is no longer fresh. "Apple" is a
fruit that is typically appealing when fresh, but browning suggests overripeness or spoilage. Concepts like spectrum (color change) and growth (life cycle of the fruit)
reinforce this transition. So the answer is {{"property": "unappetizing"}}

Above answer is correct because property "unappetizing" does not belong to either "brown" and "apple", but belong to brown apple

<Example 2>
- Combination: burned banknote
- Wrong answer: Let’s think step-by-step. Individually, "burned" does not mean something is useless. A "banknote" by itself is valuable and serves as a medium of
exchange. However, when combined, a "burned banknote" implies that the note is damaged beyond recognition, making it invalid for transactions and effectively
useless as currency. So the answer is {{"property": "useless"}}

Above answer is wrong because "burned" something can directly belong to property "useless". Ensure that the emergent property you generate does not directly
describe any of the individual words but is a characteristic of the combination as a whole.

Then let’s begin:

Table 14: Task instruction for CoT Method in PROPERTY INDUCTION.

Task Instruction for Spread Activation Method in Noun Phrase Completion (Emergent)

Instructions:
1. You are given a combination of concepts and a set of relevant concepts to solve a task. Your task is to generate emergent property of a combination.
2. Find a property that does not belong to any of the individual component in the combination but emerges when the words are combined.
3. Come up with your reasoning process before giving your final answer.
4. Final answer should follow dictionary format: {{"property": "{{generated_property}}"}}. Do not include other formatting.

<Example 1>
- Combination: Brown apple
- Relevant concepts: [’fruit’, ’apple’, ’core’, ’cider’]
- Correct answer: The goal is to find an emergent property of "brown apple" that does not exist in "brown" or "apple" individually. "Fruit" and "apple" describe
general attributes, so they are excluded. "Core" and "Cider" are unrelated to "brown apple." "Withered" relates to a decayed state, which applies to "brown apple" but
not to "brown" or "apple" alone. To interpret "withered" naturally, we select "unappetizing" as the emergent property. So the answer is {{"property": "unappetizing"}}

Above answer is correct because property "unappetizing" does not belong to either "brown" and "apple", but belong to brown apple

<Example 2>
- Combination: burned banknote
- Relevant concepts: [’paper’, ’ash’, ’money’, ’value’]
- Wrong answer: The goal is to find an emergent property of a “burned banknote” that does not exist in either “burned” or “banknote” individually. The attributes
“paper” and “money” describe general properties of a banknote, so they are excluded.Likewise, “ash” describes a general property of something that is burned, so it
is also excluded. While a banknote possesses “value,” this characteristic disappears once the banknote is burned. Consequently, to convey the idea of “valueless”
naturally, we choose “useless” as the emergent property. So the answer is is: {{"property": "useless"}}

Above answer is wrong because "burned" something can directly belong to property "useless". Ensure that the emergent property you generate does not directly
describe any of the individual words but is a characteristic of the combination as a whole.

Then let’s begin:

Table 15: Task instruction for Spread Activation Method in Property Induction.
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Task Instruction for Property Type Prediction

Instructions:
1. You are given a combination and property. Your task is to predict a type of property.
2. Definition of each property type is as follows:
- Emergent: The property emerges from the combination of components.
- Component: The property is inherited by component of the combination.
- Canceled: The property is canceled out by the combination of components.
- Others: The property is not related to the combination nor components.
3. Use the previous examples to learn the task.
4. Answer in dictionary format: {{"property_type": "{{property_type}}"}}. Do not include other formatting.

<Example 1>
- Combination: peeled apple
- Property: round
- Correct answer: {{"property_type": "component"}}

Above answer is correct because property "round" is inherited by component "apple".

<Example 2>
- Combination: burned banknote
- Property: useless
- Wrong answer: {{"property_type": "emergent"}}

Above answer is wrong because modifier "burned" directly elicit property "useless".

Then let’s begin:

Table 16: Task instruction for property type prediction.

Prompt for LLM-as-a-Judge

Concepts are characterized by properties. For example, the concept "a chicken in front of a fox" strongly exhibits the property "in danger." When given a concept and a
property, your task is to evaluate how much the concept has the property on a scale from 1 to 10. You should follow the format: {{"relevance": your_relevance_score}}

Use the following scoring criteria to assign a relevance score:
- {{"relevance": 1}}: The concept does not have the property at all.
- {{"relevance": 2-3}}: The concept rarely has the property.
- {{"relevance": 4-6}}: The concept sometimes has the property.
- {{"relevance": 7-8}}: The concept usually has the property, but not always.
- {{"relevance": 9}}: The concept almost always has the property.
- {{"relevance": 10}}: The concept always has the property.
—
Examples:
—
Concept: Rusty
Property: Useless
Relevance: {{"relevance": 7}}
—
Concept: A chicken in the cage
Property: In danger
Relevance: {{"relevance": 2}}
—
Concept: A chicken in front of a fox
Property: In danger
Relevance: {{"relevance": 9}}
—
Concept: Wrench
Property: Destructive
Relevance:

Table 17: Prompt for LLM-as-a-judge.
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Instance:
- Head noun: "${root}"
- Modifier: "${modifier}"
- Combination: "${combination}"
- Property: "${property}"

Q1-1. How relevant is "${root}"  to "${property}"?

 1. Not Relevant
 2. Slightly Relevant

 3. Moderately Relevant
 4. Highly Relevant

 5. Fully Relevant
Q1-2. How relevant is "${modifier}"  to "${property}"?

 1. Not Relevant
 2. Slightly Relevant

 3. Moderately Relevant
 4. Highly Relevant

 5. Fully Relevant
Q1-3. How relevant is "${combination}"  to "${property}"?

 1. Not Relevant
 2. Slightly Relevant

 3. Moderately Relevant
 4. Highly Relevant

 5. Fully Relevant
Q2. Does the property emerge? (Your answer should be consistent with the 1-5 scaling above)

         Emergent property. The property "${property}"  newly emerges by the combination.

         Component property. The property "${property}"  is already in "${root}"  or "${modifier}" .

         Others. It does not apply to the first or second option. (e.g. The property "${property}"  is not related with "${combination}" , the combination
"${combination}"  itself is nonsense, etc...)

 NOTE:  Please check this box if aligning the property "${property}"  with "${combination}"  could be considered toxic (e.g., content that promotes racism, hate

speech, or NSFW material).

[Main HIT] Score how much the given concept has a given property!

Hello! We're very happy to work with you in this data annotation process. We are distinguishing the relationship of concepts and properties. You will be given a concept
and a property. The property may be a component property, emergent property, or a property which is unrelated/opposite with the concept. We need you to check

it!

What is a Conceptual Combination?

Conceptual combination is a process by which two or more concepts (e.g., apple, airplane) are combined to generate composite, higher-order meanings. For example,

when "white" and "jacket" are combined, the property "good for winter camouflage" newly emerges, a characteristic that is not inherent in either "white" or "jacket"
individually.

For detailed explanation of conceptual combination, refer to this [link].

Your task is two-fold:

First, measure how strongly the concept and the property are related on a scale of 1 to 5:

1 = Not Relevant

5 = Fully Relevant

Second, identify whether the property emerges by combination. Refer to following:

Emergent: An emergent property arises from the combination of concepts, not inherent in either. For example, "unstable" in "apple on a toothpick" emerges from
their combination, not individually.

Component: A component property refers to a property inherent to individual concepts. For example, "red" for "apple on a toothpick" is a component property

because "redness" is an inherent characteristic of the apple.

Please don't look up answers of AI. We want your personal judgement! Below are some examples. Then you will solve tasks.

Already-Solved Example 1

Already-Solved Example 2

Already-Solved Example 3

Already-Solved Example 4

Already-Solved Example 5

Already-Solved Example 6

Already-Solved Example 7

(Optional): Thanks for finishing this HIT! If something about the HIT was unclear, please let us know! Enter any other
feedback, comments, or questions here! We really appreciate them.

Feedback:

Feedback welcome!

Figure 5: Instructions provided for annotators of emergent property data candidates.

cruited participants from AU, CA, NZ, US, and
GB, with more than 10000 HITs approved, and a
HIT approval rate greater than 98%. Among 40,
this process resulted in 12 participants.

After qualification, we asked raters with a pay-
ment of $0.2 per HIT. Each example was evaluated
by three annotators and the inter-annotator agree-
ment was 0.59 in Fleiss’ Kappa (Fleiss, 1971).

B.5 Evaluation of relation between
LLM-as-a-Judge and Human Judge

To ensure the quality of evaluation metric in CCPT,
we measure a correlation between LLM-as-a-judge
and human ratings in Section 6.1. Like the previ-
ous subsection, we hire capable raters in Amazon
Mechanical Turk (MTurk) who did not participate
in the data annotation process before this test.

The basic qualifications are also made by na-
tionality (AU, CA, NZ, US, and GB), the number
of HITs approved (10000), and the HIT approval
rate (greater than 98%). We performed a qualifi-
cation test with a payment of $0.1 and chose 12
raters among the 85 applicants who had completed
more than 5 qualification HITs. We paid $0.1 for
the main rating. Refer to Figure 8 for the instruc-

tion that we used for the qualification and the main
judge task.
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(Please read carefully!! We are monitoring, and are blocking turkers if they do not read the task at all. We believe in your integrity!)

Instance:
- Head noun: "${root}"
- Modifier: "${modifier}"
- Combination: "${combination}"
- Property: "${property}"

Q1-1. How relevant is "${root}"  to "${property}"?

 1. Not Relevant
 2. Slightly Relevant

 3. Moderately Relevant
 4. Highly Relevant

 5. Fully Relevant
Q1-2. How relevant is "${modifier}"  to "${property}"?

 1. Not Relevant
 2. Slightly Relevant

 3. Moderately Relevant
 4. Highly Relevant

 5. Fully Relevant
Q1-3. How relevant is "${combination}"  to "${property}"?

 1. Not Relevant
 2. Slightly Relevant

 3. Moderately Relevant
 4. Highly Relevant

 5. Fully Relevant
Q2. Is the property negated? (Your answer should be consistent with the 1-5 scaling above!!)

         Canceled property. The property "${property}"  disappears (is negated) in "${combination}" , but the property "${property}"  was in "${root}"  or
"${modifier}" . (High relevance score with root & but low relevance with combination // High relevance score with modifier & but low relevance with combination

         Component property. The property "${property}"  is already in "${root}"  or "${modifier}" , and "${combination}"  also has the property

"${property}" .

         Others. It does not apply to the first or second option. (e.g. The property "${property}"  is not related with any of "${combination}" , "${root}"  or
"${modifier}"  / the combination "${combination}"  itself is nonsense, etc...)

 NOTE:  Please check this box if aligning the property "${property}"  with "${combination}"  could be considered toxic (e.g., content that promotes racism, hate
speech, or NSFW material).

[Main HIT] (can/com/oth) Score how much the given concept has a given
property!

Hello! We're very happy to work with you in this data annotation process.
We are distinguishing the relationship of concepts and properties. You will be given a conceptual combination (which is consisted of a head noun and a modifier)

and a property.
You want to find out a canceled property, which means that 'a head noun' or 'a modifier' had that property but it disappears when they are combined as a
conceptual combination.
However, the conceptual combination may still have the property, or 'a head noun', 'a modifier', and 'a conceptual combination' can all be unrelated/opposite with the

concept. We need you to check it!

What is a Conceptual Combination?

Conceptual combination is a process by which two or more concepts (e.g., apple, airplane) are combined to generate composite, higher-order meanings. For example,

when "white" and "jacket" are combined to "a white jacket", the property "good for winter camouflage" newly emerges, a characteristic that is not inherent in either
"white" or "jacket" individually. Likewise, when "rotten" and "apple" are combined to "a rotten apple", the apple's property "delicious" disappears.

For detailed explanation of conceptual combination, refer to this [link].

Your task is two-fold:

First, measure how strongly the concept and the property are related on a scale of 1 to 5:

1 = Not Relevant

5 = Fully Relevant

Second, identify whether the property is negated by combination. Refer to following:

Canceled: An negated property is negated due to the combination. For example, "crisp" for "rotten apple" is negated property because "crispness" of "apple" is

negated by the rottenness.

Component: A component property refers to a property inherent to individual concepts. For example, "red" for "apple on a toothpick" is a component property

because "redness" is an inherent characteristic of the apple.

Already-Solved Example 1

Already-Solved Example 2

Already-Solved Example 3

Already-Solved Example 4

Already-Solved Example 5

Already-Solved Example 6

Already-Solved Example 7

Please don't look up answers of AI. We want your personal judgement!

(Optional): Thanks for finishing this HIT! If something about the HIT was unclear, please let us know! Enter any other

feedback, comments, or questions here! We really appreciate them.
Feedback:

Feedback welcome!

Figure 6: Instructions provided for annotators of canceled property data candidates.
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Conceptual combination:caged tiger

Head noun:tiger

Modifier:caged

Property:pace restlessly

Q. What is a relation of the conceptual combination caged tiger and the
property pace restlessly? (Please imagine a mental image of the most
typical "tiger", do not consider the combination.)
A. Emergent property. The property "pace restlessly" emerges by the
combination of the "caged" and the "modifier" in "caged tiger". First, it is
easy to imagine a caged tiger pacing restlessly. So it will be 'component
property' or 'emergent property'. And typical tigers walk gracefully in a
forest. They won't pace restlessly!

−

Conceptual combination:pure crystal

Head noun:crystal

Modifier:pure

Property: be limpid

Q. What is a relation of the conceptual combination pure crystal and
the property be limpid? (Please imagine a mental image of the most
typical "crystal", do not consider the combination.)
A. Component property. The property "be limpid" is already solidly in
"pure" or "crystal", and "pure crystal" is just inheriting it. After all,
crystals are usually limpid! Pure crystal will be.. more limpid? :D

−

Conceptual combination:house on fire

Head noun:house

Modifier:fire

Property:be safe

Q. What is a relation of the conceptual combination house on fire and
the property safe? (Please imagine a mental image of the most typical
"house", do not consider the combination.)
A. Canceled property. "house" or "fire" have that property, but "house
on fire" does not. First, it is easy to imagine a house on fire is not safe.
However, houses are usually safe. The property "safe" of the house
disappears because of the fire.

[Main] Verify how the given conceptual combination(noun phrase) is
related to a given property(characteristics)!
Hello! Thank you for working with us. We are really happy that we get to work with you after the QUAL, and looking forward to our
cooperation.
We need your help to check if a noun phrase form of conceptual combination (a combination of two words) has a specific property.
You will answer one selection question per each HIT!

What is a Conceptual Combination?

A conceptual combination consists of:
- Head Noun: The central word (e.g., "apple").
- Modifier: A word that adds more detail to the head noun (e.g., "peeled").

When combined, the properties of the phrase might change or remain the same. For detailed explanation of conceptual combination, refer to [wikipedia site].

Example:
Conceptual Combination: "peeled apple"

1. Property: White
A peeled apple is usually white, even if "peeled" and "apple" aren’t directly related to being white.
The property "white" emerges, thus "white" is an emergent property.

2. Property: Round
A peeled apple is still round, because apples are round.
The property "round" remains, thus "round" is a component property.
(Our property data may have mixed passive voice and active voice. Please understand in a way that makes sense.)

3. Property: Red
An apple is usually red, but when peeled, it's not red anymore.
The property "red" disappears, thus "red" is a canceled property.

Here are some already-solved examples for you.
Important

Use your own knowledge. Don't look up answers or use AI. We want your personal judgement!

Here are some already-solved examples to help you understand the task:

Already-Solved Example 1: Emergent property

Already-Solved Example 2: Component property

Already-Solved Example 3: Canceled property

Example.

Conceptual combination:${0_combination}

Head noun: ${0_head}

Modifier: ${0_modifier}

Property: ${0_property}

Q. What is a relation of the conceptual combination ${0_combination} and
the property ${0_property}? (Please imagine a mental image of the most
typical "${0_head}", do not consider the combination.)

 Emergent property. The property "${0_property}" emerges by the
combination of the main noun and the modifier in "${0_combination}". (0)

 Component property. The property "${0_property}" is already solidly in
"${0_head}" or "${0_modifier}", and "${0_combination}" is just inheriting
it. (1)

 Canceled property. "${0_head}" or "${0_modifier}" have that property,
but "${0_combination}" does not. (2)

(Optional): Thanks for finishing this HIT! If something about the HIT was unclear, please let us know! Enter any other feedback,
comments, or questions here! We really appreciate them. If the HIT was clear, you can skip this part :D Feedback:

Feedback welcome!Figure 7: Instructions provided for raters in Amazon Mechanical Turk to collect human annotations for data quality.
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Example: how much the concept ${concept} has the property ${property}? Scale 1~10.

Concept:
${concept}

Property:${property}

 1  2  3  4  5  6  7  8  9  10

[Qual] Score how much a given noun/noun phrase
is related to a given property!!
Hello!
We need your help in scoring how much a given noun/noun phrase is related to a given property.
Concepts are characterized by properties. For example, the concept "a chicken in front of a fox" strongly exhibits the
property "in danger." When given a concept and a property, your task is to evaluate how much the concept has
the property on a scale from 1 to 10. Use the following scoring criteria to assign a relevance score:
- "relevance": 1: The concept does not have the property at all.
- "relevance": 2-3: The concept rarely has the property.
- "relevance": 4-6: The concept sometimes has the property.
- "relevance": 7-8: The concept usually has the property, but not always.
- "relevance": 9: The concept almost always has the property.
- "relevance": 10: The concept always has the property.

Examples:

Concept: Rusty

Property: Useless

Relevance: 7

Concept: A chicken in the cage

Property: In danger

Relevance: 2

Concept: A chicken in front of a fox

Property: In danger

Relevance: 9

(Optional): Thanks for finishing this HIT! If something about the HIT was unclear, please let us know! Enter any other
feedback, comments, or questions here! We really appreciate them. If the HIT was clear, you can skip this part :D
Feedback:
Feedback welcome!

Figure 8: Instructions provided for raters in Amazon Mechanical Turk to collect the relevance score between the
given property and a concept.
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