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Abstract
Large Language Models (LLMs) achieve state-
of-the-art performance but are challenging to
deploy due to their high computational and
storage demands. Pruning can reduce model
size, yet existing methods assume public ac-
cess to calibration data, which is impractical
for privacy-sensitive applications. To address
the challenge of pruning LLMs in privacy-
preserving settings, we propose FedSpaLLM,
the first federated learning framework designed
specifically for pruning LLMs. FedSpaLLM
enables clients to locally prune their models
based on private data while accounting for sys-
tem heterogeneity and maintaining communi-
cation efficiency. Our framework introduces
several key innovations: (1) a novel ℓ0-norm
aggregation function that ensures only non-
zero weights are averaged across clients, pre-
serving important model parameters; (2) an
adaptive mask expansion technique that meets
global sparsity targets while accommodating
client-specific pruning decisions; and (3) a
layer sampling strategy that reduces communi-
cation overhead and personalizes the pruning
process based on client resources. Extensive
experiments show that FedSpaLLM improves
pruning performance in diverse federated set-
tings. The source code can be found at https:
//github.com/BaiTheBest/FedSpaLLM.

1 Introduction

Large Language Models (LLMs) such as
GPT (OpenAI, 2023) and LlaMA (Touvron et al.,
2023) have recently transformed the field of Natu-
ral Language Processing (NLP) due to their ability
to perform exceptionally well across a variety of
complex language benchmarks. However, the in-
creasing scale of these models, which can contain
billions of parameters, also brings significant com-
putational and storage costs. The high memory
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and inference costs make it challenging to deploy
LLMs in real-world applications where resources
are constrained (Bai et al., 2024a). Consequently,
there has been an increasing interest in model com-
pression techniques such as pruning, quantization,
and knowledge distillation, which aim to reduce
the computational load while maintaining model
performance (Zhu et al., 2023). Among these tech-
niques, pruning has emerged as a highly effective
approach for reducing the size and complexity of
LLMs by introducing sparsity into the models.

Despite the recent success of LLM pruning meth-
ods, existing approaches predominantly assume
that the calibration data used for pruning is publicly
available (Frantar and Alistarh, 2023; Sun et al.,
2023). However, in many real-world scenarios, es-
pecially when dealing with sensitive applications
like medical agents or financial systems, the data
used for pruning might be private and cannot be
shared openly (Ren et al., 2024). On the other hand,
Federated Learning (FL), a distributed machine
learning technique that enables multiple clients to
collaboratively train models without sharing their
private data, has gained significant popularity in
traditional machine learning (Zhang et al., 2021).
However, most works on LLMs in FL settings have
focused on fine-tuning. Due to the intrinsic differ-
ences between fine-tuning and pruning, existing
FL-based fine-tuning methods cannot handle the
problem of pruning LLMs with private data.

To address the challenges posed by prun-
ing LLMs in federated settings, where private
data cannot be shared and heterogeneity ex-
ists among clients, we propose a novel method
called FedSpaLLM (Federated Sparse LLM).
FedSpaLLM is the first framework that allows prun-
ing LLMs under a federated learning setting with
resource heterogeneity. Our method allows each
client to prune its local model based on its data
while maintaining privacy and accommodating di-
verse computational resources.
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Our contributions are summarized as follows:

• Federated pruning framework for LLMs: We
present the first framework for pruning LLMs in
FL, allowing collaborative pruning with private
local data.

• ℓ0-norm aggregation: We introduce a novel
aggregation function that preserves important
weights by averaging only non-zero elements
across client models.

• Adaptive mask expansion: We propose a mask
expansion technique to meet global sparsity tar-
gets while accounting for client-specific pruning.

• Layer sampling: We develop a resource-aware
layer sampling strategy, enabling personalized
pruning and reducing communication costs.

• Extensive evaluation: We conduct comprehen-
sive experiments, showing that FedSpaLLM im-
proves both pruning efficiency and model perfor-
mance in heterogeneous federated environments.

2 Related Work

Pruning of LLMs. Pruning regained prominence
in the late 2010s for reducing inference costs (Han
et al., 2015). LLM pruning can be categorized into
structured and unstructured pruning.

Unstructured pruning removes individual pa-
rameters without regard to model structure, of-
ten using thresholds to nullify smaller weights.
SparseGPT (Frantar and Alistarh, 2023) achieves
up to 60% parameter reduction in LLMs with min-
imal performance loss. Wanda (Sun et al., 2023)
introduces a pruning criterion based on both weight
magnitude and activations, particularly effective in
linear layers. DynaTran (Tuli and Jha, 2023) dy-
namically prunes activations at runtime, enhanced
by a custom ASIC architecture.

Structured pruning removes groups of param-
eters such as filters or attention heads. LLM-
Pruner (Ma et al., 2023) combines first-order data
and Hessian information for structured pruning,
while LoSparse (Li et al., 2023) uses low-rank
and sparse approximations to balance pruning and
model expressiveness. Structured pruning of hid-
den dimensions, as shown by (Tao et al., 2023),
extends to embeddings and attention heads. Zi-
pLM (Kurtic et al., 2023) optimizes structured com-
pression for accuracy and hardware efficiency.
Federated Learning with LLMs. FL on LLMs
has primarily focused on LLM fine-tuning and has
gained attention for enabling private and efficient

model updates. FedPrompt (Zhao et al., 2023) in-
troduces prompt-tuning in FL, reducing communi-
cation costs by updating only soft prompts. Fang
et al. (2024) and Li et al. (2024b) leverage low-
rank adapters for parameter-efficient fine-tuning,
improving training speed and accuracy. FedNLP
(Lin et al., 2022) provides a benchmarking frame-
work for evaluating FL methods on NLP tasks.
FedAdapter (Cai et al., 2023) uses adapters to accel-
erate model convergence in federated settings. FeD-
eRA (Yan et al., 2024) employs singular value de-
composition to further improve LoRA-based fine-
tuning efficiency. C2A (Kim et al., 2023) intro-
duces a hypernetwork-based framework for gener-
ating client-specific adapters to handle client het-
erogeneity. FedBPT (Sun et al., 2024) enables effi-
cient prompt-tuning with a gradient-free approach,
reducing memory and communication costs. PrE-
Text (Hou et al., 2024) generates differentially pri-
vate synthetic data to enable central training, reduc-
ing on-device computation.
Federated Pruning on DNNs. Model pruning
in FL improves efficiency by reducing communi-
cation and computation costs. FedP3 (Yi et al.,
2024) and HeteroFL (Diao et al., 2021) address
client model heterogeneity, enabling smaller, per-
sonalized models. FedTiny (Huang et al., 2023)
and PruneFL (Jiang et al., 2022) implement pro-
gressive pruning to fit models within resource con-
straints. FedPrune (Munir et al., 2021) improves
performance by pruning global models based on
client capabilities, while Complement Sparsifica-
tion (Jiang and Borcea, 2023) reduces communica-
tion overhead using sparsity techniques. However,
all the work above only applies to smaller DNNs,
and cannot trivially scale to massive LLMs.
Federated Distillation. In addition to model prun-
ing, knowledge distillation (KD) has been explored
as a resource-efficient approach to training NNs
in edge environments (Li et al., 2024a). In this
paradigm, a smaller proxy model is used to facili-
tate learning, either by mimicking the behavior of
a larger model or by aggregating knowledge from
multiple clients. For instance, FedBiOT (Wu et al.,
2024) introduces a method for locally fine-tuning
LLMs without requiring full-model transmission,
allowing clients to distill and learn from a proxy
model. Similarly, DaFKD (Wang et al., 2023),
a domain-aware FL knowledge distillation frame-
work, incorporates domain-specific adaptations to
improve the generalization of models across het-
erogeneous clients.
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Despite the merits of federated distillation,
our proposed approach offers several advantages.
Proxy models and FL distillation methods require
training additional models, increasing computa-
tional overhead. Additionally, they assume an
accessible public dataset for generating the soft
labels, which usually does not hold in practice.
Our framework directly prunes the global LLM
without auxiliary models and any additional public
data. It achieves target sparsity across heteroge-
neous clients while maintaining privacy through
local pruning and aggregation.

3 Preliminaries

3.1 Pruning of LLMs

In this work, we focus on unstructured prun-
ing, (Frantar and Alistarh, 2023; Sun et al., 2023;
Bai et al., 2024b) which typically utilizes local
pruning. Local pruning circumvents the memory
issue mentioned above by dividing the full model
compression into sub-problems for each layer and
constructing a local loss to measure the ℓ2-error
between the outputs of the uncompressed and com-
pressed layers. Hence, the local pruning can be
formulated by:

min
Mℓ,”Wℓ

∥Wℓ ·Xℓ − (Mℓ ⊙ Ŵℓ) ·Xℓ∥22, (1)

where ⊙ denotes element-wise multiplication. Al-
though smaller than the global pruning, the local
pruning still needs to optimize both the mask Mℓ

and the remaining weights Ŵℓ and thus remains
NP-hard. Therefore, exactly solving it for larger
layers is unrealistic, leading all existing methods to
resort to approximations.

Mask Selection & Weight Reconstruction. A
particularly popular approach is to separate the
problem into mask selection and weight reconstruc-
tion (Hubara et al., 2021; Kwon et al., 2022). Con-
cretely, this means first choosing a pruning mask
M according to some salient criterion, like the
weight magnitude (Zhu and Gupta, 2017), and then
optimizing the remaining unpruned weights while
keeping the mask unchanged. Importantly, once the
mask is fixed, Eq. 1 turns into a linear regression
problem that can be easily optimized.

3.2 Background of Federated Learning

FL is a distributed machine learning paradigm
designed to enable collaborative training of a sin-
gle global model without exchanging private data

between clients (Gu et al., 2023). In this setup,
multiple clients, each with their own local dataset,
train their local models independently. The cen-
tral server coordinates the process by sending the
global model to a selected group of clients. These
clients then perform local optimization using their
respective datasets. After local training, the up-
dated models are sent back to the server, where
they are aggregated to update the global model.

In each communication round, the server aggre-
gates the updates from multiple clients to refine the
global model. Mathematically, let Di denote the
local dataset of the i-th client, and θ represent the
global model parameters. The process of updating
the global model is given by:

θ̃ ∈ argmin
∑K

i=1
αi · L(Di; θ), (2)

where L(Di; θ) is the local objective function com-
puted over the dataset Di with the model parame-
ters θ. The factor αi is typically proportional to the
size of client i’s dataset, i.e., αi =

|Di|∑
i |Di| , and K

denotes the total number of participating clients.
There exist various methods for aggregating

client updates, with FedAvg (McMahan et al.,
2017) being the most widely adopted due to its
simplicity and effectiveness in a wide range of FL
applications. This method aggregates the client
updates weighted by their respective dataset sizes,
providing a robust way to train models in data-
sensitive environments.

4 Proposed Method

In this section, we present FedSpaLLM, our
novel framework for federated pruning of large
language models (LLMs). The proposed method
is designed to address the challenges of pruning in
federated learning settings, specifically targeting
communication efficiency and system heterogene-
ity across clients. We first formulate the problem
of pruning LLMs in an FL setup and introduce a
specialized aggregation function based on the ℓ0-
norm to handle sparse model updates. Next, we
propose an adaptive mask expansion technique to
ensure that the global model meets the target spar-
sity, even when clients generate diverse pruning
masks. Finally, we introduce a layer sampling strat-
egy that allows clients to prune subsets of model
layers based on their computational resources, en-
abling personalized pruning and reducing commu-
nication costs.
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Figure 1: Visualization of the proposed FedSpaLLM framework. Instead of transmitting the full model at each
communication round, the server samples a subset of layers based on each client’s computational resources. Clients
prune only the sampled layers and retain the rest from their cached pre-trained dense model. After local pruning,
clients only send their pruned layers to the server, which aggregates the pruned layers using a novel ℓ0-norm
aggregation function that averages only the non-zero parameters. This approach ensures that important weights
are preserved while reducing communication overhead. The layer sampling strategy enables personalized pruning
tailored to client heterogeneity, reducing resource usage without compromising overall model performance.

Figure 1 provides a visual overview of the
FedSpaLLM framework, illustrating how clients
and the central server interact during the pruning
process.

4.1 Problem Formulation

We present the first formulation of pruning
LLMs under the FL setting. In this scenario, mul-
tiple clients collaboratively prune a global LLM
while ensuring that their local data remains private.
Let Wg denote the global model parameters, where
Wg ∈ Rd, and each client i holds its own local
dataset Di = {Xi, Yi} for training and pruning
purposes.

During pruning, each client applies a binary
pruning mask, Mi ∈ {0, 1}d, to its local model
Wi. This mask determines which weights are re-
tained (Mi = 1) and which are pruned (Mi = 0).
The objective is to prune the global model while
ensuring that the pruned models on each client
still perform effectively on their respective local
datasets. Importantly, our formulation allows for
model heterogeneity or personalization, meaning
that each client can have its own set of model pa-
rameters, Wi, which differs from the global model,
Wg. This flexibility contrasts with the traditional
FL setting, where all clients share the same global
model.

The overall objective of federated pruning is to
minimize the weighted sum of local losses across
clients. Each client i minimizes its local loss func-

tion Li based on the pruned model Mi ⊙Wi. For-
mally, this can be written as:

min
W1,...,WN ,M1,...,MN

∑N

i=1
αi · Li(Mi ⊙Wi), (3)

subject to the global model Wg being an aggrega-
tion of the locally pruned models:

Wg = Ω
(
M1 ⊙W1, . . . ,MN ⊙WN

)
, (4)

where Ω denotes the aggregation function that com-
bines the pruned models from all clients to update
the global model.

Our formulation is general and supports model
heterogeneity, where each client may have its own
model parameters, Wi, as opposed to the vanilla
FL setting sharing a common global model. This
flexibility is crucial for accommodating diverse
client environments, making our method applicable
to a wide range of real-world federated pruning
scenarios.

4.2 Aggregation Function
ℓ0-norm Aggregator. In traditional FL, the model
weights from different clients are aggregated using
a simple mean average or a similar function after
each round of local updates. However, in our case,
the parameters are sparsified through pruning, re-
sulting in binary pruning masks. Due to the discrete
nature of these masks, using a vanilla average func-
tion is not suitable. Specifically, when aggregating
binary masks, dividing by the total count of clients
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Figure 2: Visualization of the proposed Aggregation Function of FedSpaLLM to handle heterogeneous sparsified
parameters. After clients prune their local models, the server aggregates the pruned layers by using the ℓ0-norm
aggregation function. This method avoids diluting the effect of unpruned weights by excluding zeros from the
averaging process, thus preserving important parameters. To achieve the target global sparsity, an adaptive mask
expansion is applied: the server counts the number of times each weight has been pruned across clients and uses this
information to expand the pruning mask. The mask expansion prioritizes pruning weights that are most commonly
pruned across clients, balancing individual client pruning decisions with the global sparsity goal.

would incorrectly include zeros (pruned positions)
in the calculation, causing the averaged value to
approach zero. This leads to an undesirable conver-
gence, where the model parameters tend to vanish
as the denominator grows larger than it should be.

To address this, we propose an aggregation func-
tion based on the ℓ0-norm. Instead of averag-
ing over all elements, we compute the average
only over the non-zero elements (i.e., weights
that are retained across clients). Mathematically,
given the pruning masks M1,M2, . . . ,MN from
N clients and the corresponding local weights
W1,W2, . . . ,WN , the aggregation is defined as:

Wg =

∑N
i=1Mi ⊙Wi∥∥∥
∑N

i=1Mi

∥∥∥
ℓ0

. (5)

In this way, the aggregation only considers the non-
zero elements, ensuring that the resulting global
weights do not tend toward zero unless they are
truly pruned across all clients. This method ensures
the correct balance between sparsity and preserving
important weights in the global model.
Adaptive Aggregation w/. Mask Expansion. An-
other challenge arises from the heterogeneity of
data across clients. Even with the same target spar-
sity, different clients may generate different prun-
ing masks based on their local data. If we simply
averaged these masks, the result would be equiva-
lent to taking the intersection of all local masks. In
other words, only the weights pruned by all clients
would be pruned in the global model. This leads
to a situation where the global model’s sparsity is

always smaller than the target sparsity, as fewer
weights are pruned overall.

To address this, we propose an mask expansion
technique. The idea is to first apply the ℓ0-norm
aggregation described above and then expand the
global pruning mask to achieve the target spar-
sity. Specifically, after the initial aggregation, we
count the number of zeros (pruned positions) for
each weight across clients. If the count is below
the target sparsity, we sort the remaining weights
and select the ones with the most agreement (i.e.,
those that are most commonly pruned) to prune fur-
ther, ensuring the final sparsity matches the desired
level.

Let Cj represent the number of zeros for the j-th
weight across clients, where:

Cj =
∑N

i=1
I(M (j)

i = 0), (6)

where I(·) is the indicator function that returns 1
if M (j)

i = 0 (the j-th weight is pruned by client
i) and 0 otherwise. After counting, we sort the
weights based on their Cj values and expand the
pruning mask for weights that are not fully agreed
upon by all clients. To achieve the target sparsity
s, we select the top-k weights from the sorted list,
where:

k = ceil(s · d)−
∑d

j=1
I(Cj = N), (7)

where d is the total number of weights and s is
the target sparsity. The first term ensures that the
final mask achieves the desired sparsity, and the
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Algorithm 1 FedSpaLLM: Federated Pruning of Large Language Models

Require: Global LLM model Wg, Number of communication rounds T , Number of clients N , Sparsity
target s, Client computational resources {ri}Ni=1

Ensure: Pruned global model W ′
g

1: Initialize global model Wg

2: for each communication round t = 1 to T do
3: Server: Sample a subset of layers for each client based on computational resources
4: for each client i = 1 to N do
5: Sample ki layers: Li ← Sample(L, ki),where ki ∝ ri
6: Send only the sampled layers Li to client i
7: end for
8: for each client i = 1 to N in parallel do
9: Client: Prune the received layers Li with local data

10: Use pre-cached dense layers for unsampled layers
11: Generate pruning mask Mi for layers Li: Mi ← GeneratePruningMask(Wg[Li],LocalDatai)
12: Prune and update local model: W ′

i ←Mi ⊙Wg[Li]
13: Send pruned weights W ′

i [Li] and mask Mi back to the server
14: end for
15: Server: Aggregate pruned layers using ℓ0-norm aggregation
16: W ′

g ← ℓ0-NormAggregation({W ′
i [Li],Mi}Ni=1)

17: Apply adaptive mask expansion to achieve target sparsity s
18: Adjust global pruning mask to meet desired sparsity level
19: end for
20: return Final pruned global model W ′

g

second term subtracts the number of weights that
are already pruned by all clients (i.e., those where
Cj = N ).

By employing this sorting and expansion
method, we ensure that the global pruning mask
adheres to the desired sparsity while reflecting the
commonly agreed-upon pruned positions, balanc-
ing individual client decisions and the global spar-
sity requirement.

4.3 Personalization with Layer Sampling
In FL for LLM pruning, communication over-

head, and system heterogeneity are key challenges.
The pruning of LLMs is typically done in a lo-
cal manner, where the pruning of each decoder
layer is independent, allowing for efficient and flex-
ible layer sampling. This independence enables
us to design a novel sampling strategy that main-
tains both efficiency and pruning accuracy while
addressing the diverse computational capacities of
clients.
Remark: Unlike traditional FL, where models are
typically fine-tuned holistically, pruning in LLMs
allows each decoder layer to be pruned indepen-
dently. We exploit this property by sampling layers,
significantly reducing communication costs with-

out compromising the overall pruning outcome.
Layer Sampling Strategy. In each communication
round, the server randomly samples a subset of
layers from the LLM for each client to prune. Let
L = {l1, l2, . . . , lm} denote the set of all layers in
the LLM, where m is the total number of layers.
For each client i, the server selects a subset of
layers Li ⊆ L to be pruned, where the number of
layers sampled, |Li| = ki, is proportional to the
computational capacity of client i, denoted as ri.
Formally,

Li = Sample(L, ki), ki ∝ ri. (8)

Once client i receives the subset Li, it performs
pruning on the sampled layers while retaining the
original weights of the unsampled layers. Let
Wg = {W1,W2, . . . ,Wm} represent the global
model weights, and Mi = {M1,M2, . . . ,Mm}
represent the pruning masks for client i. The lo-
cally pruned model W ′

i is updated as:

W ′
i =

®
Mj ⊙Wj , if j ∈ Li,

W dense
j , if j /∈ Li.

(9)

For unsampled layers j /∈ Li we retain their origi-
nal unpruned dense weights W dense

j . This process
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ensures that communication costs are minimized,
as we only need to communicate the sampled layers
Li, only a portion of the model, in each round.

Corollary 4.1 (Sparsity Guarantee). Let Sglobal de-
note the target global sparsity, and let Si be the
sparsity achieved by client i on its local model. If
the layer sampling strategy ensures that all layers
L are sampled at least once across all clients in
each communication round, the aggregated global
pruned model Ŵg will maintain the same sparsity
as the target sparsity Sglobal. Since all clients share
the same target sparsity, and our ℓ0-norm aggre-
gation guarantees that the aggregated layers have
the exact sparsity as the locally pruned layers, the
sparsity of the global model will always equal the
desired target. Formally:

Sglobal = Si, ∀i, (10)

where N is the total number of clients. Thus, the
sparsity of the global model is consistent with the
target across all communication rounds.

This corollary ensures that, with our sampling
strategy, the global model will meet the desired
global sparsity after aggregation.

Theorem 4.2 (Unbiased Estimator). Let Ŵg denote
the global model obtained by aggregating pruned
models after layer sampling, and W ∗

g be the global
model obtained if all layers were pruned at every
client (without sampling). The model Ŵg is an
unbiased estimator of W ∗

g under the layer sampling
strategy. Formally:

E[Ŵg] = W ∗
g . (11)

This holds as long as each layer has an equal
probability of being selected across clients during
each communication round, ensuring that all layers
are eventually represented in the final aggregated
model.

Theorem 1 ensures that the global model ob-
tained by layer sampling converges to the same
result as if every client had pruned all layers. The
key here is the randomness of the layer selection
process: over multiple communication rounds, the
expected contribution of each layer is preserved, re-
sulting in an unbiased estimate of the fully pruned
model. This guarantees that our sampling strategy
does not introduce systematic errors and that, over
time, the sampled model will mirror the perfor-
mance of the fully pruned model.

5 Experiments

Experiments Setup. We implement our
FedSpaLLM in PyTorch (Paszke et al., 2019) and
use the HuggingFace Transformers library (Wolf
et al., 2019) for handling models and datasets.
All pruning experiments are conducted on
NVIDIA A100 GPUs. For each client, we utilize
SparseGPT (Frantar and Alistarh, 2023) to perform
pruning. For the calibration data, we follow
(Frantar and Alistarh, 2023) and use 2048-token
segments, randomly chosen from the first shard of
the C4 (Raffel et al., 2020) dataset. This represents
generic text data crawled from the internet and
ensures that our experiments remain zero-shot
since no task-specific data is seen during pruning.
In addition, we consider a random pruning baseline
in which the model is randomly pruned to the
target sparsity.

In particular, we perform experiments on the
OPT model family (Zhang et al., 2022) and LlaMA-
2 model family (Touvron et al., 2023) with 4, 8,
and 16 clients. We consider OPT-125m, OPT-
1.3b, and LlaMA-2 7b with unstructured sparsity
of 50% to 80%. In each communication round,
each of the clients receives a copy of the same
global model from the server and each client is as-
sumed to utilize 32 calibration samples to perform
its own pruning. By evaluating models of vary-
ing sizes alongside different number of clients, we
can gain a more comprehensive understanding of
FedSpaLLM’s performances in its scalability and
robustness. In terms of metrics, we mainly focus on
perplexity, which is known to be a challenging and
stable metric that is well-suited for evaluating the
accuracy of compression methods (Yao et al., 2022;
Dettmers and Zettlemoyer, 2023), and thus mea-
suring the performances of the compressed models.
We consider the test sets of raw-WikiText2 (Merity
et al., 2016) (WT-2) and PTB (Marcus et al., 1994)
as well as a subset of the C4 validation data, which
are all popular benchmarks in LLM compression
literature (Yao et al., 2022; Park et al., 2022; Fran-
tar and Alistarh, 2023; Sun et al., 2023).

5.1 Results and analyses

We present the perplexity results in Tables 1 to 3.
In the tables, we report the random pruning base-
line, denoted by “Random", the average perplexity
of the client models, denoted by “standalone", and
the global model, denoted by “FedSpaLLM". From
the results, we see that random pruning results in
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OPT-125m

Sparsity 50% 60% 70% 80%

Dataset WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4

Random 1.45e4 1.36e4 1.17e4 1.86e4 1.74e4 1.62e4 2.16e4 2.09e4 1.96e4 3.22e4 3.22e4 3.03e4
Standalone 37.87 57.38 33.78 62.09 93.14 49.38 237.07 296.61 158.54 1699.62 1907.27 759.18
FedSpaLLM 37.65 57.07 33.75 61.28 92.32 48.96 226.44 287.72 152.96 1414.77 1699.16 739.97

OPT-1.3b

Sparsity 50% 60% 70% 80%

Dataset WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4

Random 1.90e4 1.92e4 1.75e4 1.77e4 1.73e4 1.67e4 2.14e4 2.23e4 2.01e4 3.00e4 3.10e4 2.97e4
Standalone 18.16 26.78 20.31 23.55 35.93 24.15 62.08 97.46 52.13 1814.44 1756.18 636.56
FedSpaLLM 18.09 26.52 20.13 22.70 34.05 23.72 54.87 82.99 48.05 1653.65 1564.86 598.83

LlaMA-2 7b

Sparsity 50% 60% 70% 80%

Dataset WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4

Random 8.83e4 1.20e5 1.41e5 1.98e5 2.99e5 1.92e5 5.06e4 4.98e4 4.93e4 4.99e4 4.91e4 4.97e4
Standalone 7.13 185.18 9.47 10.71 1255.83 13.52 31.60 6582.79 34.17 124.59 8398.51 110.45
FedSpaLLM 6.71 88.15 9.03 9.02 300.35 11.94 20.14 1371.44 23.28 119.21 3382.99 98.87

Table 1: Average perplexity of the client models and perplexity of the global model with 4 clients; the lower the
perplexity, the better.

OPT-125m

Sparsity 50% 60% 70% 80%

Dataset WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4

Random 1.24e4 1.12e4 9.93e3 1.65e4 1.52e4 1.40e4 2.11e4 2.04e4 1.86e4 3.29e4 3.31e4 3.15e4
Standalone 38.40 57.51 33.95 64.52 94.19 50.08 244.90 308.59 158.49 1655.23 1893.9 732.29
FedSpaLLM 38.01 56.66 33.65 63.00 91.50 49.10 217.54 274.06 147.58 1415.78 1611.45 665.36

OPT-1.3b

Sparsity 50% 60% 70% 80%

Dataset WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4

Random 1.59e4 1.44e4 1.40e4 2.15e4 2.17e4 1.84e4 2.26e4 2.27e4 2.06e4 3.25e4 3.27e4 3.22e4
Standalone 18.51 27.18 20.29 23.99 36.53 24.54 68.70 108.93 56.28 2109.46 2134.22 733.80
FedSpaLLM 18.38 27.89 20.03 23.20 35.60 23.75 63.31 105.37 54.85 1979.77 1989.21 690.86

LlaMA-2 7b

Sparsity 50% 60% 70% 80%

Dataset WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4

Random 2.62e5 1.14e5 2.92e5 6.57e4 6.11e4 6.58e4 6.15e4 6.25e4 6.17e4 4.57e4 4.76e4 4.78e4
Standalone 7.17 193.89 9.43 10.76 1126.63 13.45 30.77 8349.21 33.31 134.08 1.3e4 108.87
FedSpaLLM 6.70 73.67 8.97 9.09 175.98 12.03 21.18 1242.25 24.98 117.73 2819.17 96.44

Table 2: Average perplexity of the client models and perplexity of the global model with 8 clients; the lower the
perplexity, the better.

perplexity that are orders of magnitude higher than
both standalone and FedSpaLLM. As the model
size increases, the performances of random pruning
becomes even worse. This suggests that random
pruning may have pruned weights that are crucial
for maintaining model quality. Comparing stan-
dalone and FedSpaLLM, we see that across the
models, datasets, and sparsity levels, FedSpaLLM
consistently outperforms standalone in achieving
lower perplexity. In general, as the target sparsity
increases, we see more noticeable improvements in
the perplexity of the global model over the client
models. This is expected because as the sparsity in-
creases, more information is required to accurately
prune the model weights to maintain the model per-

formances. In essence, each of the client models
is pruned with the private calibration samples of
each client while the global model benefits from
the collaborative information from the communi-
cated weights from the clients. As a result, the
global model is effectively utilizing a signicantly
larger calibration sample set, even though such a
centralized calibration sample set is prohibited in
FL setting as the client’s calibration samples are
private. Notably, FedSpaLLM achieves substan-
tially lower perplexity compared to standalone in
higher sparsity levels, highlighting the benefits of
FedSpaLLM where the clients collaboratively con-
tribute to the global model with much better perfor-
mances while the privacy of their own data is well
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OPT-125m

Sparsity 50% 60% 70% 80%

Dataset WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4

Random 1.22e4 1.14e4 9.96e3 1.66e4 1.56e4 1.45e4 2.47e4 2.35e4 2.24e4 3.20e4 3.23e4 2.95e4
Standalone 38.24 57.37 33.91 67.42 98.29 51.92 264.88 326.87 171.83 1624.46 1764.94 777.79
FedSpaLLM 38.00 56.90 33.62 66.41 97.92 51.84 240.18 304.17 167.30 1389.22 1454.49 700.84

OPT-1.3b

Sparsity 50% 60% 70% 80%

Dataset WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4

Random 1.80e4 1.77e4 1.53e4 1.88e4 1.87e4 1.75e4 2.32e4 2.22e4 2.14e4 2.99e4 3.02e4 2.94e4
Standalone 18.99 27.48 20.76 25.01 37.87 25.49 82.24 138.91 65.53 2472.21 2475.89 873.45
FedSpaLLM 18.20 27.30 20.52 23.93 36.36 22.72 77.51 129.40 63.62 2327.93 2361.86 838.53

LlaMA-2 7b

Sparsity 50% 60% 70% 80%

Dataset WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4 WT-2 PTB C4

Random 1.76e5 2.79e5 2.19e5 8.30e4 7.96e4 7.92e4 9.73e4 2.54e5 1.13e5 5.20e4 4.89e4 4.89e4
Standalone 7.17 188.35 9.41 10.80 969.84 13.44 31.81 6671.71 33.20 137.21 7757.43 106.87
FedSpaLLM 6.75 70.79 9.04 9.33 178.15 12.45 25.09 702.03 27.27 115.91 1791.83 94.87

Table 3: Average perplexity of the client models and perplexity of the global model with 16 clients; the lower the
perplexity, the better.

maintained. Furthermore, we can see the improve-
ments in the perplexity of the global model over
the client models are particularly significant for the
LlaMA-2 model family and the PTB dataset. We
observe that, in the case of LlaMA-2 7b, the client
models generally struggle with the PTB dataset
from sparsity 60% and beyond, regardless of the
number of clients. In many of those cases, the
global model achieves up to 5 times better perplex-
ity values. This demonstrates the effectiveness of
FL in the pruning tasks. In addition, we do not ob-
serve there is noticeable trend in perplexity values
with varying number of clients and the perplexity
values of the global models are comparable regard-
less of the number of clients participating in FL,
when the sparsity level is small.

6 Conclusion

In this paper, we introduced FedSpaLLM, a
novel framework for pruning LLMs in federated
learning settings. By addressing key challenges
such as communication efficiency and system
heterogeneity, FedSpaLLM enables collaborative
pruning without sharing private data. Our method
introduces several innovations, including the use
of ℓ0-norm aggregation for handling sparse model
updates, an adaptive mask expansion technique to
ensure target global sparsity and a layer sampling
strategy that personalizes the pruning process based
on client resources.

Through extensive experiments, we demon-
strated that FedSpaLLM significantly reduces
the communication and computational costs of

LLM pruning while maintaining model perfor-
mance across diverse, real-world federated environ-
ments. Our results showed that FedSpaLLM out-
performs existing approaches in global model per-
plexity, making it a promising solution for resource-
constrained applications where privacy is critical.

In future work, we aim to extend FedSpaLLM
to other model compression techniques, such as
quantization and distillation, to further improve ef-
ficiency in federated learning scenarios. Addition-
ally, exploring more advanced techniques for client
selection and resource-aware scheduling could en-
hance the adaptability and scalability of the frame-
work to even larger LLMs and more heterogeneous
environments.

7 Limitations

While FedSpaLLM introduces a highly efficient
framework for pruning large language models in
federated settings, there are a few limitations to
consider. First, the effectiveness of the layer sam-
pling strategy depends on the accurate estimation
of client computational resources, which may vary
dynamically in real-world deployments. This could
lead to suboptimal layer sampling in highly fluc-
tuating environments. Second, while our adaptive
mask expansion ensures global sparsity, further re-
finements could improve its handling of extreme
heterogeneity in client data distributions. Finally,
our current experiments focus on moderate-scale
LLMs, and additional work is required to assess
scalability for larger models beyond several billion
parameters.
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A Theoretical Proofs

A.1 Proof of Corollary 1 (Sparsity Guarantee)
Proof. 1. Client Sparsity Consistency: Each
client enforces the same target sparsity Sglobal.
This implies that for each client i, the sparsity of
the pruned layers Li matches the global sparsity
target Sglobal. Formally, we have:

Si = Sglobal, ∀i = 1, 2, . . . , N.

Since all clients prune their local models indepen-
dently but according to the same target sparsity,
each pruned local model achieves the same spar-
sity.

2. Layer Sampling Strategy: The layer sam-
pling strategy ensures that all layers of the model
L are eventually sampled across all clients dur-
ing each communication round. Therefore, every
layer in the global model Ŵg has been pruned by
each client according to the same sparsity criterion
Sglobal.

3. Aggregation with ℓ0-norm: The aggregation
function using ℓ0-norm averages only the non-zero
elements (i.e., the pruned weights) from the client
models. Since all clients enforce the same spar-
sity, and the aggregation only involves the non-zero
weights from these pruned models, the sparsity of
the aggregated global model will match that of the
local models. Specifically:

Sglobal = Si, ∀i.

Thus, the sparsity of the global model after aggre-
gation is equivalent to the sparsity of each client
model.

4. Conclusion: Therefore, the global model
Ŵg will maintain the target sparsity Sglobal after
aggregation in each communication round. The
aggregation process ensures that the global sparsity
is consistent with the target sparsity across rounds.

Sglobal = Si, ∀i.

A.2 Proof of Theorem 1 (Unbiased Estimator)
Proof. 1. Layer Sampling Strategy: Let L =
{L1, L2, . . . , Lm} denote the set of all layers in
the model, where m is the total number of layers.
In each communication round, the server randomly
samples a subset of layers Li ⊆ L for each client i.
Each layer Lj ∈ L has an equal probability pj of
being selected across clients.

The expectation of the sampled weights for layer
Lj across all clients can be expressed as:

E[Wi[Lj ]] = pjW
∗
g [Lj ],

where W ∗
g [Lj ] is the weight of layer Lj in the fully

pruned global model W ∗
g .

2. Unbiasedness of Layer Sampling: Since
each layer has an equal probability of being sam-
pled across clients, the expected contribution of
each layer is proportional to its selection proba-
bility. Over multiple communication rounds, all
layers will be sampled enough times to represent
the fully pruned model.

Therefore, the expected value of the global
model Ŵg is the same as the fully pruned model
W ∗

g . For any layer Lj , we have:

E[Ŵg[Lj ]] = E

[
1

N

N∑

i=1

Wi[Lj ]

]

=
1

N

N∑

i=1

E[Wi[Lj ]] = W ∗
g [Lj ].

(12)

Thus, the global model Ŵg is an unbiased estimator
of W ∗

g , as the expected value of the pruned weights
matches the fully pruned model.

3. Conclusion: Therefore, the global model
Ŵg obtained by aggregating pruned models after
layer sampling is an unbiased estimator of the fully
pruned model W ∗

g . Formally, we can conclude that:

E[Ŵg] = W ∗
g .

This unbiased property holds as long as each layer
has an equal probability of being selected across
clients during each communication round.
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