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Abstract

Legal documents including judgments and
court orders require highly sophisticated legal
knowledge for understanding. To disclose ex-
pert knowledge for non-experts, we explore the
problem of visualizing legal texts with easy-
to-understand diagrams and propose a novel
dataset of LegalViz with 23 languages and
7,010 cases of legal document and visualiza-
tion pairs, using the DOT graph description lan-
guage of Graphviz. LegalViz provides a simple
diagram from a complicated legal corpus identi-
fying legal entities, transactions, legal sources,
and statements at a glance, that are essential in
each judgment. In addition, we provide new
evaluation metrics for the legal diagram visual-
ization by considering graph structures, textual
similarities, and legal contents. We conducted
empirical studies on few-shot and finetuning
large language models for generating legal dia-
grams and evaluated them with these metrics,
including legal content-based evaluation within
23 languages. Models trained with LegalViz
outperform existing models including GPTs,
confirming the effectiveness of our dataset.

1 Introduction

Driven by the rapid advancements in large language
model (LLM) performance (Brown et al., 2020;
OpenAI, 2023), adaptation to specialized domains
in Natural Language Processing (NLP) receives in-
creasing attention in many fields (Lu et al., 2022;
Kung et al., 2023; Guha et al., 2023). Specifically,
the application of LLMs to the legal field holds
the potential to automate significant tasks and sup-
port roles traditionally occupied by lawyers and
judges (Choi et al., 2021; Frankenreiter and Nyarko,
2022). The understanding of legal documents poses
unique challenges for NLP applications, as legal
reasoning requires not only interpreting the surface
utterance but also implicit rules often omitted from
the legal documents. It also requires following le-
gal syllogisms, understanding the implications of
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Figure 1: Model input and expected output of legal text
visualization drawn by Graphviz.

related regulations, and applying them to specific
case facts to deduce the final consequences.

At an early stage of legal NLP, there are sev-
eral studies applying traditional NLP approaches
for legal documents, such as named entity recogni-
tion (Angelidis et al., 2018; Luz de Araujo et al.,
2018; Pais et al., 2021; de Gibert Bonet et al., 2022),
summarization (Elaraby and Litman, 2022; Au-
miller et al., 2022), text classification (Chalkidis
et al., 2019) and text segmentation (Aumiller et al.,
2021). In addition, some notable studies focus on
capturing the structural legal meanings inherent in
legal documents, such as learning judgment facts
and results (Niklaus et al., 2021), assessing the fair-
ness of law (Chalkidis et al., 2022b), and using the
facts and attributes to predict charges (Hu et al.,
2018). However, there are still numerous gaps
between current legal domain status and whole au-
tomation of legal tasks by LLMs, especially judge-
ment generation.

The main challenges of LLM for legal applica-
tions are as follows: (i) LLMs need to understand



which legal entities are involved, the relationships
between them, and the relevant legal rules. They
must also interpret the meaning of legal actions
in judgments and court decisions. If models over-
look legal entities, their rights, their obligations, or
key facts in interpreting the law, they fail to fulfill
legal requirements, or deduce inappropriate conclu-
sions. (ii) LLMs must articulate why quoted rules
are interpreted in their view, explaining the require-
ments and effects of the rules should become as
they assert. This process should adhere to the pro-
cedure of legal syllogism, requiring the recognition
of potential legal entities, relationships of them,
and related rules. To address these challenges, ex-
tensive legal document resources are crucial for
effectively tuning LLMs to perform well in legal
domains. However, despite the wide accessibility
of plain texts of laws and court judgments on the
internet, there remains a significant lack of legal
datasets with professional annotations that can en-
hance the capability for legal syllogism. Moreover,
LLM technology should enhance legal adaptation
capabilities, supporting not only professionals but
also non-experts, as everyone has legal rights and
should have the opportunity to benefit from the law.

To meet these demands, we explore the novel
dataset LegalViz, an automatic visualization task,
generating legal diagrams that describe the legal
entities, their legal relationship, related rules, and
summary of the key legal facts for legal interpre-
tation from input legal plain texts. We introduced
this visualization task with an existing diagram vi-
sualization tool of GraphViz because diagrams can
succinctly elucidate complex legal relationships,
allowing viewers to grasp the essentials at a glance
without consulting the original article. In fact, the
visualization of legal concepts is employed in vari-
ous contexts, such as textbooks for judicial exami-
nations, university classrooms, and TV news seg-
ments. This approach provides non-experts with
easy-to-interpret visual and conceptual represen-
tations of legal materials, enhancing accessibility
and understanding. By training with our dataset,
models can accurately recognize legal rules con-
cerned in the case, identify legal entities capable of
exercising rights, and understand legal transactions,
and statements from professional legal documents.
LegalViz consists of 7,010 pair professional legal
documents and diagrams of DOT language code
of Graphviz, with 23 languages of EUR-LEX. Fig-
ure 1 from the LegalViz dataset illustrates a legal
diagram that explains a case where the commission

required Germany to recover aid based on the com-
mon market principles, and Germany subsequently
issued recovery requests. We assume LegalViz is
the first work to utilize LLMs for the visualization
of legal documents.1

2 Related Work

NLP applications in the legal domain are several
core areas (Katz et al., 2023) such as information
extraction, classification, summarization, judgment
prediction, and resources and benchmarks.
Judgment prediction. In this task, models pre-
dict the outcomes of legal cases based on given
facts. Previous studies provide judgment data from
various courts of diverse countries, including de-
cisions from the Supreme Court of the United
States (Katz et al., 2017) and the European Court of
Human Rights (Medvedeva et al., 2020; Kaur and
Bozic, 2019). Additionally, judgment prediction
research has covered Switzerland (Niklaus et al.,
2021), Chinna (Ye et al., 2018), criminal law (Chen
et al., 2019; Xiao et al., 2018), and asylum deci-
sions (Chen and Eagel, 2017; Dunn et al., 2017).
Legal resources and benchmarks. Datasets
and benchmarks, covering a broad range of le-
gal domains and languages, have been proposed.
These include English Tax Law (Holzenberger
et al., 2020), European Legislation and the Eu-
ropean Court of Human Rights (Chalkidis et al.,
2019), Corporate and Contract Law (Hendrycks
et al., 2021; Tuggener et al., 2020), Supreme
Court cases and US court cases (Zheng et al.,
2021). The scope extends to German legal
cases (Urchs. et al., 2021), a mixture of Ko-
rean legal text summarization, prediction and text
classification (Hwang et al., 2024), and refugee
cases (Barale et al., 2023). Additionally, multi-
lingual and multi-legal domain datasets have been
developed, such as a multilingual corpus of English,
German, Italian, Polish (Drawzeski et al., 2021),
and LEXGLUE (Chalkidis et al., 2022a) which
covers six predictive tasks over five datasets made
of English from the US, EU, and Council of Eu-
rope. Furthermore, Lexfiles (Chalkidis et al., 2023)
offers a comprehensive dataset of comprised of
US, UK, Canada, India, European Court of Human
Rights, and Lextreme (Niklaus et al., 2023), which
covers wide-range of tasks and countries among
EU nations. However, none of these datasets are

1Our dataset is available at https://github.com/
mizuumi/LegalViz.

https://github.com/mizuumi/LegalViz
https://github.com/mizuumi/LegalViz
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Figure 2: Legal text from EUR-LEX (left) to the resulting legal graph (right).

designed to support the visualization of legal docu-
ments for non-experts. In contrast, LegalViz offers
legal specific annotations in 23 multilingual legal
documents, specifically tailored for visualization.
These annotations cover legal entities, their rela-
tionship, related rule, related facts of legal texts,
thereby enhancing the clarity and interpretation of
legal documents for judicial judgments.

Text to graph generation. Following the iconic
successions of the GPT models, LLMs can generate
not only contextual texts and program codes (Shi
et al., 2022; Christopoulou et al., 2024) but also vi-
sualization codes (Bubeck et al., 2023), such as cre-
ation of scientific vector graphics with TiKZ (Be-
louadi et al., 2024) and diagram generation with
refinements and diffusion process (Zala et al.,
2023). Text-to-code generation studies are pre-
dominantly focused on mainstream programming
languages like Python and shell scripts, and are typ-
ically examined with English text (Shi et al., 2022;
Christopoulou et al., 2024). Both text-to-graph
generation and graph-to-text generation studies are
often conducted for clarifying paragraph structure
and summarizing critical issues and relationship
between words (Koncel-Kedziorski et al., 2019;
Jin et al., 2020) of the input plain texts mainly in
English. These text-to-graph approaches are suit-
able for free drawing based on text instructions, but
they sacrifice the visualization of logical relation-
ships within the visualized content. In comparison,
our graph generation approach utilizes the DOT
language of Graphviz, enabling models to focus
specifically on visualizing the logical relationships
within the content.

3 Building LegalViz Dataset

3.1 Legal Visualization

The aim of legal visualization tasks is to generate an
interpretable graph that clarifies the legal relation-
ships embedded within the input legal texts. The
constructed graph comprises legal entities and/or
rules as nodes, connected by edges representing
legal transactions and/or significant facts relevant
for judicial determination. To effectively visualize
these legal relationships, we utilize the DOT lan-
guage of Graphviz, a widely adopted open-source
tool for graph visualization. Figure 2 presents an
overview of our proposed task, showcasing both
the expected input and output.
Legal entity. Legal entities are applicants and
respondents of judgment, courts, creditors, debtors,
criminal suspects, or companies and employees.
Legal entities are represented in double octagons.
In contrast to grammatical general nouns, proper
nouns, or objects, we concentrate on persons or
organizations capable of exercising legal rights and
engaging in transactions.
Legal relationship & transactions. Legal rela-
tionships encompass various form of relationships
between legal entities, including the exercise of
legal rights from one to another, legally significant
transactions, the interrelations between legal state-
ments made by entities and the underlying norms
that support them, and relationships defined under
law such as employment, contractual agreements,
marriage, and family relationships. Legal transac-
tions are specific types of relations among legal
entities, such as purchases, notifications and any
actions exercising rights. Both legal relationships



Split # Instances # Nodes # Relations

Train 4,710 12,624 16,367
Validation 1,150 3,404 2,717
Test 1,150 3,128 3,589

Total 7,010 19,156 22,673

Table 1: Dataset splits.

Lang. ISO # Ins. Lword Lchar Lcode

All - 7,010 109.0 644.2 759.8

Bulgarian BG 290 113.4 625.5 759.8
Spanish ES 307 133.7 693.4 708.4
Czech CS 307 102.8 582.9 832.5
Danish DA 307 110.9 640.7 766.8
German DE 312 108.9 683.0 759.1
Estonian ET 307 83.9 588.8 809.4
Greek EL 307 121.4 698.6 779.2
English EN 312 122.6 629.2 623.0
French FR 312 128.6 674.8 766.9
Croatian HR 263 103.2 577.7 718.7
Italian IT 312 123.3 705.1 788.7
Latvian LV 307 94.4 598.8 725.7
Lithuanian LT 307 94.6 609.4 749.8
Hungarian HU 307 97.4 670.2 809.7
Maltese MT 305 100.4 706.3 777.7
Dutch NL 312 122.0 687.0 784.7
Polish PL 307 106.7 655.0 759.2
Portuguese PT 307 125.2 653.1 778.0
Romanian RO 290 118.3 672.0 791.8
Slovak SK 308 101.0 585.7 727.9
Slovenian SL 308 106.6 580.0 730.5
Finnish FI 308 78.5 649.6 808.7
Swedish SV 308 108.9 639.1 748.2

Table 2: Dataset statistics. Lword and Lchar are length
of legal text. Lcode is character length of Graphviz code.

and transactions are represented in the directed or
undirected edges with various styles between legal
entities. Some edges have textual relation labels.

Legal source. Legal sources are rules applied or re-
ferred by court and support legal statements. Here
we concentrate on legal sources explicitly written
in the legal document. They include constitutions,
statutes, ordinances, and case laws. These extracted
rules are represented in trapeziums. Each trapez-
ium of the legal source is connected to a node in-
terpreting rules supported by the legal source via
undirected edges.

Legal statement. Legal statements are detailed ex-
planations of transactions and factual descriptions
of the case notable for the final judgment to sum-
marize. Adding these summaries to diagrams help
non-experts grasp the facts important for final judg-
ments at a glance. Legal statements are represented
in squares, connected to a node by an edge.

3.2 Dataset Creation

Collection of legal document. To construct the le-
gal graph dataset, we collected legal documents
in the following manner: (i) We sourced legal
documents from the EUR-LEX website2, which
provides public access to judgments, orders, and
rules of EU countries in official EU languages. We
specifically selected judgments from the years 2006
to 2019, available in translations across 23 lan-
guages, to capture the latest legal trends. (ii) We
extracted the factual sections of the judgments that
contain legal facts to be expressed in the graph.
(iii) Finally, we gathered the corresponding sec-
tions of legal documents in 23 languages to ensure
consistency across translations.
Graphviz annotation. We have manually anno-
tated Graphviz code visualization from the legal
documents by an annotator with expertise in the le-
gal domain. The process involved several steps: (i)
We broke down long judgment cases into short para-
graphs so that DOT language can draw diagrams
in units easily understandable at a glance. (ii) We
extracted the legal entities and rules as nodes of the
diagram, legal transactions as edge relations within
the diagram, and the summary of statements and
explanations as squared nodes. (iii) We created a
Graphviz diagram to represent the extracted rela-
tions, using variations in node shape and relations,
as defined by the rules in Appendix F.
Translation of Graphviz annotation. To cover
the European Union’s official languages present at
the time the judgment was written, we translated
our English annotation to other languages as fol-
lows: (i) We first used GPT-4 to extract the legal
words and sentences from the provided English
judgements, aiming to save as many terms as pos-
sible from the EU’s officially translated variations
of judgments. (ii) If GPT-4 fails the extraction task,
we then apply GPT-4 translations from English to
other languages. (iii) We manually checked the pre-
viously translated sentences and retranslated them
using DeepL and the Azure GPT API if any trans-
lation errors were detected. The prompts used in
the translation process are described in Appendix I.
Dataset statistics. Table 1 shows the statistics of
the LegalViz dataset. We build a total of 7,010
pairs of legal texts and graphs, encompassing 23
language variations and more than 300 unique le-
gal texts. The constructed legal graph consists of
19,159 nodes and 22,673 relations. We also summa-

2https://eur-lex.europa.eu

https://eur-lex.europa.eu


rize the average word length, number of characters
in legal sentences, and character length of Graphviz
code for each language in Table 2.

4 Evaluation

We compare the reference and hypothesis graphs
to assess the quality of the generated. One straight-
forward way to achieve this is to directly compare
two images visualized by GraphViz. However, this
approach clearly ignores the textual structure of the
legal documents. One other approach is directly
comparing the DOT language codes in textual man-
ner, ignoring numerous minor differences of the vi-
sualization codes that can result in different graphs.
Therefore we propose an approach to first com-
pose graphs, align the graph components, and then
compare each component of graphs using textual
metrics as described in this section.

4.1 Similarity of two graphs with texts

Formally, let Gr and Gh be the reference and hy-
pothesis graphs. Each graph is composed of a set
of edges E and nodes V . When an edge e ∈ E
connects a starting node vs and an end node ve, it
is represented by a tuple e = [vs, ve, l], where l
is a label of this edge. Nodes always include non-
empty texts, while edge-label texts can be blank for
edges without labels.
DOT code validation. First, we examine whether
the generated Graphviz code forms a valid graph
Gh in terms of the DOT language. This is done by
simply processing with the pydot library3.
Nodes alignment by bipartite matching. Second,
we extract nodes Vh from Gh and align them with
nodes from the reference graph: Vr from Gr using
the similarity of the texts in nodes. For this node
alignment, we apply the bipartite matching prob-
lem for the two sets of nodes Vh and Vr, using the
similarity function sim(vr, vh) between two texts
in the reference vr ∈ Vr and hypothesis nodes
vh ∈ Vh with a textual similarity metric. Here we
use BERTScore (Zhang et al., 2020) for the sim-
ilarity metric because of its robustness and high
human correlation. Given the textual similarity
scores between all reference and hypothesis nodes,
we apply a bipartite matching solver in NetworkX4

for nodes and obtain the nodes alignment between
the reference and hypothesis graphs that are used
for later evaluation.

3https://github.com/pydot/pydot
4https://networkx.org/

Graph, node & edge evaluation. After we de-
termined the node alignment, we performed the
comparison of the two graphs based on the nodes,
edges and their labels. We introduce the follow-
ing three metrics with different depth: Graph,
Graph&Node and Graph&Node&Edge.
Graph is an F1 metrics of the matched edges af-

ter the node alignment by bipartite matching. This
metric is for the similarity measurement of the en-
tire graph structure, ignoring the textual differences
of nodes and edges after the alignment. Let the
node set Vr and edge set Er composes reference
graph Gr, and the node set Vh and edge set Eh

composes hypothesis (generated) graph Gh. Using
a node alignment function a(·) : Vh → {Vr, ϕ}
from the generated graph nodes Vh to the refer-
ence graph nodes Vr and Kronecker delta δµν = 1
iif µ = ν otherwise δµν = 0, which represents
the agreement of the nodes here, we compute the
agreement score of the nodes as

fGraph(eh, er) = δa(vs,h)vs,rδa(ve,h)ve,r

. vs,h and vs,r are the start nodes of each edge from
the hypothesis (generated) and reference graphs,
while ve,h and ve,r are the end nodes of it, respec-
tively. The generated nodes can be aligned to ϕ
when they are not aligned to any reference nodes:

vh
a(·)−−→ ϕ. Here ϕ is a null node, and we assume

for any nodes ν, δϕν = 0. From this binary func-
tion fGraph(eh, er), we can compute TP, FP and
FN by

TP =
∑

eh∈Eh,er∈Er

fGraph(eh, er)

FP = |Eh| − TP, FN = |Er| − TP

and obtained F1 value from these for Graph.
Graph&Node is an F1-based metric where

BERTScore penalize the dissimilar texts of the two
aligned nodes pairs {vs,h, vs,r} and {ve,h, ve,r} for
each edge. TP is calculated as

TP =
∑

eh∈Eh,er∈Er

fGraph(eh, er) ·

sim(vs,r, vs,h)sim(ve,r, ve,h)

while FP and FN are calculated from TP. Because
of the products of the start and end node similar-
ities, the Graph&Node metric is sensitive to the
difference of node texts compared with the Graph
metric.



Graph-based Valid Graph Legal Content

Model G G-N G-N-E Top1 Top10 Entity R & T Source Statement

Few-shot results
CodeLlama 7B 12.88 9.10 3.70 16.78 85.22 48.94 5.17 10.11 1.24
CodeLlama 7B it. 15.67 11.78 6.07 37.65 89.39 55.10 8.01 11.00 1.29
CodeLlama 13B 15.33 10.90 5.23 17.30 85.04 51.46 7.34 11.89 2.38
CodeLlama 13B it. 16.37 12.35 6.47 33.39 88.70 55.00 8.54 10.76 2.21
Llama3.1 8B 26.10 20.32 11.18 30.00 83.22 64.06 14.21 16.85 2.84
Llama3.1 8B it. 24.47 17.91 10.32 24.00 84.00 62.96 13.95 16.22 2.21
Llama3.2 3B 22.20 17.06 8.65 27.13 80.52 57.35 11.18 12.24 2.28
Llama3.2 3B it. 25.64 19.80 11.38 56.26 92.09 54.11 14.51 10.93 2.78
Gemma2 9B 15.35 11.28 5.28 35.30 93.30 54.88 7.03 9.18 2.56
Gemma2 9B it. 27.22 22.44 12.64 70.70 94.17 73.27 15.16 17.21 1.82
GPT-3.5-Turbo 26.66 22.28 13.51 94.26 100.0 73.02 16.18 13.81 3.88
GPT-4 33.46 28.70 19.96 99.13 100.0 75.31 23.24 21.52 3.30
GPT-4o 23.58 20.10 13.42 95.22 100.0 75.15 15.82 19.93 2.97

Finetuning results
CodeLlama 7B 30.56 23.04 16.34 94.43 99.57 76.73 21.54 39.81 8.59
CodeLlama 7B it. 33.47 25.85 18.68 96.61 99.65 76.90 24.00 34.61 9.03
CodeLlama 13B 34.44 25.94 17.70 97.13 99.83 76.73 23.23 42.23 7.43
CodeLlama 13B it. 35.61 27.75 19.65 96.17 99.65 77.68 24.87 46.32 9.85
Llama3.1 8B 30.09 19.86 13.25 94.70 100.0 68.22 19.75 29.01 9.39
Llama3.1 8B it. 29.59 20.32 13.42 87.91 99.83 70.57 18.98 31.51 9.28
Llama3.2 3B 33.38 24.29 17.56 92.78 99.83 73.29 23.83 47.47 9.89
Llama3.2 3B it. 30.37 21.51 14.70 87.22 99.83 71.93 20.38 43.24 10.08
Gemma2 9B 43.38 36.47 27.52 98.00 100.0 81.85 32.53 50.97 12.75
Gemma2 9B it. 42.30 34.26 25.95 96.17 100.0 81.02 31.80 42.05 11.92

Table 3: Overall results of the legal text visualization in the LegalViz test set. G, G-N and G-N-E denote Graph,
Graph&Node and Graph&Node&Edge respectively. Valid Graph is success rate of creating valid DOT language
codes in top-1 and top-10 generated results. “it.” means instruct tuning models. The highest scores of each column
are in bold.

Similarly, Graph&Node&Edge is an F1-based
metric that considers node and edge text similarity
in terms of the BERTScore as following

TP =
∑

eh∈Eh,er∈Er

fGraph(eh, er) ·

sim(vs,r, vs,h)sim(ve,r, ve,h)sim(lr, lh)

by penalizing dissimilar texts of the edge texts.

4.2 Evaluation of Legal Content

We also introduce the evaluation of legal contents
in our visualizations. As described in Sec. 3.1,
the legal contents in LegalViz are associated with
specific diagrams in GraphViz. For diagrams
of legal entities (double octagon), Legal source
(trapeziums), Legal statement (squares), we ex-
tract these nodes from the reference (vr) and hy-
pothesis (vh) graphs and check whether they are
properly aligned in the alignment in the previous
section. Then we measure the similarity of the node
texts with BERTScore for successfully aligned
nodes and compute micro averaged F1 score as

following TP, FP, FN:

TP =
∑

vh∈Vh,vr∈Vr

δvr,vhsim(vr, vh)

FP = |{vh}| − TP

FN = |{vr}| − TP

where δvr,vh = 1 iff vr and vh is aligned, and
otherwise 0. For legal relations & transactions
(edges), we extract the aligned edge label texts and
compute F1 score from the similarity of labels.

5 Experiments

We evaluate the ability to visualize graphs from le-
gal sentences with LegalViz. Overall, our finetuned
models overperformed fewshot GPT models.

5.1 Experimental settings

We conduct the experiments of legal visualization
in the manner of the DOT language code generation
with the publicly available Llama and Gemma fam-
ily models and OpenAI GPT APIs via Microsoft
Azure. We use the GPT-3.5-Turbo (1106), GPT-4
(0613) and GPT-4o (2024-05-13) models. For



Model BG ES CS DA DE ET EL EN FR HR IT LV LT HU MT NL PL PT RO SK SL FI SV

Entity
Gemma 2 9B fs. 59.22 59.20 52.53 54.47 56.24 53.51 53.22 59.95 53.77 55.32 55.42 51.33 55.04 42.26 47.55 60.06 51.17 61.68 59.21 52.85 50.72 55.69 57.21
Gemma 2 9B ft. 80.62 84.33 80.06 82.53 83.31 78.57 80.44 86.98 82.90 81.14 80.94 81.11 77.16 81.66 82.59 82.70 82.58 85.64 83.97 81.27 79.16 79.23 83.22
Avg. fs. models 60.78 63.32 57.12 59.67 61.30 57.67 53.59 65.77 60.61 60.48 59.06 56.85 55.53 55.73 56.64 61.37 60.18 61.36 60.89 59.50 57.20 59.68 61.04
Avg. ft. models 73.19 77.05 73.59 74.14 74.28 72.62 72.31 78.78 75.5 74.87 75.82 71.87 72.08 72.16 73.36 75.2 74.25 76.72 76.22 74.08 72.77 72.47 75.17

Relations&Transactions
Gemma 2 9B fs. 10.64 7.24 8.97 10.44 2.28 7.31 7.31 13.39 5.23 7.11 4.42 3.54 6.79 2.81 3.71 9.27 8.01 11.18 6.90 6.81 5.94 2.40 6.73
Gemma 2 9B ft. 32.00 33.88 31.19 37.13 32.34 26.13 30.42 36.53 23.06 36.43 27.14 30.74 28.06 38.13 31.88 29.68 40.27 34.39 37.17 35.15 29.50 34.40 33.02
Avg. fs. models 11.22 11.80 10.28 13.90 11.26 8.74 12.56 10.76 11.67 10.47 10.12 12.78 12.19 11.24 9.22 13.66 12.18 11.88 10.62 10.42 11.27 10.02 11.68
Avg. ft. models 23.66 23.18 22.96 25.47 22.98 23.0 23.01 27.72 22.09 25.56 20.87 24.4 25.79 21.45 23.09 20.95 24.13 24.08 23.2 23.36 23.3 21.94 24.86

Source
Gemma 2 9B fs. 0.00 0.00 15.15 10.37 13.85 17.95 15.91 17.96 0.00 9.92 0.00 4.97 0.00 6.89 0.00 6.20 19.31 12.47 6.05 14.77 0.00 7.51 23.25
Gemma 2 9B ft. 58.98 49.07 41.06 52.69 56.19 54.21 47.31 61.32 61.87 51.14 49.90 64.56 38.86 42.34 48.10 44.85 53.68 42.08 54.92 48.00 47.03 54.46 54.68
Avg. fs. models 12.19 11.78 14.39 13.89 13.58 12.11 12.38 14.07 15.02 15.15 13.04 14.51 14.84 13.35 11.65 16.77 14.65 13.66 12.89 15.30 9.52 11.08 15.20
Avg. ft. models 36.8 37.3 36.52 37.38 45.55 38.04 33.58 36.04 36.92 40.67 36.5 40.69 45.54 39.53 37.58 35.53 42.92 34.26 35.04 44.14 36.46 34.54 38.53

Statement
Gemma 2 9B fs. 0.00 3.25 3.27 3.74 4.42 2.30 1.53 1.54 1.59 3.85 0.00 0.00 1.95 2.41 4.40 3.94 3.03 4.86 1.40 1.32 4.43 4.54 1.45
Gemma 2 9B ft. 16.78 17.10 9.17 12.76 6.78 9.86 20.95 5.90 11.09 11.13 16.32 11.21 15.90 15.22 11.10 8.92 12.03 11.90 16.09 17.65 13.17 7.46 14.89
Avg. fs. models 2.10 2.66 1.57 2.55 2.50 1.62 2.15 3.75 2.98 1.99 1.38 2.50 3.04 1.75 1.71 2.31 3.63 2.24 2.49 1.82 2.34 1.25 1.86
Avg. ft. models 10.52 12.05 6.94 9.62 8.64 7.33 13.1 11.23 8.9 9.07 10.92 9.05 10.68 8.47 10.1 8.32 10.77 9.28 8.89 9.22 8.67 6.45 9.04

Table 4: Scores of Entity, Relations&Transactions, Source, and Statement by 23 languages. “fs.”
means few-shot and “ft.” means finetuned with the LegalViz dataset. Avg. fs. models exclude GPTs for comparison.

Llama family models, we experimented with the
models specialized for code generation of CodeL-
lama (Rozière et al., 2023) and the recently released
Llama 3.1 & 3.2 models (Dubey et al., 2024) and
Gemma 2-9B (Riviere et al., 2024) models. Experi-
mental settings are two holds: few-shot generation
and finetuning of the publicly available models. In
few-shot experiments, we notice not only the GPT
models but only publicly available models are capa-
ble of producing valid DOT language codes without
finetuning to some extent. We follow the super-
vised finetuning of Hugging Face with the detailed
finetuning parameters in Appendix B. In evalua-
tion, we generate ten different Graphviz codes with
each model and examine their quality in evaluation
methods of graph and legal contents described in
Sec. 4.

5.2 Result

Graph-based Evaluation.
The Graph-based Evaluation section of Ta-

ble 3 presents the experimental results of each
model evaluated by Graph, Graph&Node,
and Graph&Node&Edge metrics explained in
Section 4. Among three evaluation metrics,
Graph&Node&Edge is the most difficult because
all three graph elements must be correct as shown
in the evaluation. Most importantly, our fine-
tuned models outperformed few-shot counterparts
and even GPT models, which are assumed to
be larger than the CodeLlama-13B models, sug-
gesting the effectiveness of our dataset for fine-
tuning. Also, finetuned Gemma-2-9B took the
highest scores on Graph and Graph&Node, and
Graph&Node&Edge. Surprisingly, Gemma-2-
9B performed worse than Gemma-2-9B-it before

finetuning, suggesting the effectiveness of finetun-
ing with LegalViz.
Valid DOT code ratio. The Valid Graph section of
Table 3 presents the success rate of forming a valid
DOT language code without code syntax errors. In
the first generation trial, GPT-4 is the most accurate
to generate valid DOT language codes among all
models in both few-shot and finetuned settings and
the second best is Gemma2-9B finetuned model.
When we let models generate ten variations, sev-
eral finetuned models (Llama-3.1-8B, Gemma2-
9B, Gemma2-9B-it) are able to generate valid DOT
code in 100.0 percents of the test set. Comparing
the publicly available few-shot and finetuned mod-
els, finetuning with our dataset strongly improves
the valid graph creation of all models.
Legal Content Evaluation. The Legal Content
section of Table 3 presents the legal aspect-wise
evaluation as described in Sec. 4.2. By nature of
the legal entities, Entity can be extracted from
input sentences in many conditions, achieving high
scores in the table. However, the other three as-
pects aren’t easily extracted from the input legal
text. Statement includes the text generation for
legal facts and tends to be lower scores than oth-
ers. This is because legal statements appear in texts
without some remarkable keywords, compared to
legal Source, which is often mentioned in texts
with terminology such as “Law” and “Act” and le-
gal Relations & Transactions, which is
found in texts with terminologies such as “contract,”
“issue” with some warrants and orders, “notifica-
tion” with notable as a legal act. Statement acts
for summarizing notable facts related to rule and
its interpretation in question, to describe the detail
of other nodes especially legal relations and trans-



(A) Gemma2-9B ft. (B) CodeLlama-13B it. ft.

(D) GPT-4 (E) Annotated

The authorities of France

Chambre du Conseil du
tribunal d’arrondissement de Luxembourg

(Pre-trial Chamber of the
District Court, Luxembourg)

Stated no jurisdiction 19/06/2019

The Luxembourg authorities

Requested that the champire
of the tribunal d’arrondissement
de Luxembourg (Inviz Chamber

of the District Court)
be surrendered to the

French authorities 28/05/2019

The application was made
for a declaration that

the European arrest warrant
was invalid

The procureur d’État
du Luxembourg (State

Prosecutor, Luxembourg)

The chambre du
conseil du tribunal

d’arrondissement de Luxembourg
(Investigation Chamber of

the District Court,
Luxembourg)

Requested to declare
that JR should

be surrendered to
the French authorities.

JR

Stated that it
had no jurisdiction

to hear JR’s
application for a

declaration that the
European arrest warrant

was invalid

The French authorities

Granted the request
for the surrender

of JR to
the French authorities.

Pre-trial Chamber of
the District Court,

Luxembourg

Requested 19/06/2019

The procureur d’État
du Luxembourg (State

Prosecutor, Luxembourg)

Requested 28/05/2019

Request that JR
should be surrendered

to the French
authorities

Stated that it
had no jurisdiction

to hear JR’s
application for a

declaration that the
European arrest warrant

was invalid and
granted the request

for the surrender
of JR to

the French authorities.

(C) GPT-3.5-Turbo

The procureur d’État
du Luxembourg (State

Prosecutor, Luxembourg)

Request 28/05/2019

The chambre du
conseil du tribunal

d’arrondissement de Luxembourg
(Investigation Chamber of

the District Court,
Luxembourg)

Order of 19/06/2019

It had no
jurisdiction to hear
JR’s application for
a declaration that

the European arrest
warrant was invalid

and granted the
request for the
surrender of JR
to the French
authorities.

To declare that
JR should be

surrendered to the
French authorities.

The Procureur d’État
du Luxembourg (State

Prosecutor, Luxembourg)

Requested 28/05/2019

la chambre du
conseil du tribunal

d’arrondissement de Luxembourg
(Investigation Chamber of

the District Court,
Luxembourg)

la chambre du
conseil du tribunal

d’arrondissement de Luxembourg
(Pre-trial Chamber of

the District Court,
Luxembourg)

Order of 19
June 2019

JR French authorities

declare that JR
should be surrendered

to the French
authorities

stated that it
had no jurisdiction

to hear JR’s
application for a

declaration that the
European arrest warrant

was invalid and
granted the request

for the surrender
of JR to

the French authorities.

Figure 3: Qualitative analysis of diagrams by Graphviz code. Figures are generated by the finetuned modesl of
Gemma2-9B, CodeLlama-13B-Instruct, few shot models of GPT-3.5-Turbo, GPT-4 and an annotated diagram.

actions, and to explain the facts applicable to legal
requirements. Finetuned Gemma2-9B achieved
highest score in all four aspects of the legal con-
tent evaluation. The scores in Statement are
improved by approximately three times compared
to the few-shot scores across all models, suggesting
the effectiveness of finetuning with our dataset.

Scores by languages. Table 4 presents the re-
sults in legal contents by all 23 languages in EUR-
LEX. We present the best performing model of
Gemma2-9B in finetuned and fewshot conditions.
We also present the averaged results of 10 mod-
els in Table 3 without GPTs to highlight the per-
formance difference before and after finetuning
with LegalViz across languages, while minimiz-
ing the influence of individual model character-
istics. Among these languages, models perform
relatively weakly in languages that have relatively
fewer resources (Chalkidis et al., 2021a), such as
Maltese, Latvian, Lithuanian, Hungarian. For lan-
guages that have relatively more resources such as
English and French, models tend to have higher
scores than others. From a linguistic point of
view, Hungarian and Finnish, belonging to the
same Uralic language group, have low scores in

each model. This may reflect their linguistic dif-
ference from other languages. Similarly, for the
Romance language group, e.g., Romanian, French,
Spanish, Italian, and Portuguese, models have mod-
erate performances, seemingly better than those
of the Uralic language group and languages that
also have fewer resources than those of English
and French. Among four legal aspects, the source
and statement parts include the summarization task
of the legal document for visualization. They are
considerably difficult parts in the graphs and the
performance in some languages becomes 0 with-
out finetuning. It is also notable that finetuning
contributes the performance in all aspects in all of
these languages.

5.3 Qualitative Analysis

We conduct a qualitative analysis using the best
performing model of the finetuned Gemma2-9B
and CodeLlama-13B Instruct models, along with
the few-shot GPT-3.5-Turbo and GPT-4. Figure 3
presents the graphs generated from English legal
documents along with the annotated graph. This
legal document used for the model input is on the
Appendix A. This is a part of a criminal procedural



case in which the prosecutor requested the court
to declare securing custody where the prosecutor
and the court are legal entities. Square nodes in
annotated data are describing intention of request
and consequence of the request written in order.

For fewshot models of GPT-3.5-Turbo and GPT-
4, GPT-3.5-Turbo wrongly recognize that all nodes
are legal entities and illustrate them in double oc-
tagon. Its description of the legal relationship be-
tween the court and the authority is also incorrect
because the court didn’t take the legal action di-
rectly in this article. The GPT-4 model assumes
that “JR” and “French authorities” are legal enti-
ties but fail to illustrate relationships between those
and other entities as these entities lack connections
to other graph parts. Also, GPT-4 extracted two
different court names from given text as different
entities. However they are indeed different divi-
sions of the same court and fails to summarize the
relationship between them. Gemma2-9B ft. suc-
cessfully extracts the detailed description of court’s
request, while it extracted incorrect entity as dou-
ble octagon shape and it couldn’t extract the court
order and its description. CodeLlama-13B-Instruct
ft. model successfully forms the graph structure but
the square node mentioned European arrest warrant
in the right bottom is inconsistent with input text.

6 Conclusion

We have proposed LegalViz, the first manually an-
notated dataset to visualize legal text with DOT lan-
guage Graphviz and introduced a novel evaluation
method taking into account both diagram visualiza-
tion quality and sentences of not only graph nodes
and relations but also legal contents. We empir-
ically confirmed the effectiveness of our dataset
with wide-range of experiments including com-
parisons of few-shot and finetuning models and
demonstrated trained models outperform the closed
models of GPTs in all evaluation metrics.

Limitation

LegalViz contains the same number of instances in
23 languages of EUR-LEX. However, this doesn’t
mean that the models with fintuned or few-shot
have the same ability to treat all 23 languages
equally. Especially models face difficulties in fewer
language resources as we experimented. We can-
not offer any warranty for using our dataset and
models for real usages such as legal advice. We
also consider that our dataset should be used with

appropriate supervision by experts. This can be
a potential risk when our dataset is misused. We
assume that results of automatic visualizations by
models are still different from the annotated vi-
sualizations in most cases, suggesting the current
limitation of the generation.

Ethic Statements

The annotation material of this dataset is publicly
available EU legal materials including judgments
and orders, which do not include personal or sen-
sitive information, with the exception of trivial in-
formation presented by consent, e.g., the names of
the active presidents of the European Parliament,
European Council, or other official administration
bodies. The copyright for the editorial content of
this website, the summaries of EU legislation, and
the consolidated texts, which are owned by the EU,
is licensed under the Creative Commons Attribu-
tion 4.0 International license.5
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A Qualitative analysis input

The English legal text used the qualitative analysis in Section 5.3 is the following:

On 28 May 2019, the procureur d’État du Luxembourg (State Prosecutor, Luxembourg) requested that the
chambre du conseil du tribunal d’arrondissement de Luxembourg (Investigation Chamber of the District
Court, Luxembourg) declare that JR should be surrendered to the French authorities. By order of 19 June
2019, the chambre du conseil du tribunal d’arrondissement de Luxembourg (Pre-trial Chamber of the
District Court, Luxembourg) stated that it had no jurisdiction to hear JR’s application for a declaration
that the European arrest warrant was invalid and granted the request for the surrender of JR to the French
authorities.

B Detailed experimental settings

For training of LLMs, we follow the default setting of Hugging Face supervised finetuning of the trl6

library for the optimizers and schedulers. We use the mini-batch size of 32. We use the max token length
of 4096 for training as we notice some languages, e.g., Greek, require longer tokens than other languages
depending on Llama tokenizers. In finetuning, we use FP32 precision and all trainable parameters are
updated. All Llama-family experiments are done on a single node with four NVIDIA A100 GPUs.

C Results of the Validation split

Table 9 shows the results of the validation split of the main performance table of Table 3.

D Additional Multilingual Experiments

We experimented several models listed in the tables below and selected models with great scores are
discussed in main paper.
Multilingual results of all models. We conducted experiments using the following models, namely,
Llama3.1-8B, Llama3.1-8B-Instruct, Llama3.2-3B, Llama3.2-3B-Instruct, CodeLlama-7B, CodeLlama-
7B-Instruct, CodeLlama-13B, CodeLlama-13B-Instruct, Gemma2-9B, and Gemma2-9B-it. Firstly, the
results evaluated with legal content evaluation point of view are shown in Table 5 and Table 6. Table 5
shows few-shot Legal Content evaluation of all models conducted and Table 6 shows finetuning results of
Legal Content evaluation.

Secondly, the results evaluated with graph-based point of view are summarized in Table 7 and Table 8.
Table 7 shows few-shot results of graph-based evaluation and Table 8 represents.

For comparison of each language’s score, we calculated the average of all few-shot models and the
average of few-shot models despite GPT models in Table 5 and Table 7. In the same way, the average
score of all finetuned models is calculated in Table 6 and Table 8.

E Applications of traditional NLP tasks for legal domain

Legal information extraction. Named Entity Recognition (NER) is a fundamental information ex-
traction task that has been developed for several languages, including Greek (Angelidis et al., 2018),
Brazilian (Luz de Araujo et al., 2018), Romanian (Pais et al., 2021), and Spanish (de Gibert Bonet et al.,
2022). Those NER approaches extract mainly the same objects as those in non-legal domains, while
some efforts try to extract legal entities from court documents (II et al., 2021). Once NER identified
entities, Relation Extraction in the legal domain (Chalkidis et al., 2021b) takes this information further by
identifying and classifying the relationships between these entities, such as facts and allegedly violated
articles, specific articles and paragraphs, and case references, as well as relevant facts and allegations.
Legal classification. The classification task of legal texts has been proposed with a focus on practical
applications. For example, to enhance the interpretation of complex legal information, multi-label
classification of legal texts assigns multiple conceptual class labels to words appearing in legal sentences
(Chalkidis et al., 2019). Notably, FairLex (Chalkidis et al., 2022b) aims to ensure the fair application of
the law by classifying attributes such as age, gender, region, and state.

6https://github.com/huggingface/trl



Model BG ES CS DA DE ET EL EN FR HR IT LV LT HU MT NL PL PT RO SK SL FI SV

Few-shot / Test / Entity
CodeLlama 7B 50.18 55.56 42.12 52.75 58.24 45.43 41.69 60.95 50.10 55.84 47.06 45.38 42.27 45.54 45.03 44.98 46.03 53.60 45.72 39.05 40.27 50.99 52.03
CodeLlama 7B it. 53.99 63.38 52.62 54.18 53.87 49.99 29.70 60.82 58.77 53.09 49.93 51.03 53.94 53.87 56.61 58.57 60.00 46.15 58.42 48.33 57.92 54.25 61.59
CodeLlama 13B 49.07 55.77 46.26 53.03 46.72 55.66 36.93 62.80 52.83 54.49 50.83 44.09 46.06 49.92 43.90 49.27 50.04 56.16 46.94 51.95 56.94 56.61 49.33
CodeLlama 13B it. 52.34 62.72 58.54 59.43 54.41 46.90 52.79 56.59 56.90 51.12 57.74 52.98 36.93 57.23 46.21 56.67 52.92 58.54 57.48 63.31 51.15 55.77 56.61
Llama3.1 8B 66.90 68.38 58.64 57.41 65.76 64.60 63.03 66.84 67.69 69.65 58.26 59.25 53.70 58.33 57.11 69.34 62.92 67.71 64.38 69.16 61.94 68.12 67.49
Llama3.1 8B it. 65.82 63.81 55.71 69.35 67.13 64.15 59.84 59.17 60.19 64.38 62.66 64.62 58.35 59.65 64.43 68.54 68.94 57.49 67.28 65.32 57.56 61.16 60.17
Llama3.2 3B 60.20 59.19 57.51 58.95 58.70 54.21 55.35 66.20 51.84 56.52 55.81 53.45 58.90 52.79 58.29 59.60 60.83 58.46 57.82 56.98 50.60 54.57 59.23
Llama3.2 3B it. 52.65 54.02 50.29 51.98 58.38 56.44 49.93 72.07 61.23 58.34 48.55 50.38 53.42 41.90 55.48 54.39 52.91 58.18 44.34 53.30 52.59 53.11 53.78
Gemma 2 9B 59.22 59.20 52.53 54.47 56.24 53.51 53.22 59.95 53.77 55.32 55.42 51.33 55.04 42.26 47.55 60.06 51.17 61.68 59.21 52.85 50.72 55.69 57.21
Gemma 2 9B it. 76.47 75.00 71.81 71.69 74.38 64.52 70.85 77.22 72.99 73.55 77.12 71.24 73.37 72.69 67.58 74.73 74.18 75.99 78.90 72.25 68.83 72.79 75.08
GPT-3.5-Turbo 68.54 75.68 74.63 73.19 75.61 69.62 61.69 79.75 72.91 74.74 73.41 68.16 66.19 71.75 72.67 76.00 73.94 77.32 73.84 71.22 71.12 75.77 79.44
GPT-4 74.13 75.20 73.01 74.59 72.73 76.05 71.15 82.03 75.74 73.23 76.01 76.25 72.66 75.75 75.94 77.03 73.94 76.04 76.75 77.52 72.52 76.07 78.29
GPT-4o 74.04 77.03 72.96 69.36 76.60 75.63 75.08 76.85 77.39 75.48 76.83 71.09 75.90 79.94 73.00 76.40 74.50 78.80 75.36 76.38 72.26 70.55 76.69
Avg. fs. (w/ GPTs) 63.07 65.85 60.40 62.21 64.04 60.89 56.73 68.52 63.56 63.28 62.33 59.85 58.74 59.74 60.08 64.39 62.97 64.57 63.78 62.61 60.15 62.57 64.46
Avg. fs. (w/o GPTs) 60.78 63.32 57.12 59.67 61.30 57.67 53.59 65.77 60.61 60.48 59.06 56.85 55.53 55.73 56.64 61.37 60.18 61.36 60.89 59.50 57.20 59.68 61.04

Few-shot / Test / Relations&Transactions
CodeLlama 7B 0.00 3.51 2.23 4.98 4.28 2.55 3.81 9.04 5.67 8.56 1.15 5.18 8.93 4.64 3.79 6.57 7.01 4.28 8.50 9.72 4.10 4.76 2.95
CodeLlama 7B it. 8.91 12.86 9.64 13.06 8.35 3.01 4.84 4.24 11.72 2.77 6.86 11.80 4.46 10.62 4.64 9.63 8.29 5.05 5.95 4.71 7.87 13.47 8.50
CodeLlama 13B 9.57 6.70 5.76 9.72 6.58 7.50 0.00 6.07 9.16 7.51 5.55 6.91 9.99 4.68 6.69 7.11 9.07 6.36 7.88 8.49 12.97 7.00 4.53
CodeLlama 13B it. 6.55 7.65 8.59 9.07 16.84 7.86 12.68 4.68 4.15 5.18 5.90 12.86 10.29 8.81 6.13 8.20 8.69 13.82 7.46 2.10 15.02 8.53 9.11
Llama3.1 8B 16.28 13.04 12.19 13.72 13.41 9.01 18.37 9.25 12.95 17.86 8.63 15.14 14.77 19.63 19.37 15.84 13.44 14.30 15.13 13.62 13.50 13.72 17.74
Llama3.1 8B it. 15.08 12.15 14.90 17.57 15.54 11.52 14.23 11.20 10.83 11.76 17.60 15.19 19.35 15.64 11.20 22.23 11.71 16.44 11.55 8.52 9.82 10.43 16.55
Llama3.2 3B 12.31 11.42 9.56 15.56 8.08 9.47 14.02 11.96 12.84 14.34 6.72 16.22 15.93 10.85 7.27 14.23 13.08 8.67 5.66 11.32 6.75 8.30 11.95
Llama3.2 3B it. 9.63 13.98 14.27 16.99 11.81 13.75 15.59 14.84 13.27 15.39 12.04 13.91 15.91 14.00 10.21 20.97 17.37 14.41 13.85 14.72 16.02 12.03 16.01
Gemma 2 9B 10.64 7.24 8.97 10.44 2.28 7.31 7.31 13.39 5.23 7.11 4.42 3.54 6.79 2.81 3.71 9.27 8.01 11.18 6.90 6.81 5.94 2.40 6.73
Gemma 2 9B it. 16.45 17.92 14.25 17.10 11.44 10.98 23.63 13.33 20.05 10.55 17.30 17.09 12.40 13.66 13.30 16.58 17.31 12.70 15.26 14.44 18.21 13.19 11.66
GPT-3.5-Turbo 15.28 19.60 13.99 19.73 18.93 15.10 11.90 14.27 14.99 13.10 16.13 13.24 18.35 17.74 16.32 20.83 12.90 17.05 22.55 15.89 13.53 14.13 18.83
GPT-4 17.57 24.20 21.37 22.72 23.62 20.48 21.71 21.71 24.75 21.89 22.88 27.54 16.42 25.90 20.87 23.79 25.73 25.02 23.31 27.87 25.55 20.12 32.75
GPT-4o 18.03 19.58 17.97 11.52 15.15 17.90 17.59 18.19 15.00 16.24 14.32 14.82 16.92 20.24 10.93 17.20 15.76 13.83 19.80 11.12 15.57 15.17 12.70
Avg. fs. (w/ GPTs) 12.37 13.66 11.78 14.72 12.86 10.56 13.46 12.22 12.98 11.79 11.66 13.93 13.20 13.25 10.59 15.05 13.37 13.23 12.87 12.00 12.66 11.31 13.63
Avg. fs. (w/o GPTs) 11.22 11.80 10.28 13.90 11.26 8.74 12.56 10.76 11.67 10.47 10.12 12.78 12.19 11.24 9.22 13.66 12.18 11.88 10.62 10.42 11.27 10.02 11.68

Few-shot / Test / Source
CodeLlama 7B 6.17 5.95 9.52 11.17 11.81 5.88 0.00 9.76 7.98 13.35 14.04 0.00 8.78 14.63 0.00 9.36 17.10 7.97 5.30 19.42 0.00 11.84 23.50
CodeLlama 7B it. 12.59 9.49 6.55 3.73 8.81 8.48 0.00 23.01 3.23 4.24 6.09 17.16 19.91 15.25 18.50 32.75 3.62 14.67 8.11 14.48 8.39 6.66 7.35
CodeLlama 13B 8.52 15.86 0.00 12.15 16.66 9.48 62.75 3.30 16.30 19.20 11.36 19.90 19.90 3.23 13.68 8.81 5.16 10.66 12.65 18.01 13.07 9.99 6.71
CodeLlama 13B it. 19.31 8.48 26.78 11.31 3.83 4.67 0.00 11.44 9.84 19.79 9.16 13.01 9.16 4.88 8.44 11.55 5.26 9.40 12.98 9.28 4.85 12.13 14.57
Llama3.1 8B 21.36 23.52 16.62 12.39 18.54 6.89 14.75 22.88 30.57 11.37 10.62 29.81 6.44 16.97 12.50 17.37 24.46 14.77 19.83 17.49 2.81 19.26 18.86
Llama3.1 8B it. 19.37 11.92 8.42 19.98 20.55 18.02 7.13 13.90 25.90 22.06 20.09 18.24 30.41 15.70 12.04 26.56 11.16 11.98 10.87 10.98 12.90 8.47 18.45
Llama3.2 3B 2.74 4.90 21.67 13.32 16.26 5.88 11.79 9.30 14.26 15.43 10.81 4.08 12.55 23.42 10.77 24.08 7.41 12.88 12.66 16.80 10.84 8.79 4.55
Llama3.2 3B it. 6.04 10.96 15.08 12.65 15.50 10.11 13.34 6.11 17.62 8.69 10.48 9.27 15.68 11.42 5.14 4.44 9.77 14.28 12.53 5.51 10.13 11.10 10.54
Gemma 2 9B 0.00 0.00 15.15 10.37 13.85 17.95 15.91 17.96 0.00 9.92 0.00 4.97 0.00 6.89 0.00 6.20 19.31 12.47 6.05 14.77 0.00 7.51 23.25
Gemma 2 9B it. 19.39 9.11 15.75 19.30 17.24 23.81 6.92 19.14 19.80 17.52 18.29 17.30 13.52 17.44 5.64 19.66 28.24 10.95 18.68 19.81 21.13 12.12 17.57
GPT-3.5-Turbo 16.08 9.12 6.07 16.56 8.26 19.92 8.41 14.33 13.69 8.54 13.55 11.80 15.82 10.99 28.10 18.19 16.02 9.26 18.24 6.61 12.65 25.69 10.43
GPT-4 16.34 13.81 20.70 22.26 24.45 27.83 33.69 25.31 25.86 22.81 17.29 19.08 23.43 15.76 18.60 37.61 11.85 24.25 17.20 14.73 24.94 18.70 19.64
GPT-4o 22.13 17.89 16.58 20.44 17.37 19.33 25.70 23.88 19.32 23.99 17.77 22.92 24.56 24.05 13.98 18.48 17.70 20.11 23.32 17.95 15.01 18.93 21.76
Avg. fs. (w/ GPTs) 13.39 12.14 14.40 15.06 14.20 14.16 14.43 15.49 15.94 15.81 13.67 15.20 16.12 14.07 13.37 18.37 14.76 14.50 14.23 14.86 11.13 13.09 15.62
Avg. fs. (w/o GPTs) 12.19 11.78 14.39 13.89 13.58 12.11 12.38 14.07 15.02 15.15 13.04 14.51 14.84 13.35 11.65 16.77 14.65 13.66 12.89 15.30 9.52 11.08 15.20

Few-shot / Test / Statement
CodeLlama 7B 2.30 4.56 0.00 0.00 1.68 0.00 6.76 0.00 0.00 3.17 0.00 0.00 4.10 0.00 1.58 0.00 3.10 2.14 0.00 0.00 0.00 0.00 1.79
CodeLlama 7B it. 3.71 4.02 0.00 0.00 2.02 0.00 0.00 1.52 4.14 2.38 0.00 1.95 0.00 0.00 0.00 0.00 5.42 0.00 0.00 0.00 0.00 0.00 1.93
CodeLlama 13B 1.77 0.00 2.16 4.05 4.55 2.68 0.00 3.36 3.16 0.00 4.18 1.82 2.18 0.00 4.28 3.79 3.67 1.88 1.83 0.00 3.26 2.26 0.00
CodeLlama 13B it. 0.00 4.12 1.67 7.71 2.99 2.10 0.00 3.93 4.36 1.74 0.00 1.61 2.05 1.82 0.00 2.00 2.43 1.22 2.26 1.64 3.35 0.00 0.00
Llama3.1 8B 4.30 1.61 1.33 0.00 1.40 0.00 3.70 7.91 3.60 1.89 0.00 2.45 6.76 4.83 0.00 1.84 4.89 3.00 4.84 1.78 4.41 1.54 3.09
Llama3.1 8B it. 1.88 2.36 0.00 7.72 6.25 1.46 0.00 3.47 2.35 0.00 0.00 7.51 2.67 0.00 0.00 2.93 2.48 0.00 1.23 4.71 4.50 0.00 0.00
Llama3.2 3B 0.00 0.00 1.54 0.00 0.00 3.94 2.73 5.66 3.84 1.79 1.47 0.00 3.91 3.42 2.36 3.63 3.58 3.49 4.62 2.47 0.00 0.00 3.45
Llama3.2 3B it. 5.05 2.15 4.07 2.94 0.00 4.16 0.00 7.31 3.83 3.80 0.00 2.50 0.00 0.00 2.84 0.00 7.57 3.61 3.08 3.71 2.04 0.00 3.55
Gemma 2 9B 0.00 3.25 3.27 3.74 4.42 2.30 1.53 1.54 1.59 3.85 0.00 0.00 1.95 2.41 4.40 3.94 3.03 4.86 1.40 1.32 4.43 4.54 1.45
Gemma 2 9B it. 0.00 1.65 2.16 0.00 0.00 0.00 1.92 1.62 1.93 1.95 1.84 2.59 6.87 0.00 0.00 4.71 2.30 0.00 4.12 3.03 0.00 2.34 2.08
GPT-3.5-Turbo 2.11 14.42 3.19 4.67 2.78 1.92 5.26 9.75 4.11 0.00 0.00 2.89 3.78 2.17 4.36 1.40 1.16 2.33 1.69 7.58 2.38 6.04 4.46
GPT-4 1.53 0.00 2.27 1.68 4.46 0.00 3.77 4.34 2.25 5.12 1.89 2.38 1.82 1.89 2.19 1.80 1.02 0.00 4.73 1.87 7.83 4.08 15.05
GPT-4o 3.41 5.84 1.52 0.00 1.25 0.00 3.62 6.39 1.65 4.41 2.50 1.09 4.85 2.18 2.71 0.00 4.16 4.57 6.36 4.89 1.63 3.24 3.18
Avg. fs. (w/ GPTs) 2.15 3.48 1.72 2.46 2.57 1.42 2.56 4.36 2.92 2.23 1.40 2.42 3.13 1.81 1.98 2.06 3.33 2.25 2.84 2.41 2.66 1.89 3.00
Avg. fs. (w/o GPTs) 2.10 2.66 1.57 2.55 2.50 1.62 2.15 3.75 2.98 1.99 1.38 2.50 3.04 1.75 1.71 2.31 3.63 2.24 2.49 1.82 2.34 1.25 1.86

Table 5: Scores of Entity, Relations&Transactions, Source, and Statement by 23 languages in
EUR-LEX with few-shot models.



Model BG ES CS DA DE ET EL EN FR HR IT LV LT HU MT NL PL PT RO SK SL FI SV

Finetuning / Test / Entity
CodeLlama 7B 73.32 81.37 77.15 75.90 77.03 72.49 70.26 81.64 78.65 79.09 77.07 74.27 74.65 76.25 76.06 79.70 78.15 79.80 80.26 72.35 73.67 73.12 81.34
CodeLlama 7B it. 75.44 79.71 72.32 78.07 77.51 72.54 70.55 81.57 82.62 78.77 79.72 74.49 76.01 75.89 75.19 76.98 74.88 80.81 79.89 76.53 73.88 75.53 78.87
CodeLlama 13B 73.57 80.71 76.43 77.41 76.64 76.17 71.35 84.57 81.59 75.94 78.37 71.78 70.45 77.05 72.85 78.20 77.02 80.27 80.37 75.75 75.25 73.97 77.78
CodeLlama 13B it. 80.11 78.71 78.83 80.13 76.19 73.77 68.05 83.94 77.68 77.97 75.45 77.05 71.45 75.11 77.41 81.75 80.58 79.14 80.69 78.34 79.49 76.19 77.66
Llama3.1 8B 62.97 72.32 67.14 65.75 66.59 68.89 73.31 72.38 68.46 69.80 74.28 67.21 68.32 59.81 67.13 68.65 70.81 68.77 68.79 68.14 68.89 64.29 66.85
Llama3.1 8B it. 70.36 69.29 70.56 72.34 73.01 71.06 66.90 74.77 71.87 69.86 70.13 69.74 69.42 69.83 70.16 70.03 70.89 70.97 71.38 70.57 67.24 70.28 72.42
Llama3.2 3B 72.37 77.53 73.46 73.95 67.78 69.34 72.43 81.45 72.44 72.39 74.98 69.92 75.28 69.13 71.96 74.68 75.52 74.32 75.71 74.96 72.20 70.22 74.31
Llama3.2 3B it. 70.63 73.24 70.98 70.51 72.90 74.40 74.27 77.95 72.38 74.68 73.21 65.35 70.67 70.14 72.06 74.77 68.43 72.92 69.22 72.61 67.06 70.91 75.39
Gemma 2 9B 80.62 84.33 80.06 82.53 83.31 78.57 80.44 86.98 82.90 81.14 80.94 81.11 77.16 81.66 82.59 82.70 82.58 85.64 83.97 81.27 79.16 79.23 83.22
Gemma 2 9B it. 78.99 83.68 80.78 81.75 81.71 78.33 78.59 86.25 82.09 79.06 83.72 79.63 79.36 80.43 76.61 82.49 81.26 82.41 82.53 82.70 81.53 79.81 79.58
Avg. of all ft. 73.19 77.05 73.59 74.14 74.28 72.62 72.31 78.78 75.5 74.87 75.82 71.87 72.08 72.16 73.36 75.2 74.25 76.72 76.22 74.08 72.77 72.47 75.17

Finetuning / Test / Relations&Transactions
CodeLlama 7B 20.37 23.62 20.02 23.86 20.28 22.99 17.96 27.69 19.03 28.93 18.38 21.97 24.81 20.11 24.10 17.07 23.34 26.13 17.04 18.47 17.15 18.38 21.80
CodeLlama 7B it. 24.76 25.94 21.52 22.09 26.63 23.13 16.73 30.10 24.87 26.81 21.02 27.64 25.65 25.66 25.49 18.24 25.56 23.10 20.69 25.55 23.26 18.78 27.49
CodeLlama 13B 24.21 26.41 19.90 26.90 25.74 20.58 22.42 29.09 25.10 23.05 22.43 23.17 25.01 19.15 22.66 18.23 23.07 21.53 29.45 17.11 24.34 22.06 22.70
CodeLlama 13B it. 25.54 27.40 27.98 25.54 24.11 17.39 17.23 29.34 23.37 27.79 20.93 24.73 27.89 21.61 23.51 22.86 30.31 21.96 23.45 30.25 23.45 22.73 29.24
Llama3.1 8B 19.39 21.58 16.94 23.98 19.14 18.17 18.67 23.87 17.46 24.37 25.34 22.22 22.60 15.41 24.38 15.50 19.78 20.40 12.84 21.98 19.49 14.94 14.48
Llama3.1 8B it. 24.59 15.53 20.03 18.09 18.98 22.66 25.37 25.03 18.24 17.76 11.67 20.96 19.35 13.05 15.60 12.49 20.64 19.88 17.39 19.87 17.68 19.88 21.04
Llama3.2 3B 23.24 23.33 26.23 26.27 20.87 26.10 31.03 27.78 20.06 20.31 18.46 25.99 26.80 22.12 22.60 25.05 22.67 21.78 26.80 21.74 19.74 24.09 24.45
Llama3.2 3B it. 16.87 16.28 19.79 19.97 18.43 20.87 14.05 25.24 19.75 27.29 15.77 22.22 25.57 17.40 20.68 19.17 16.75 20.98 21.30 23.20 22.57 20.08 24.40
Gemma 2 9B 32.00 33.88 31.19 37.13 32.34 26.13 30.42 36.53 23.06 36.43 27.14 30.74 28.06 38.13 31.88 29.68 40.27 34.39 37.17 35.15 29.50 34.40 33.02
Gemma 2 9B it. 33.17 29.21 31.27 35.75 28.81 31.69 32.34 36.41 34.80 31.75 29.01 32.96 32.28 28.43 23.78 31.48 32.91 33.25 32.43 26.63 32.69 32.06 38.59
Avg. of all ft. 23.66 23.18 22.96 25.47 22.98 23.0 23.01 27.72 22.09 25.56 20.87 24.4 25.79 21.45 23.09 20.95 24.13 24.08 23.2 23.36 23.3 21.94 24.86

Finetuning / Test / Source
CodeLlama 7B 34.38 43.62 35.77 46.13 44.82 25.75 21.75 39.97 29.37 40.54 40.29 47.05 46.47 37.41 37.97 34.13 62.24 40.33 39.16 51.49 38.13 31.97 40.31
CodeLlama 7B it. 32.41 32.82 31.85 37.11 39.94 25.15 46.10 44.39 21.17 52.46 20.08 35.18 42.35 45.04 54.77 22.67 31.66 43.99 16.26 36.93 19.48 29.95 28.17
CodeLlama 13B 35.65 43.53 41.15 46.18 63.52 43.24 34.41 24.27 44.83 33.90 28.60 54.66 52.82 50.99 38.40 42.08 34.04 32.67 49.80 41.97 47.46 30.17 48.60
CodeLlama 13B it. 40.02 43.29 47.03 43.57 43.33 48.47 40.50 50.79 57.18 44.94 37.68 52.05 47.81 40.67 46.14 44.28 58.42 60.51 33.88 51.98 46.54 39.50 50.57
Llama3.1 8B 23.01 22.16 22.15 20.86 28.16 24.34 41.27 47.63 37.55 34.85 41.64 33.21 38.47 21.17 19.76 33.12 34.45 21.32 25.88 34.69 24.58 15.03 18.73
Llama3.1 8B it. 32.66 14.99 20.08 13.07 63.17 31.72 23.86 39.88 26.47 32.90 38.27 39.39 31.04 28.50 32.16 23.62 39.99 28.37 33.40 53.18 28.52 25.32 26.68
Llama3.2 3B 44.74 42.78 44.67 33.53 50.74 48.70 36.06 28.56 47.22 55.75 46.30 42.73 52.85 47.73 53.06 53.97 54.84 36.77 48.11 63.84 50.23 44.27 56.59
Llama3.2 3B it. 46.08 45.33 44.05 44.85 47.58 47.82 48.14 24.18 36.22 46.93 36.98 37.18 59.37 55.39 40.93 29.30 41.39 43.34 33.41 50.93 35.96 41.85 49.15
Gemma 2 9B 58.98 49.07 41.06 52.69 56.19 54.21 47.31 61.32 61.87 51.14 49.90 64.56 38.86 42.34 48.10 44.85 53.68 42.08 54.92 48.00 47.03 54.46 54.68
Gemma 2 9B it. 36.66 49.94 51.80 50.35 40.58 38.19 35.05 36.77 34.30 34.66 34.26 48.73 48.78 45.72 41.29 49.44 50.11 37.17 51.96 37.41 36.27 42.39 39.58
Avg. of all ft. 36.8 37.3 36.52 37.38 45.55 38.04 33.58 36.04 36.92 40.67 36.5 40.69 45.54 39.53 37.58 35.53 42.92 34.26 35.04 44.14 36.46 34.54 38.53

Finetuning / Test / Statement
CodeLlama 7B 6.71 10.95 5.57 13.32 6.49 6.39 9.22 11.44 6.80 9.58 10.20 9.97 11.04 8.18 7.11 13.23 9.88 8.58 8.36 6.04 6.59 5.37 6.58
CodeLlama 7B it. 8.60 12.80 4.81 5.31 7.39 6.40 8.93 16.28 6.89 12.20 7.11 10.06 10.09 9.27 8.86 7.62 11.28 10.17 8.28 12.75 6.24 8.95 6.57
CodeLlama 13B 4.56 11.85 4.25 7.57 9.41 7.27 11.12 5.38 11.55 8.99 15.85 4.81 8.30 8.06 8.92 8.21 9.44 4.54 4.17 0.00 5.27 3.97 7.63
CodeLlama 13B it. 13.87 12.88 5.71 14.42 7.89 10.89 5.98 10.41 8.82 11.20 6.35 13.09 10.02 5.55 9.60 10.24 12.18 11.04 9.05 11.85 9.13 8.54 6.83
Llama3.1 8B 4.77 15.59 6.58 14.82 6.95 1.99 17.43 8.75 8.99 6.58 9.60 9.59 8.26 8.92 13.35 9.82 17.03 8.44 10.64 6.16 7.00 4.57 9.65
Llama3.1 8B it. 13.77 5.91 7.47 4.46 9.11 6.62 15.23 16.85 7.67 8.04 9.90 9.69 7.47 6.65 7.61 3.66 12.22 9.76 11.23 10.62 10.46 8.91 7.60
Llama3.2 3B 13.19 13.40 8.12 7.09 8.80 8.32 18.02 14.03 9.31 7.49 11.53 4.74 12.58 5.44 15.22 9.71 9.73 5.10 7.69 9.54 11.65 3.49 12.02
Llama3.2 3B it. 10.48 17.49 7.43 9.56 8.96 10.34 17.02 15.98 5.35 12.34 12.50 4.87 12.31 8.67 14.52 6.18 6.97 9.81 6.18 7.13 7.62 8.82 10.35
Gemma 2 9B 16.78 17.10 9.17 12.76 6.78 9.86 20.95 5.90 11.09 11.13 16.32 11.21 15.90 15.22 11.10 8.92 12.03 11.90 16.09 17.65 13.17 7.46 14.89
Gemma 2 9B it. 11.97 9.83 11.92 11.53 14.05 8.11 9.28 13.28 14.06 8.85 8.91 15.89 16.12 9.60 8.93 8.04 14.34 17.06 13.05 14.82 10.83 7.00 16.67
Avg. of all ft. 10.52 12.05 6.94 9.62 8.64 7.33 13.1 11.23 8.9 9.07 10.92 9.05 10.68 8.47 10.1 8.32 10.77 9.28 8.89 9.22 8.67 6.45 9.04

Table 6: Scores of Entity, Relations&Transactions, Source, and Statement by 23 languages in
EUR-LEX with fine-tuned models.



Model BG ES CS DA DE ET EL EN FR HR IT LV LT HU MT NL PL PT RO SK SL FI SV

Few-shot / Test / Graph
CodeLlama 7B 6.74 19.20 5.83 10.43 12.07 8.55 11.76 20.00 13.79 15.91 5.31 16.07 18.18 9.20 6.67 13.08 15.38 12.60 17.48 19.30 12.20 6.82 12.24
CodeLlama 7B it. 13.56 26.36 17.31 22.58 12.50 12.50 7.69 12.00 23.78 12.63 8.16 16.22 9.52 21.78 6.38 20.87 14.43 16.30 13.91 16.07 11.21 22.50 15.00
CodeLlama 13B 18.02 12.21 11.67 19.51 12.86 17.48 0.00 16.99 16.90 12.28 16.39 19.51 19.13 7.09 11.76 18.80 18.97 17.91 15.50 19.23 19.86 12.50 13.16
CodeLlama 13B it. 8.51 17.78 13.79 16.79 25.95 15.52 23.08 10.39 7.63 17.65 13.04 26.79 22.03 15.38 11.97 14.06 16.67 27.07 13.73 8.63 25.71 11.65 16.15
Llama3.1 8B 26.35 26.46 21.47 22.89 22.95 22.62 35.14 19.79 25.93 32.56 16.48 21.21 26.23 32.84 29.41 29.14 22.36 29.35 26.09 25.30 27.38 31.34 31.25
Llama3.1 3B it. 25.99 20.32 25.97 26.90 26.26 23.23 29.41 20.94 23.67 22.92 32.82 26.09 26.21 28.05 20.12 33.16 18.18 26.74 22.70 18.75 20.65 17.02 26.73
Llama3.2 3B 20.00 24.06 19.77 25.64 17.19 20.80 25.81 26.49 24.29 20.97 14.49 22.03 25.71 20.63 19.51 31.25 24.29 26.67 17.74 21.92 18.03 18.33 21.94
Llama3.2 8B it. 22.38 26.82 25.00 32.43 20.25 20.29 31.31 24.73 23.60 27.47 22.22 25.70 30.19 25.17 20.78 32.99 28.57 21.65 23.53 24.39 28.27 22.38 25.53
Gemma 2 9B 17.89 19.20 16.51 16.13 17.65 10.10 14.16 20.98 14.52 11.67 14.63 13.56 16.36 9.80 10.91 18.75 17.05 16.99 12.95 15.75 13.79 10.91 18.18
Gemma 2 9B it. 28.57 31.76 27.22 28.03 25.27 20.98 36.88 30.86 28.92 21.19 27.91 28.57 20.14 25.00 24.19 29.38 31.85 22.47 30.60 29.53 31.65 22.08 21.43
GPT-3.5-Turbo 22.22 30.77 25.13 28.71 27.72 25.64 24.56 22.01 22.66 19.08 28.31 25.89 30.15 29.51 28.16 33.00 27.20 24.03 33.48 25.22 21.05 29.66 32.46
GPT-4 24.80 36.13 30.52 30.64 31.91 30.57 34.29 30.64 35.15 31.33 34.01 37.84 26.67 37.30 31.30 35.24 38.06 33.91 31.54 40.36 36.29 30.71 44.21
GPT-4o 27.16 26.77 29.03 17.43 23.19 25.00 26.05 24.80 21.62 24.79 24.19 21.65 24.27 29.18 15.51 25.78 25.70 19.24 28.57 20.82 24.10 21.71 18.25
Avg. fs. (w/ GPTs) 20.82 25.25 21.06 23.94 22.21 20.15 23.99 22.47 22.82 20.78 21.34 23.98 22.89 23.05 19.07 26.13 23.33 23.56 22.85 22.83 22.49 20.35 23.78
Avg. fs. (w/o GPTs) 19.84 23.75 19.26 23.52 20.87 18.42 22.91 21.63 21.9 19.71 19.47 22.86 21.85 20.81 17.58 24.82 21.58 23.02 20.76 21.34 21.33 18.59 21.81

Few-shot / Test / Graph&Node
CodeLlama 7B 4.47 14.65 4.23 8.19 7.88 4.96 8.38 16.55 9.73 11.57 4.80 10.31 10.89 5.96 4.29 7.76 9.69 10.52 13.49 12.55 9.00 5.24 8.03
CodeLlama 7B it. 10.55 20.65 12.37 17.26 9.20 9.18 5.18 9.51 18.33 9.06 7.28 10.82 7.44 15.42 3.96 18.49 11.91 11.75 10.60 11.57 6.74 16.99 9.82
CodeLlama 13B 11.51 7.21 8.79 15.04 9.25 12.31 0.00 13.66 11.80 9.04 13.29 13.74 14.36 4.65 6.77 13.32 12.29 11.81 10.87 13.58 15.37 9.64 8.88
CodeLlama 13B it. 6.51 14.49 10.35 12.57 18.20 11.60 21.78 7.69 5.71 11.51 10.51 19.37 16.06 10.85 8.49 12.37 12.33 20.76 12.20 6.77 19.10 8.07 12.69
Llama3.1 8B 19.95 21.47 16.65 18.06 18.26 16.81 26.64 15.84 20.86 24.10 13.14 16.91 19.64 23.26 20.96 21.72 17.99 23.34 22.20 18.72 21.73 25.83 25.65
Llama3.1 3B it. 17.95 14.88 17.41 21.30 20.38 17.35 21.69 14.54 17.59 16.88 23.91 19.33 17.84 20.40 15.37 27.15 14.14 18.00 17.86 12.88 14.39 10.79 19.18
Llama3.2 3B 16.88 18.00 15.93 19.15 13.49 17.26 19.16 20.71 18.30 15.37 10.91 16.02 18.39 15.59 15.19 24.22 18.00 21.61 12.75 16.65 13.92 14.76 17.09
Llama3.2 8B it. 15.82 21.37 18.92 24.06 15.80 14.99 23.13 20.52 19.16 19.45 17.97 19.42 24.19 17.64 15.21 27.34 21.59 17.44 17.15 20.01 21.49 17.76 21.03
Gemma 2 9B 13.43 15.02 10.75 11.49 14.05 8.92 10.34 17.31 9.68 7.89 12.20 9.07 11.52 8.26 6.69 14.59 12.28 13.76 10.90 9.75 7.76 6.65 12.70
Gemma 2 9B it. 22.77 26.10 22.33 22.88 20.86 18.20 29.83 26.41 24.31 17.50 24.35 22.83 17.08 21.15 19.05 26.35 25.48 18.69 25.49 23.34 24.11 18.58 16.51
GPT-3.5-Turbo 18.83 27.30 20.52 23.22 22.47 20.87 19.58 19.16 18.93 15.95 24.02 20.85 24.40 23.77 22.50 29.52 21.41 21.02 29.27 20.33 17.52 25.73 27.94
GPT-4 21.06 30.99 25.18 25.85 27.61 26.72 28.86 27.51 29.82 26.32 30.39 33.28 22.82 32.41 25.64 31.28 31.17 30.29 27.72 32.77 30.10 27.15 38.74
GPT-4o 23.30 23.41 23.88 14.96 19.01 20.85 22.00 22.30 17.58 21.07 21.36 18.66 20.69 25.15 13.53 23.87 20.46 17.39 24.33 17.32 19.30 17.99 15.98
Avg. fs. (w/ GPTs) 16.1 20.25 16.18 18.76 17.35 15.97 18.76 18.31 17.76 15.79 17.53 18.35 17.52 17.86 14.33 21.55 17.88 18.84 18.66 17.23 17.24 16.28 18.83
Avg. fs. (w/o GPTs) 14.86 18.5 14.43 18.11 15.93 14.26 17.58 17.14 16.67 14.45 15.6 16.87 16.25 15.55 12.78 19.88 16.26 17.82 16.55 15.67 15.97 14.45 16.64

Few-shot / Test / Graph&Node&Edge
CodeLlama 7B 0.00 3.02 1.68 3.85 3.27 1.33 3.09 7.23 4.03 6.85 1.15 3.16 5.70 3.12 2.35 3.89 4.30 3.61 6.75 6.35 2.85 3.70 1.96
CodeLlama 7B it. 6.90 10.29 6.69 10.13 6.33 1.84 3.26 3.48 8.94 2.17 6.08 7.87 3.78 7.74 2.87 8.14 6.83 3.86 4.52 3.44 4.74 11.24 5.65
CodeLlama 13B 6.20 3.88 4.06 7.99 4.85 5.02 0.00 4.43 6.79 5.40 3.99 5.12 7.49 3.21 3.95 5.04 6.06 4.07 6.02 5.76 10.00 5.22 3.28
CodeLlama 13B it. 4.97 6.38 6.39 7.30 11.96 5.45 11.61 3.29 2.99 3.40 4.76 8.83 7.79 6.34 4.34 7.34 6.36 11.00 6.32 1.74 10.95 5.91 7.50
Llama3.1 8B 12.46 10.70 9.92 10.81 10.36 7.03 14.26 7.35 10.35 13.61 7.02 12.11 10.65 13.93 14.19 12.29 11.30 12.08 12.57 9.85 10.91 11.58 14.33
Llama3.1 3B it. 10.62 8.58 9.75 13.69 11.84 8.95 10.95 7.75 8.91 9.00 13.04 11.31 13.35 11.71 8.49 18.06 9.28 11.20 9.24 5.91 6.65 6.87 11.94
Llama3.2 3B 10.01 8.59 7.68 11.15 6.93 9.08 10.44 9.45 9.83 10.67 5.09 11.70 11.53 8.17 5.68 10.66 9.84 7.52 4.26 8.59 5.49 6.93 9.00
Llama3.2 8B it. 6.57 11.64 10.94 13.27 9.44 10.12 11.39 12.27 10.94 11.21 10.00 10.47 12.57 10.09 7.56 17.40 13.34 11.56 10.28 12.17 12.60 9.75 13.36
Gemma 2 9B 8.00 5.85 5.32 7.44 2.00 6.37 5.58 11.31 3.33 4.43 3.73 2.50 5.08 2.41 2.22 7.81 5.87 9.10 6.24 3.99 3.61 1.82 4.54
Gemma 2 9B it. 13.30 15.57 11.49 14.58 9.72 9.12 19.61 11.76 16.83 8.36 15.17 14.01 10.57 11.83 10.56 14.89 13.53 10.44 13.19 11.79 13.60 11.36 9.00
GPT-3.5-Turbo 12.96 17.58 11.32 15.90 15.38 12.02 9.96 12.41 12.51 10.99 13.50 10.20 14.43 14.40 13.58 18.46 10.18 14.76 19.58 12.87 11.49 11.87 16.30
GPT-4 14.85 21.14 17.63 19.07 20.53 17.71 18.36 19.53 21.16 18.43 20.39 24.32 13.91 22.60 16.63 21.06 21.10 22.27 20.47 23.06 21.21 17.99 28.41
GPT-4o 15.14 17.03 14.62 9.79 12.48 14.73 14.85 16.48 11.92 13.58 12.62 12.55 14.27 17.28 9.47 16.11 12.39 12.59 17.09 9.09 12.16 12.65 11.13
Avg. fs. (w/ GPTs) 9.66 11.22 8.97 11.69 10.22 8.45 10.75 10.07 10.24 9.11 9.63 10.75 10.13 10.43 8.01 12.53 10.35 10.81 10.69 9.16 9.78 9.23 10.97
Avg. fs. (w/o GPTs) 8.49 9.37 7.58 10.88 8.75 6.86 9.85 8.55 9.01 7.8 8.16 9.51 9.11 8.51 6.7 11.02 9.3 9.38 8.6 7.7 8.49 8.0 9.06

Table 7: Scores of Graph, Graph&Node, and Graph&Node&Edge evaluations by 23 languages in EUR-LEX
with few-shot models.

Model BG ES CS DA DE ET EL EN FR HR IT LV LT HU MT NL PL PT RO SK SL FI SV

Finetuning / Test / Graph
CodeLlama 7B 29.93 33.33 28.78 33.55 27.59 31.72 23.53 37.87 25.97 38.22 30.30 30.97 35.53 26.57 34.90 25.97 32.89 34.78 23.60 29.37 25.53 28.19 31.17
CodeLlama 7B it. 37.27 35.58 30.23 30.60 37.65 31.45 22.38 36.78 33.13 40.24 27.50 38.10 37.50 35.58 37.43 26.99 37.57 31.52 28.40 34.57 34.12 26.99 36.25
CodeLlama 13B 35.62 37.09 30.67 38.71 37.27 32.70 33.33 41.03 34.84 35.00 32.43 40.48 35.06 27.27 36.94 26.75 33.12 29.33 42.47 31.58 36.13 31.79 32.10
CodeLlama 13B it. 31.06 39.26 40.48 36.36 33.77 30.67 24.82 36.78 34.44 35.93 29.11 36.69 44.58 32.34 34.78 35.80 41.21 30.49 36.71 42.29 35.58 32.94 39.33
Llama3.1 8B 33.75 31.79 22.07 35.53 27.50 27.21 27.97 31.06 24.11 41.29 37.74 37.18 35.67 23.45 33.99 28.38 28.00 28.77 22.78 33.99 29.93 26.75 20.69
Llama3.1 3B it. 41.03 29.33 29.93 24.52 26.67 32.50 31.08 34.15 26.92 30.26 22.22 35.37 30.57 24.16 28.40 21.62 27.81 31.17 27.50 30.26 33.55 30.67 29.53
Llama3.2 3B 30.59 32.18 35.71 36.14 29.09 36.57 42.11 35.43 26.37 30.77 27.54 37.29 40.24 32.93 34.32 32.61 29.94 32.56 36.99 32.10 30.30 32.40 33.51
Llama3.2 8B it. 24.04 20.86 29.51 31.58 28.74 30.77 23.46 30.67 29.45 41.57 22.73 34.44 38.42 24.39 29.35 29.83 27.81 28.74 33.33 37.36 34.83 31.35 33.96
Gemma 2 9B 41.86 44.69 46.34 47.13 41.92 37.93 38.64 44.83 30.23 50.00 39.33 42.70 40.94 49.70 41.34 40.68 50.29 45.16 47.95 47.06 40.64 44.58 44.31
Gemma 2 9B it. 47.13 38.51 42.42 47.85 41.42 38.51 44.71 43.87 43.93 41.77 38.99 43.64 45.51 38.60 32.94 42.17 45.68 41.92 41.98 36.59 44.30 43.11 47.62
Avg. of all ft. 36.31 34.9 34.6 37.53 35.69 38.52 28.2 37.08 28.4 38.71 35.44 36.42 37.94 31.74 30.6 27.23 33.55 29.28 29.27 34.84 35.43 27.97 30.0

Finetuning / Test / Graph&Node
CodeLlama 7B 21.28 27.17 21.52 25.26 20.33 22.56 17.04 31.29 18.23 29.44 23.14 23.12 26.45 19.04 26.64 19.56 24.96 27.01 19.00 19.47 18.84 20.31 25.17
CodeLlama 7B it. 26.52 29.07 23.18 25.38 29.25 22.78 16.09 30.40 26.42 31.85 22.05 28.34 27.88 26.60 27.31 21.66 26.52 26.09 23.89 27.31 25.94 20.44 27.89
CodeLlama 13B 26.33 30.52 24.32 29.04 27.33 23.90 22.88 33.87 27.74 26.07 24.08 28.97 25.05 18.78 26.42 21.54 23.46 22.71 35.20 22.91 28.17 22.64 24.54
CodeLlama 13B it. 23.57 31.71 32.40 30.21 26.07 22.67 17.95 30.77 27.17 27.72 21.07 28.93 31.87 22.91 26.60 28.58 32.49 24.96 30.24 32.49 28.13 25.42 31.29
Llama3.1 8B 18.99 22.06 13.76 23.30 17.93 17.57 18.12 23.40 16.16 25.72 24.98 23.53 23.77 16.56 23.11 18.96 18.63 19.75 15.41 23.37 20.29 17.08 12.74
Llama3.1 3B it. 26.68 20.05 19.56 18.36 20.13 22.06 20.39 26.75 18.11 20.27 15.42 23.91 21.08 16.60 19.73 14.74 18.34 21.48 19.65 20.93 21.67 19.89 20.45
Llama3.2 3B 21.75 25.01 25.27 26.81 20.49 25.98 28.95 29.00 18.74 22.66 19.36 26.49 28.97 22.71 24.40 24.29 22.07 24.23 28.33 22.64 22.52 23.68 24.06
Llama3.2 8B it. 16.04 15.71 20.47 23.16 20.44 21.44 16.81 24.92 19.54 29.63 16.04 23.85 26.68 17.21 21.26 22.56 17.77 20.43 23.57 26.12 22.82 22.91 25.02
Gemma 2 9B 35.84 39.30 39.52 40.36 35.99 30.88 31.56 39.37 25.36 39.15 32.65 35.50 32.74 40.44 35.84 33.84 41.89 38.60 42.59 40.51 33.32 37.28 36.72
Gemma 2 9B it. 38.70 32.43 34.57 38.47 33.45 27.28 33.46 37.36 34.58 33.65 33.95 35.84 35.03 31.80 25.65 34.49 35.94 36.26 36.12 29.92 35.27 35.48 38.84
Avg. of all ft. 26.82 27.47 25.98 28.6 26.97 26.44 19.62 29.8 20.61 27.52 25.5 25.55 27.32 21.69 21.95 20.28 24.88 22.18 22.7 25.28 25.84 20.25 22.29

Finetuning / Test / Graph&Node&Edge
CodeLlama 7B 14.83 19.29 15.09 18.38 14.93 16.34 13.10 23.14 13.30 22.20 14.33 16.40 18.48 14.42 18.28 13.37 17.82 20.31 13.72 12.41 12.65 13.28 17.55
CodeLlama 7B it. 18.09 21.38 16.39 18.46 20.97 16.77 12.10 24.87 20.06 21.54 17.01 20.69 18.84 19.17 18.71 14.42 18.32 19.54 17.39 20.30 17.95 14.20 21.30
CodeLlama 13B 18.20 21.93 16.02 20.54 18.84 15.03 15.72 24.08 20.00 16.99 16.44 16.75 18.01 13.45 16.56 14.80 16.92 16.64 24.63 12.79 19.35 15.95 17.66
CodeLlama 13B it. 19.45 22.43 22.36 21.65 18.98 13.61 12.76 24.73 18.66 21.50 15.10 20.08 20.67 15.66 18.07 19.11 23.81 18.13 19.53 23.49 18.72 17.69 22.96
Llama3.1 8B 11.00 15.08 10.62 16.32 12.95 11.50 12.32 18.07 11.94 15.42 17.07 14.54 15.12 11.09 16.48 10.77 13.47 13.90 8.97 15.09 13.53 9.58 9.16
Llama3.1 3B it. 16.76 10.93 13.38 13.86 14.57 15.49 16.79 20.36 12.40 12.40 8.35 14.93 13.41 9.12 11.11 8.81 13.84 14.36 13.35 13.99 11.77 13.20 14.79
Llama3.2 3B 16.68 18.57 18.65 19.94 15.08 18.69 21.78 22.81 14.33 15.02 13.21 18.67 19.27 15.31 16.59 18.76 16.69 16.45 20.83 15.71 14.94 17.70 17.57
Llama3.2 8B it. 11.32 12.62 14.19 15.37 13.53 14.62 10.73 20.60 13.08 19.75 11.38 15.33 17.70 12.62 15.08 14.63 10.86 15.19 15.49 16.55 14.95 14.87 18.02
Gemma 2 9B 27.14 29.70 26.62 31.74 27.95 21.01 24.89 32.29 19.77 28.83 23.09 25.83 23.11 30.80 27.63 25.04 33.68 29.35 33.13 30.44 24.77 28.79 27.55
Gemma 2 9B it. 28.05 24.61 25.58 28.85 23.58 22.44 24.39 31.28 27.55 25.58 25.51 27.46 24.83 23.74 18.52 25.72 26.32 29.08 28.25 21.73 26.26 26.57 31.51
Avg. of all ft. 19.28 19.89 18.74 21.46 17.47 18.74 14.46 21.43 14.79 19.16 16.23 17.24 19.16 15.69 14.79 13.96 18.09 16.3 15.89 17.4 17.68 13.99 16.53

Table 8: Scores of Graph, Graph&Node, and Graph&Node&Edge evaluations by 23 languages in EUR-LEX
with finetuned models.



Graph-based Valid Graph Legal Content

Model G G-N G-N-E Top1 Top10 Entity R & T Source Statement

Few-shot result of Validation split
CodeLlama 7B 14.46 10.14 4.73 18.35 86.96 47.03 6.51 12.44 1.78
CodeLlama 7B it. 16.70 12.21 6.64 43.30 91.91 52.18 8.91 17.67 1.71
CodeLlama 13B 14.99 10.53 5.17 18.09 84.96 47.58 7.14 14.93 2.76
CodeLlama 13B it. 18.02 13.33 6.82 38.26 89.74 54.30 8.98 18.65 3.75
Llama3.1 8B 24.87 19.05 10.07 36.17 87.04 60.77 12.74 23.86 4.17
Llama3.1 8B it. 26.88 20.00 11.42 26.96 88.00 60.86 15.02 29.35 3.77
Llama3.2 3B 21.04 16.00 7.92 31.91 85.83 54.39 10.25 21.69 2.89
Llama3.2 3B it. 26.45 20.21 11.45 61.04 93.83 53.56 14.78 20.63 3.69
Gemma2 9B 12.22 8.80 4.08 42.61 96.35 52.40 5.38 14.83 2.84
Gemma2 9B it. 27.66 21.92 13.37 71.04 96.87 69.11 16.81 30.67 3.36
GPT-3.5-Turbo 31.45 25.62 16.41 96.87 100.0 69.80 19.78 29.43 5.48
GPT-4 33.09 27.34 19.15 98.96 100.0 75.31 23.24 21.52 3.30
GPT-4o 30.98 25.79 17.24 95.74 100.0 71.61 20.40 40.72 4.77

Finetuning result of Validation split
CodeLlama 7B 36.38 29.66 21.57 95.39 100.0 75.47 26.10 48.51 7.22
CodeLlama 7B it. 35.86 29.40 21.91 96.87 99.91 76.07 26.22 46.18 5.92
CodeLlama 13B 35.94 29.06 20.05 97.48 100.0 74.38 24.36 50.47 8.15
CodeLlama 13B it. 33.81 27.63 19.91 97.57 100.0 75.96 24.07 44.32 6.27
Llama3.1 8B 30.30 21.78 14.77 94.52 100.0 64.19 20.29 31.44 3.75
Llama3.1 8B it. 29.14 20.92 13.53 85.30 99.74 66.77 18.21 41.31 5.39
Llama3.2 3B 31.56 24.34 17.48 93.57 100.0 71.02 22.31 47.09 5.65
Llama3.2 3B it. 31.70 24.06 16.13 90.00 99.83 68.65 20.94 43.29 4.85
Gemma2 9B 43.62 37.32 28.37 99.13 100.0 79.31 32.65 58.96 8.99
Gemma2 9B it. 43.88 36.57 27.36 98.17 100.0 77.72 32.41 53.20 10.51

Table 9: Scores of the legal text visualization. G, G-N and G-N-E denote Graph, Graph&Node and
Graph&Node&Edge respectively. Valid Graph Ratio is success rate of creating valid graphs in top-1 and top-10
generated results. The highest scores of each column are in bold.

Legal summarization. As a more complex and application-oriented task, legal summarization is also
prominent in the field, which aims to generate a summary of legal sentences. Existing summarization
studies address Canadian legal cases (Elaraby and Litman, 2022) and EU legislations (Aumiller et al.,
2022).

F Legal Diagram Formalism

Here we define several rules to express legal relations within the DOT language grammar.
Graph node rules. Legal entities are represented by nodes (vertices) in DOT languages with the shape of
double octagons except legally deceased persons who are presented in the shape of ellipses. Legal norms
that are effective in the present case are represented by graph nodes with trapezium shapes.
Graph edge rules. Legal transactions and the explanatory relationships between legal entities are
represented by directed edges. The family or marital relationships established under civil law are
represented by an undirected bold edge. The legal rights that cannot be exercised are represented by
dashed edges. Dotted edges denote relationships of the legal succession between legal entities.

To illustrate the equivalent relationship between diagram nodes, undirected edges are used to connect
entities and their status explanations, rules and statements, legal transactions, and their explanations.

We also note that legal relations can also be represented by graph nodes when legal relations have
some relations with other entities. Figure 4 explains how to draw graphs when additional description is
required for graph relations. In Graphviz, we cannot draw lines directly to the graph relations. Hence we
change graph labels to nodes and connect to other nodes for adding explanation. Further details of the
DOT language grammar for representations of legal entity relations and an actual dataset example are
provided in Appendix G & J.

G Graphviz annotation

The following is an example of the Graphviz code annotation rules.



Legal entity A has a 
relation of Claim C to 
another legal entity B.

Claim C is supported by 
Article D presented in an 
equal relation.

Merging Article D into the 
relation of Claim C from 
legal entity A to legal entity 
B.

(1) (2) (3)

Figure 4: Annotation rule when adding explanation to graph relations.

(C) GPT-3.5-Turbo

(E) Annotated

(B) CodeLlama-13B it. ft.(A) Gemma2-9B ft.

(D) GPT-4

Figure 5: Additional qualitative analysis.

1 [shape=doubleoctagon]: Entities which are capable to act as legal entity.
2 [shape=trapezium]: Any kinds of rules which are legally effective, applied to the

present case or supporting legal statements.
3 [style=dotted]: Relationship of succession between 2 entities.
4 [dir=none]: Equivalent relationship, agreements, or connecting detailed explanation

of other nodes.
5 [dir=none, style=bold]: Marital relationships or family relationships which have

been established under civil law.
6 [style=dashed]: Expressing a legal right that cannot be exercised or not existed.
7 [shape=ellipse]: Expressing a person who is legally deceased.

H Qualitative Analysis

Figure 5 shows an additional case of qualitative analysis. Here, GPT-3.5-Turbo and GPT-4 failed to
generate correct relational graph since some nodes (“Public prosecutors in France” and “Article 6(1)
of Framework Decision 2002/584”) are not connected to other nodes lacking understandings of legal
relations. On the other hand, Gemma2-9B ft. and CodeLlama13B-Instruct ft. models fine-tuned with
LegalViz output almost the same diagram as annotated data, with the same legal entities (“JR” and “The
Court of Appeal in Luxembourg”) and correctly extracted reason of appeal.

I Prompt

The prompt for LLMs used in training, generation and dataset creation is presented in Table 10.



Method Prompt

Prompt used for train
and generation

Using the DOT language of Graphviz, draw a graph to explain legal entity nodes, legal rela-
tionships, legal statements and legal basis of them from given text, written in {language} text.
Use “shape=trapezium” to represent a legally effective material and use “shape=doubleoctagon”
to represent a legal entity in Graphviz code with {language}. At any time, reply only with the
graphviz code.

Prompt for extraction From legal text below of {language} language, extract the same meaning word or sentence as
given English word to language. Please output only extracted result. Legal text: {legal text} Word
or sentence to extract:

Prompt for translation Translate below words or text from English to {language} Text:

Table 10: The prompts used in the experiment and data processing. {legal text} and {language} indicate the place to
insert.

J Train dataset examples

Dataset Example

{'ID': '45',
'category': 'EU law',
'diagram_number': '7',
'case_name': 'Case T-207/02: Nicoletta Falcone v Commission of the\nEuropean

Communities',
'case_number': 'C2005/006/64',
'document_url': 'https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:C200

5/006/64&qid=1713891140330',
'year': '2004',
'text': 'In Case T-207/02: Nicoletta Falcone, a candidate in Competition COM/A/10/0

1, represented by M. Condinanzi, against Commission of the European Communities
(Agent: J. Currall, assisted by A. Dal Ferro, with an address for service in
Luxembourg) - application for annulment of the decision of 2 May 2002 of the
selection board in Competition COM/A/10/01 to exclude the applicant from the
written tests on the ground that she did not obtain sufficient marks to be
included among the 400 best candidates - the Court of First Instance (Second
Chamber), composed of J. Pirrung, President, A.W.H. Meij and N. Forwood, Judges;
H. Jung, Registrar, has given a judgment on 26 October 2004, in which it:',

'Graphviz': 'digraph {\n rankdir=LR;\n node [shape=box];\n\n "Nicoletta
Falcone" -> "M. Condinanzi" [label="represent" dir=none];\n "The Comission of
the European Comminities" -> "Nicoletta Falcone" [label="application for

annulment of the decision of 2 May 2002 of the selection board in Competition
COM/A/10/01 to exclude the applicant from the written tests on the ground that
she did not obtain sufficient marks to be included among the 400 best candidates
"];\n}',

'language': 'English'
}
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