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Abstract

Chinese Grammatical Error Correction (CGEC)
plays a significant role in providing automatic
feedback to students’ writing, especially for
Chinese as a Foreign Language Learner (CFL).
Particularly, rudimentary CFLs write Chinese
characters where phonological and visual con-
fusion is constantly involved. However, exist-
ing CGEC studies ignore the multi-modality
and potential faked errors (i.e., non-existent
characters created due to writing errors), which
pushes the techniques far away from real-world
scenarios. To address this gap, we develop a
dataset, namely VisCGEC, to benchmark the
visual Chinese grammatical error correction
for Chinese as a Foreign Language Learner
(CFL). The dataset contains 2,451 images of
handwritten sentences with grammatical errors
and corresponding correction texts, which Chi-
nese language experts meticulously annotate.
In addition, we propose baseline approaches on
VisCGEC and conduct experiments with two
CGEC frameworks (i.e., a two-stage pipeline
and an end-to-end system), providing a strong
baseline for future research. Extensive empir-
ical results and analyses demonstrate that Vis-
CGEC is high-quality but challenging, where
the best approach achieves an Fj 5 score of
only 28.9%. Our dataset and baseline meth-
ods are available at https://github.com/
xiaoAugenstern/VisCGEC.

1 Introduction

Due to the complexity of Chinese characters and
grammar, writing grammatically correct Chinese
sentences is difficult for learners, especially for
Chinese as a Foreign Language Learner (CFL).
Chinese Grammatical Error Correction (CGEC),
which uses artificial intelligence (Al) technologies
to help learners write higher-quality texts more
efficiently, has attracted intensive attention from
researchers (Lan et al., 2024). Given an erroneous
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Figure 1: Examples of visual CGEC (Chinese Grammat-
ical Error Correction) challenge. Blue text represents
grammatical errors, X represents faked characters,

text represents misspelled characters, and Green
text represents the corrected content.

sentence, a CGEC method is expected to detect and
correct all grammatical errors in the sentence and
produce an error-free sentence as the output.

We notice that a few CGEC datasets have
been proposed to support the research on CGEC.
For example, CTC and NaCGEC datasets (Zhao
et al., 2022; Ma et al., 2022) are two large-scale
CGEC datasets, the erroneous sentences of which
are collected from native speakers. The models
trained on these datasets could effectively iden-
tify the grammatical errors made by native speak-
ers. To develop the CGEC methods for CFLs, re-
searchers have developed a series of datasets such
as MUCGEC (Zhang et al., 2022a), NLPCC (Zhao
et al., 2018) and CGED (Rao et al., 2020), which
contain more errors made by CFLs. Recently,
some datasets like FlaCGEC (Du et al., 2023) and
FCGEC (Xu et al., 2022) are developed focusing
on the fine-grained grammatical error annotations
(e.g., misuse of adjectives, missing nouns). How-
ever, these datasets are constructed based on a sin-
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gle textual modality and ignore the phonological
and visual confusion that the rudimentary CFLs
may frequently have. For example, in Figure 1,
the character “%&” is an inexistent character that
is created due to the writing errors. Besides, char-
acter distortion, hyphenated writing, and irregular
characters can involve new challenges to the CGEC
tasks. The existing CGEC models trained on tra-
ditional CGEC datasets are not applicable when
dealing with such real-world handwritten texts. A
recently-released dataset Visual-C3 (Li et al., 2024)
is proposed for visual Chinese Spelling Checking.
However, they simply focus on misspelling errors
and do not contain any grammatical errors, which
hinders the development of the end-to-end CGEC
system on hand-crafted images. Therefore, it be-
comes urgent and important to extend the CGEC
data resources to cover both textual and image
modality. This will enable the CGEC models to au-
tomatically detect and correct grammatical errors
in handwritten texts.

In this paper, we introduce VisCGEC, which
benchmarks the visual CGEC challenges in real-
world scenarios. Our VisCGEC dataset contains a
great number of hand-written images with different
writing styles. As shown in Figure 1, each image
is annotated with the bounding box information of
each character, the recognized texts, and the cor-
rected texts. With the bounding box information
and the corrected texts, we can visualize the ed-
its in the input image. To construct the VisCGEC,
we first develop a browser-based online annota-
tion interface to collect the essays from foreign
students. Then, the essay is revised by multiple
annotators with strong Chinese teaching experi-
ence. Next, we segment the image of essays at the
sentence level and process the data to ensure the
high quality of the data. As a result, our newly
constructed VisCGEC dataset consists of 2,451
images of hand-crafted sentences, which should
be edited via insertion, deletion, substitution, and
order shift. To further validate the quality and chal-
lenge of VisCGEC, we propose two frameworks,
namely a two-stage pipeline and an end-to-end sys-
tem, to solve the visual CGEC tasks. Extensive
experiments and detailed analysis showcase that
VisCGEC is a high-quality but challenging dataset.
The best-performing model, which combines OCR
and the Qwen model, achieves an Fj 5 score of only
28.59% on VisCGEC. In addition, the baseline ap-
proach provides useful insights and directions for
future research. We believe that the introduction

of VisCGEC will significantly advance research
on CGEC tasks and make the intelligent systems
better adapted to real-world needs.

In summary, our study makes the following con-
tributions:

* We introduce a novel benchmark dataset of
visual Chinese grammatical error correction
consisting of 2,451 images collected from
real-world CFLs’ handwritten texts. To the
best of our knowledge, this is the first dataset
for correcting Chinese erroneous sentences
under visual contexts.

* We formally define the task and propose two
baseline frameworks to solve the tasks, show-
casing the potential solutions. Moreover, we
investigate some hard examples that demon-
strate the distinction of our dataset compared
to traditional CGEC tasks.

2 Related Work
2.1 CGEC Resources

Dataset Input Errors  Source
NLPCC(Zhao et al., 2018) text G CFL
CGED(Rao et al., 2018, 2020) text G CFL
CTC(Zhao et al., 2022) text G natives
MUCGEC(Zhang et al., 2022a) text G CFL
NaCGEC(Ma et al., 2022) text G natives
FCGEC(Xu et al., 2022) text G natives
FlaCGEC(Du et al., 2023) text G natives
Visual-C3(Li et al., 2024) text+image S+F natives
VisCGEC text + image S+F+G CFL

Table 1: Comparison of VisCGEC with existing CGEC
datasets. G, S, and F denote grammatical errors, mis-
spelled and faked characters, respectively.

There has been a significant amount of re-
search on GEC data construction, but most of
them are proposed for English (Ng et al., 2013;
Bryant et al., 2019; Li and Lan, 2025). Datasets
available for CGEC tasks are still scarce (Wang
et al., 2021), which are summarized in Table 1.
NLPCC2018 (Zhao et al., 2018) and CGED (Rao
et al., 2018, 2020) collect large-scale sentences
from CFLs and create datasets in error-coded for-
mat. MuCGEC (Zhang et al., 2022a) compiles a
multi-reference annotation, which solves the prob-
lem of a single-reference constraint, potentially
underestimating the model. CTC (Zhao et al,,
2022) focuses on grammatical errors made by na-
tive Chinese speakers and involves Chinese seman-
tic errors in the classification of errors. Recently,
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Translation : Our society has developed a lot at present.

Figure 2: An overview of the construction process of VisSCGEC. The contents in the red boxes of the raw image
denote the erroneous sentences we extract as the instances in VisCGEC. The blue bounding boxes in the input image

denote the annotated locations of each character.

NaCGEC (Ma et al., 2022), FCGEC (Xu et al.,
2022), and FlaCGEC (Du et al., 2023) design a set
of linguistic rules to generate corresponding erro-
neous sentences for different types of grammatical
errors. The above datasets are limited to single tex-
tual modality, while multi-modality is commonly
demanded in real-world writing assistance. Re-
cently, Visual-C? (Li et al., 2024) is proposed as the
first visual Chinese character-checking dataset that
supports future research on human-crafted char-
acter checking. Nevertheless, the error types in
Visual-C? are restricted to misspelled and faked
characters made by middle native students. In con-
trast, VisCGEC encompasses a much broader range
of grammatical errors in handwritten Chinese text,
including not only misspelled and faked characters
but also a variety of other grammatical issues. The
dataset is derived from handwritten essays com-
posed by foreign students from diverse national
backgrounds, making VisCGEC more comprehen-
sive and challenging.

2.2 CGEC Methods

The methods for CGEC tasks can be catego-
rized into three paradigms: the Sequence-to-
Sequence (Seq2Seq), Sequence-to-Edit (Seq2Edit),
and Large Language Models prompting (LLMs
prompting) approaches. The Seq2Seq approaches
for general CGEC tasks involve using encoder-
decoder models to translate erroneous sentences
into correct sentences, similar to neural machine
translation (Chen et al., 2020; Li and Shi, 2021;
Kaneko et al., 2022). The Seq2Edit approaches
apply edit-based models to GEC tasks, instead of
directly predicting the correct sentence, edit-based
models predict a series of operation edits to be

applied to the erroneous sentences (Awasthi et al.,
2019; Malmi et al., 2019; Omelianchuk et al., 2020;
Tarnavskyi et al., 2022). With the emergence of
LLMs, Fang et al. (Fang et al., 2023) evaluated the
performance of closed-source LLMs (e.g., Chat-
GPT) on GEC and revealed their excellent capa-
bilities for error detection and correction. Follow-
up studies explored more applicable scenarios of
LLMs in GEC (Penteado and Perez, 2023; Wu
et al., 2023; Zhao et al., 2025). However, we found
that there is a lack of exploration of the multi-modal
CGEC challenges. Therefore, we introduce a new
dataset VisCGEC, and develop corresponding base-
line methods to advance research and development
in this area.

3 Task Formulation

Our VisCGEC dataset can be deemed a multimodal
task, which first requires a system to recognize
the optical characters and then correct the errors
in the sentence. Therefore, we can formulate the
visual CGEC task as follows: given an image I,
we need to first transfer it into a source sequence
of tokens, denoted as S = (sy, S2, ..., Sp), Where
n is the length of the source sentence. Then a
model is required to correct the grammatical errors
in the sentence T' = (t1, ta, ..., t;, ), where m is the
length of the target sentence and it is possible that
n # m. The challenge of VisCGEC is twofold: On
the one hand, the characters in the images should be
accurately identified from the image contents, with
variances in text line length, writing styles, rotation,
etc. On the other hand, the diverse errors in the
source sentences should be corrected precisely.
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4 Benchmark Dataset Design

4.1 Dataset Construction

Raw Data Collection. To construct such a dataset,
we collect handwritten texts by non-native writers.
We develop an annotation platform' to collect the
Chinese handwritten essays from foreign students,
which not only contain real-world grammatical er-
rors but also involve phonological or visual confu-
sion made by the CFLs.

The raw data collection process lasted for three
months, during which we gathered a total of 581
handwritten essay images with diverse handwriting
fonts and styles from 303 CFLs. These learners
represent a wide range of national and linguistic
backgrounds, originating from 39 countries. They
are intermediate to advanced Chinese learners, with
proficiency levels ranging from HSK4 to HSKG6.
Their essays cover practical topics related to daily
life, personal experiences, and opinions?.
Annotation Workflow. Given the handwritten
texts with grammatical errors, we recruit 18 Chi-
nese undergraduate students with foreign Chinese
teaching experience as annotators. The annotators
follow an error-coded annotation paradigm (Zhao
et al., 2018) to explicitly mark the erroneous spans
in the original sentences, then choose its error type
and make corrections. Based on established an-
notation guidelines (Du et al., 2023)3, we adopt
insertion, deletion, re-ordering, and substitution
operations to correct the texts. To facilitate data
processing, each annotator must submit annotations
to the platform. After that, we segment the original
handwriting texts from the passage level to the sen-
tence level. This results in 2451 image segments
and each contains a single sentence, as shown in
Figure 2.

To facilitate the recognition of the characters, we
also annotate the bounding boxes of each character.
We first employ YOLOvS* as a segmentation tool
to automatically identify the coordinates of a sin-
gle character’s upper left and lower right corners.
Then, we adapt Baidu PP-OCR’ as an OCR tool
to identify the optical characters in the image. It is
worth noting that when there is a faked character,

'We display an example of the annotation platform in
Appendix A.1.

*More details on learner backgrounds and essay topics can
be found in Appendix A.2.

3The detailed annotation workflow can be found in Ap-
pendix A.3.

4https ://github.com/ultralytics/ultralytics

Shttps://cloud.baidu.com/doc/OCR/index. html

Properties Train Dev  Test
#Images 1960 245 246
Average source sentence length ~ 24.27 25.00 23.18
Average target sentence length 24.57 2552 23.67

#Edits per sentence 1.78 178 1.84

#Missing errors per sentence 0.50 0.51  0.50
#Redundant errors per sentence  0.33  0.33  0.34
#Substitution errors per sentence 0.88  0.89  0.92
#Word-Order errors per sentence  0.07  0.05  0.09
#Faked character per sentence 0.14 0.13 0.14

Table 2: Statistics of VisCGEC dataset.

we mark it as a specific symbol, “X”. For example,
we identify the character “¥%” as “X” and its cor-
rect character is “#%”. To ensure the high quality
of the automatic annotation, we also request the
annotators to manually revise the accuracy of this
step.

During the entire annotation workflow, we em-
ploy a team of 18 annotators and 3 senior experts
during the annotation workflow. After the annota-
tors complete their tasks, their submissions are ag-
gregated and randomly assigned to a senior expert
for review. The annotators’ responsibilities include:
1) filtering the low-quality images; 2) ensuring the
errors in the sentences have been accurately cor-
rected; 3) identifying and flagging any bounding
boxes of characters.

4.2 Dataset Analysis

Overall Statistics. As a result, our VisCGEC
dataset contains 2451 images of handwritten sen-
tences featured with diverse grammatical errors.
Each image is annotated with the bounding boxes
of characters, recognized erroneous sentences, and
corrected sentences.

We randomly divided the data into different data
sets for training, validation, and testing in the ratio
of 8 : 1 : 1. We perform detailed statistics of Vis-
CGEC, which are displayed in Table 2. VisCGEC
provides a greater number of erroneous sentences
for training a visual CGEC model. It contains a
wide range of errors, such as missing, substitution,
redundant, word-order, and faked errors, which are
evenly distributed over the data splits.

Dataset Quality. To ensure dataset quality, a se-
nior annotator randomly samples some instances
from each batch of annotated data to review. We
calculate Fleiss’ Kappa (Moons and Vandervieren,
2023) to assess the annotation between the anno-
tator and the senior expert. If the annotation dis-
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agreement exceeds a threshold 20%, the batch is
reassigned to a new annotator until consensus is
achieved. Overall, the agreement in labelling the
erroneous sentences results in an agreement rate
of 89.83%, which ensures that the annotations are
consistent and reliable.

5 Baseline Approaches

To showcase the applicability of VisCGEC and of-
fer insights for future research in the visual CGEC
tasks, we develop two baseline frameworks to cor-
rect the erroneous sentences in images, which can
be categorized as two-stage pipelines and an end-
to-end system.

5.1 Two-stage Pipelines

The two-stage pipeline divides the visual CGEC
tasks into character recognition and correction
stages. The character recognition stage takes
charge of transferring the optical characters of the
image into text. The correction stage takes charge
of correcting the errors in the sentence. We demon-
strate the entire procedure in Figure 3.

5.1.1 Recognition Module

We chose the following two lines of recognition
methods: OCR-based recognition and CLIP-based
recognition.

OCR-based Recognition. Regarding the recogni-
tion module, we employ an OCR tool to translate
the handwritten text image into the textual source
sentence as follows:

X = OCR(I). (1)

where the predicted source sentence X is a se-
quence of tokens. Usually, the OCR module is
an off-the-shelf recognition model pre-trained on
large-scale Chinese text OCR datasets like SCUT-
HCCDoc (Zhang et al., 2020) and featured with
some ad-hoc engineering modules.

CLIP-based Recognition. Regarding the CLIP-
based method, we first segment the sentence-level
images into separate character-level images via an
object detection model (Jocher et al., 2022). Specif-
ically, the object detection model’s input is the
image I with n characters, and the output is the
coordinates of each character’s bounding box in
the image, so we can extract the character-level
images based on their coordinates. We denote
the character-level images as {I1, Io, ..., I, }. Af-
ter that, the extracted character images are pro-

cessed via a CLIP model (Yang et al., 2022), con-
sisting of a text encoder and an image encoder.
The image encoder encodes the visual features in
the character-level images, and the text encoder
encodes the textual features of tokens in a given
dictionary D, where possible Chinese tokens are
stored. We denote the procedure as:

v; = ImageEncoder(/;) 2)

w; = TextEncoder(w;), 3)

where I; is the i-th character-level image and w; is
the j-th tokens in the dictionary. Next, we compute
the cosine similarity between v; and w; and select
the token with the highest similarity score as the
predicted token as follows:

5; = argmax,, ep CosSim(v;, w;). “)

In this case, we obtain a sequence of recognized
tokens from the predicted source texts, denoted as
S ={31,59,..., 8, }.

We also fine-tune the CLIP model on the Vis-
CGEC dataset. The primary objective is to min-
imize the contrastive loss (Khosla et al., 2020),
which encourages the model to produce similar
embeddings for matching image-text pairs and dis-
similar embeddings for non-matching pairs. The
contrastive loss function for each character is de-
fined as follows:

exp(CosSim(v;, ws,)/7)

L = —log D] .
> j—1exp(CosSim(v;, w;)/T)

G))

where w, represents the feature representation of
the correct text label s; corresponding to the i-
th character image and 7 is a hyperparameter to
smooth the similarity value.

Compared with OCR-based recognition, the en-
coders of the CLIP-based recognition module are
fine-tuned, such that the writing styles and font
variance can be adapted to VisCGEC effectively.

5.1.2 Correction Module

We apply three mainstream GEC approaches to
correct the erroneous sentence, namely Seq2Seq,
Seq2Edit, and LLM fine-tuning. We carefully de-
scribe one representative implemented model for
each of them.

SynGEC Model: This is a representative method
of Seq2Seq approaches, which follow the autore-
gressive principle (Xue et al., 2021; Zhang et al.,
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Figure 3: Illustration of our designed baseline methods, namely two-stage pipeline and end-to-end system. Red text
represents erroneous content and Green text represents the corrected content.

2022b), where the correct sentence is generated
token by token as follows:

b = SquSeq(g,fl,fg, e tm1). (6)

We follow the existing study (Zhang et al.,
2022b) to enrich the feature of the source texts with
syntactic features, effectively identifying the struc-
ture of the Chinese sentence. Eventually, we obtain
predicted target sentence 1" = {t1,t9, ..., tm }.
GECToR Model: This is a representative
method of Seq2Edit approaches, which have non-
autoregressive architectures (Omelianchuk et al.,
2020). GECToR model first identifies the opera-
tion labels by comparing the source and target texts.
Operations, including keeping, substitution, and
deletion, are extracted. Next, the model predicts
the operation for each token in parallel as follows:

{I1, 15, ..., 1, } = Seq2Edit(S). (7)
After applying the predicted operations to the
source texts, we obtain the predicted target sen-
tence 7.
Qwen: We apply Qwen (Bai et al., 2023; Yang
et al., 2024) as the representative of LLMs fine-
tuning approaches to solve the visual CGEC chal-
lenge, which has been pre-trained on a vast corpus
of text. We further fine-tune it on the VisCGEC
dataset using LoRA (Low-Rank Adaptation).

5.2 End-to-end System

Besides the two-stage pipeline, we also apply an
end-to-end system to visual CGEC challenges.
Multi-modal Large Language Models (MLLMs),
such as GPT-40° fuse the textual and visual features
in the early encoder. They integrate the understand-
ing capabilities of LLMs with the ability to pro-
cess multi-modal information. Hence, we prompt
MLLMs with the instructions on text recognition
and grammatical error correction:

T = MLLM(I, P), (8)

where P is the prompting instruction’. As a result,
the corrected sentence will be directly produced as
the prediction.

6 Experiments and Analysis

6.1 Experimental Settings

Evaluation metrics. As we mentioned above, vi-
sual CGEC tasks can be divided into recognition
and correction sub-tasks. Regarding the recogni-
tion sub-task, we evaluate if the bounding boxes
of the characters are accurate using Character Ac-
curacy (CA), Character Error Rate (CER), and F}
score. We treat the recognized characters as a bag
of words, CA and I scores measure the propor-
tion of correctly recognized characters while CER
https://openai.com/index/hello-gpt-40/

"The detailed steps of MLLMs prompting is displayed in
Appendix A.4.
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Detection Correction Detection Correction
Recog. Correct. Character-Level Character-Level Sentence-Level Sentence-Level
Prec. Rec. Fys Prec. Rec. Fys Prec. Rec. Fys Prec. Rec. Fys
Two-stage Pipeline

GECToR | 45.64 38.31 43.96 10.23 6.80 9.29 15.65 19.17 16.24  4.47 4.47 4.47
OCR SynGEC | 66.98 69.15 67.41 2198 26.32 2273 28.92 5842 32.17 11.38 11.38 11.38

Qwen 57.85 39.43 52.91 3043 23.03 2859 3295 4531 34.85 15.85 15.85 15.85

GECToR | 69.92 6242 68.28 26.63 2240 25.66 10.92 20.88 12.07 3.66 3.66 3.66
CLIP SynGEC | 77.98 81.58 78.67 31.83 36.28 32.63 23.47 60.98 26.77 6.10 6.10 6.10

Qwen 71.49 65.25 70.15 32.39 2811 31.43 21.22 36.19 23.14 6.10 6.10 6.10

End-to-end multi-modal LLMs
GPT-4 ‘ 51.76 16.69 36.45 14.35 6.86 11.78  4.60 7.07 4.95 2.85 2.85 2.85

Table 3: Performance of different baseline approaches on the VisCGEC.

indicates the error rate relative to the total. Re-
garding the correction sub-task, we evaluate if the
correction to the sentences is correct following the
approach outlined in (Ng et al., 2014). Specifically,
we apply ChERRANT?for both sentence-level and
character-level metric calculation, including Preci-
sion, Recall, and Fj 5 Score.

Implementation details. For the OCR-based ap-
proach, we employ Baidu PP-OCR® specifically
designed for handwriting recognition as the off-
the-shelf tool. For the CLIP-based recognition,
we utilize the YOLOVS to segment sentence-level
images into character-level images. Then we ini-
tialize the CLIP model with ViT-B/16 (Dosovit-
skiy, 2020) as the image encoder and RoBERTa-
base (Liu et al., 2019) as the text encoder and
fine-tune on VisCGEC dataset. For the correc-
tion module, we re-implement SynGEC and GEC-
ToR to train a GEC model, the hyper-parameters
of which follow their original papers. We utilize
the LLama_Factory(Zheng et al., 2024) to fine-
tune the Qwen2-7B with LoRA. For the end-to-end
systems, we directly leverage the GPT-40 model.
More details of the implementation can be found
in Appendix A.5.

6.2 Main results

From Table 3 , we have the following observations:
(1) Among the two-stage pipeline approaches,
OCR combined with the fine-tuned Qwen demon-
strates the best performance on sentence-level cor-
rection, and CLIP integrated with the fine-tuned
SynGEC demonstrates the best performance on
character-level correction. We suspect the reason

8https ://github.com/HillZhang1999/MuCGEC/tree/
main/scorers/ChERRANT
https://cloud.baidu.com/doc/OCR/index. html

is that the off-the-shelf OCR tool features some
ad-hoc engineering modules, which can provide
more accurate results in sentence-level contexts of
image recognition. (2) Comparing correction meth-
ods based on the same recognition module, we find
that the fine-tuned Qwen outperforms SynGEC and
GECToR models, achieving higher precision and
F{.5 scores in most cases. This is because Qwen
is built upon a LLM foundation, which provides
richer contextual understanding and better general-
ization. Moreover, SynGEC outperforms GECToR
since GECToR is restricted by the specific edit
labels defined in this task. (3) The multi-modal
GPT-4, an end-to-end system, underperforms the
two-stage pipeline approach, which may be caused
by the domain-specific handwritten texts and over-
correction of the recognition'?. (4) The VisCGEC
dataset’s overall performance across all models and
approaches is modest, suggesting that it poses sig-
nificant challenges. Our dataset provides a diverse
and realistic testing ground, which is instructive for
future research.

6.3 Breakdown Analysis

We conduct breakdown analysis for recognition
and correction separately on the VisCGEC, which
is displayed in Table 5. Regarding the recognition
module, the OCR method performs exceptionally
well and is highly effective for extracting text with
minimal errors from the input images. CLIP also
demonstrates good performance. While its perfor-
mance is lower than OCR’s, it still shows potential
in handling visual input for text recognition. Re-
garding the correction module, the Qwen model
consistently outperforms the other two models at

1%We provide a detailed discussion on the evaluation of joint
vision-text models in Appendix A.8.

5060


https://github.com/HillZhang1999/MuCGEC/tree/main/ scorers/ChERRANT
https://github.com/HillZhang1999/MuCGEC/tree/main/ scorers/ChERRANT
https://cloud.baidu.com/doc/OCR/index.html

Image Source Target Predict
3% ?é]‘asllﬂlialﬁlﬁ E|E[BRL srammmats b, ARRMEMALBAE.  AFRHRNLLEALL,
BlEAA A BH aroreziseinss. AtsRERotrnss. ArAREias. X
AN ER B RN, RIS ARG R, K F AL AAROYR. X
l TliZzd jUE@H" KU R R R FALEA KB R R FAEA R B AL &

III_II]ujJ

:I &Ik g% Elshang &

e IRes % 2045 & ey & 2145 &

Figure 4: Some illustrative examples in the VisCGEC dataset. Red text represents characters with grammatical
errors, Purple text represents the correct target corrections, and Green text represents the predicted corrections.

Character-Level Sentence-Level

Correction Training Corpus Prec. Rec. Fos Prec. Rec. Fos
Transformer (Vaswani, 2017) NLPCC18 19.05 883 1547 5.28 5.28 5.28
T5 (Xue et al., 2021) NLPCC18 14.86 9.03 13.16  4.47 4.47 4.47
STG (Xu et al., 2022) FCGEC 12.61  3.09 7.80 2.44 2.44 2.44
StructBERT-Large (Wang et al., 2019) Lang8 + HSK 31.78 24.06 29.86 10.98 10.98 10.98
Qwen2-7B w/o fine-tuning Chinese corpus 8.56 2097 9.71 2.85 2.85 2.85

Table 4: Performance of different CGEC systems trained on external corpora and evaluated on VisCGEC test set.

Recognition

Method CA CER ({) I3
OCR 96.77 1.79 98.68
CLIP 63.94 14.77 87.09
Correction
Character-Level Sentence-Level
Method Prec. Rec. Fos Prec. Rec. Fos
GECToR 18.36 1226 17.74 6.09 6.09 6.09
SynGEC 21.76  26.27 2253 10.57 10.57 10.57
Qwen 28.65 22.08 27.04 1463 14.63 14.63

Table 5: Breakdown results on the two stages of Vis-
CGEC.

both the character and sentence levels, highlighting
the benefits of fine-tuning LLMs in the CGEC task.

To comprehensively evaluate the VisCGEC
dataset, we further exclude the fine-tuning and
simply perform inference on the test set utilizing
the CGEC checkpoints, which are either trained
on large-scale Chinese corpus or CGEC corpus
like Lang8 (Zhao et al., 2018) and HSK (Zhang,
2009). As shown in Table 4, even though some of
these methods are trained on the large-scale corpus,
they cannot achieve ideal results on our VisCGEC
dataset, resulting in lower performance than the
fine-tuned methods. This reveals that VisCGEC
contains distinct challenges that are excluded from
the existing corpus. Even for Qwen, it is highly
demanded to inject the knowledge of VisCGEC to
achieve better results.

6.4 Case Study

We display some cases in Figure 4. As we can see,
the combination of CLIP and Qwen can effectively
solve some examples and provide rationale correc-
tion to the original image. In addition, the corrected
operations can also be visualized to the original im-
age, showcasing the potential application of the
VisCGEC in a writing assistant as shown in Ap-
pendix A.7. Meanwhile, we also find some hard
cases including unclear handwriting, poor clarity,
and using Pinyin.

Furthermore, we summarize the error cases on
the GEC task and find that most errors come from
substitution error types, accounting for 34.65% of
the total errors. Missing errors are another error
type that accounts for 23.02% of the total errors.
Additionally, the results indicate that future re-
search should focus on improving the capabilities
of character substitution and re-ordering issues !'.

7 Conclusion

In this paper, we introduce VisCGEC, a benchmark
dataset designed for visual CGEC challenges in
real-world scenarios. The dataset contains hand-
written images with various writing styles, each
annotated with recognized texts and corrections.
Furthermore, we validate the dataset through the

""Due to the space limit, we put more analysis in Ap-
pendix A.6
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development of two baseline approaches: a two-
stage pipeline and an end-to-end system. These
methods demonstrate the complexity and quality
of VisCGEC. We believe VisCGEC will signifi-
cantly advance the development of writing assis-
tance systems, fostering more robust and intelligent
solutions tailored to real-world applications.

Limitations

The raw input images collected are long, which
causes YOLOVS to struggle with accurately recog-
nizing characters. To improve detection, we crop
the images into smaller segments before recogni-
tion. In the future, we can extend the images of
sentence-level handwritten texts to passage-level
texts and encourage more advanced techniques to
solve the visual Chinese GEC tasks in passages,
considering the long dependence of texts.

Although we fine-tuned the CLIP model on our
dataset, limited data and the complexity of hand-
writing from foreign learners impacted its perfor-
mance. In the future, we aim to improve the model
by expanding the dataset, including more hand-
writing styles and more fine-grained grammatical
erTors.

Ethics Statement

This study implemented strict ethical measures to
protect participant rights and ensure proper data
handling, particularly for the handwritten dataset.
We detail the data collection, preprocessing, and
annotation steps, with all data authorized and
anonymized for privacy and confidentiality. Our
goal is to advance grammatical error correction
while minimizing negative societal impacts. We
carefully considered the ethical aspects of our work
to ensure transparency and promote positive out-
comes.
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A Appendices

A.1 Annotation Interface

Figure 5 and Figure 6 show the left and right sides
of the interface we designed for collecting the data
of VisCGEC, respectively. Both data collection
and annotation are conducted in the College of Chi-
nese Studies at the university. The foreign students
upload images of their handwritten texts. After
uploading, the left side of the interface displays a
picture of the foreign students’ handwritten texts,
while the right side showcases the annotation op-
tions. The OCR technology first converts the image
into editable texts which are displayed in a text box.
The annotators can add insertion, substitution, dele-
tion as well as re-ordering operations with diverse
symbols directly on the image of the handwritten
texts. At the same time, on the right side of the
interface, the annotators are able to select the cor-
responding error types for each correction action.
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Figure 5: The screenshot of the annotation interface
(left side).

A.2 Learner Backgrounds And Essay Topics

The dataset encompasses writings from learners of
diverse national and linguistic backgrounds, includ-
ing 39 countries: Indonesia, South Korea, Nor-
way, Belarus, Japan, Pakistan, Myanmar, Viet-
nam, Yemen, Egypt, Kazakhstan, Turkmenistan,
Thailand, Uzbekistan, Russia, Ukraine, the United
States, Tajikistan, Laos, Malaysia, India, Mongolia,
Azerbaijan, Kyrgyzstan, Cambodia, Italy, Sierra

el Ko PRAH376
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ANRECHEFRIF. SRMIOERFARE, tNEATFERHENRE. B2 BOAIBAL
M RKEED IREEREER., FRERTAYG, IRFBRER. MEARTNREGMHANLT

. Editable Texts

R PRS- REFBHR

uy: wamEsEg@En-Ezs Modified Result

Operation

[ 5 Error Notes
HRER:  FIEENTE < Error Type
RS " s
F & & ® & &
I T T S S
S CIE S
BifE )
1 EY Error Details
T
FE A7 FRESR  (RiRgm
1 0 EEREER
VN nisiser | wEEx Operation

Figure 6: The screenshot of the annotation interface
(right side).

Leone, Peru, Mali, Bolivia, Morocco, France,
Canada, Turkey, Argentina, Poland, the Nether-
lands, Armenia, and Panama.

The learners wrote essays on diverse and practi-
cal topics related to daily life, personal experiences,
and opinions, including:

* Personal Experiences: e.g., My Life, My Part-
Time Job Experience, A Marketing Experience
I Had.

* Technology and Modern Living: e.g., The Fu-
ture of Technological Life, Life Without Com-
puters and Phones, A New Shopping Method
I Used.

* Social and Personal Reflections: e.g., The Pro-
cess vs. The Result, Are Teenagers Difficult to
Get Along With?, My Ideal Partner.
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* Hobbies and Preferences: e.g., My Favorite
Sport, My Holiday, My Connection With Phys-
ical Bookstores.

A.3 Detailed Annotation Steps

We describe the detailed annotation steps of Vis-
CGEQC, including image filtering, essay annotation
and bounding box annotation.

Image Filtering. Based on the annotation interface,
we collected 885 in total images of the handwritten
essays. During this review process, we first conduct
filtering to the images by identifying two primary
categories of issues that could potentially affect the
dataset’s quality:

* Image Quality Issues: These include angular
skew, poor clarity, and shadows. Such issues
can directly impact the model’s detection per-
formance.

* Writing Quality Issues: These include messy
handwriting from foreign learners, including
frequent scribbling, the use of pinyin, and an-
notators’ noisy annotations on the essay im-
age. These factors can also affect the data’s
usability.

After the filtering process, 581 high-quality im-
ages were selected for further processing. This
preprocessing step ensured the reliability and ro-
bustness of the subsequent grammatical error cor-
rection.

Essay Annotation. We recruit 18 annotators and
3 senior experts in the university. All annotators
are undergraduate students majoring in interna-
tional education of Chinese language or Chinese
language. They have rich teaching experience in
Chinese. Annotators received intensive training be-
fore real annotation. The senior experts are senior
teachers in the College of Chinese Studies. All
annotators and experts were paid for their work.
The average salaries of annotators and experts are
CNY 25 per hour, equivalent to USD 3.51. Please
note that the minimum average hourly wage in the
Shanghai Province of China (where the recruited
annotators are from) is CNY 24 in 2024. In total,
we spent USD 983.42 in this dataset.

Bounding Box Verification. To ensure the accu-
rate pixel-level annotation of each character, a spe-
cialized image region localization tool, Labellmg!?

Zhttps://pypi.org/project/labelImg/

was utilized to enhance annotation efficiency. An-
notators used this tool to mark the precise coordi-
nate positions of each character within the images.
After the initial annotation, senior experts reviewed
each annotated image to ensure that all characters
were accurately recognized and clearly delineated,
and there was no overlap between the bounding
boxes. Senior experts reviewed and verified the
coordinates’ accuracy to ensure consistency and
precision. This dual-step process ensures the high
annotation quality and reliability for the dataset.

A4 MLLM Prompting

To effectively utilize the Multimodal Language
Model (MLLM) for visual grammatical error cor-
rection, we designed specific prompts to guide the
model in accomplishing the task. These prompts
ensure that the model can accurately recognize and
correct grammatical errors in the text while main-
taining the original structure and expression of the
sentences.

The prompts were developed using a heuristic ap-
proach through iterative experimentation and feed-
back. Initially, they focused on clarity and simplic-
ity, enabling the model to address key grammatical
issues without overcomplicating the task. Based
on model outputs, we refined the prompts to bet-
ter preserve sentence structure and explicitly list
correction actions. This iterative process helped us
identify the most effective prompts now used in the
pipeline for both Qwen and GPT-4 models. Specif-
ically, for the Qwen model, we use the following
prompts:

RE—NAWFEENFEM, &
[T IE2EEAE B IEE IR - 1EIRIE
u?%ﬁL“WE

. YIEEEF IR IR -

. RFFAIF R IG S AR IR TT =
K%ﬁ%fﬁ*ﬁ?%ﬁuo

3. BIERMAFRR® - B, Fé
FRvE R SCIETERR] o

THRYE DL _EZSRS LR SO T B IE:
JFESC: [RIRHISCAR A ]
BIERHISOR: [AIERRSCRAE ]

For the GPT-4 model, we use the following
prompts:
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2. YEFEEEMAFEE IR, RER
Fra) TR IR S MRIA T2 -

3. S ERRME e, Fian. fF B
R BECY  IERRIEE -

TR IR LU R Uy H 45 2R
1. RRIREER: CRAKISURAA]
2. YIERHIIERZER: [YERRICE
A
3. BEURIE: [REMBREREIIR]

A.5 Hyperparameters

All models discussed in this paper are implemented
using Python (version 3.8) and the PyTorch frame-
work (version 2.1.0). Table 6 shows the detailed
hyperparameters used to train our error correction
module. Due to GPU memory constraints, we trun-
cate sentences with more than 128 characters when
training our correction modules. In other words,
redundant characters in input sentences and refer-
ences are discarded.

Configurations Correction Module

Model architecture GECToR/SynGEC
Devices 1 Nvidia A800 GPU (80GB)
Number of max epochs 200
Batch size per GPU 32
Learning rate scheduler 6e — 5

Adam/FP160ptimizer
(B1=0.9, 82 =0.999, ¢ =1 x 107%)
Cross entropy
About 5 hours
Loss value on the dev set

Optimizer

Loss function
Total training time
Stopping criteria

Table 6: Hyperparameters of the Baseline Approaches

A.6 Error Analysis

To address the limitations of our proposed baseline
approach, we conducted an error analysis on the
best-performing model that combines OCR-based
recognition and Qwen for correction. As illustrated
in Figure 7, the analysis reveals key challenges in
handling Chinese grammar correction. The model
struggles most with missing and redundant errors,
suggesting difficulty identifying omitted or super-
fluous characters in complex handwritten text. Sub-
stitution errors are another major issue, particularly
when visually similar characters are confused, lead-
ing to incorrect replacements. Word-Order errors
are also challenging, indicating the model’s limi-

tations in grasping sentence structure and context.
These findings point to the need for improved con-
textual understanding and the ability to manage
subtle variations in sentence construction as key
areas for future refinement.

Uncorrected Errors by Type

160 158 Missing

Redundant
Substitution
Word-Order

105

09

Number of Uncorrected Errors
8

» 18
0 —— T — T
Missing Redundant Substitution ‘Word-Order
Error Types

Figure 7: Statistics on the number of uncorrected errors
in each category.

A.7 Visualization Of VisCGEC Prediction

A key application of the VisCGEC dataset is its
potential to enhance writing assistance systems by
directly showing the edit operations on the original
images, particularly for CFLs.

Here, we show a visualization of the method
combining CLIP and Qwen models. The process
begins with the YOLOvVS8 model, which accurately
detects and locates the position of each character
within the input image. Following this, a CLIP
model extracts the corresponding text from the im-
age. The extracted text is then passed to the Qwen
model, which generates the corrected version of
the text by identifying and fixing any grammat-
ical errors. Once the corrections are made, we
map these changes back onto the original image,
such as insertions, deletions, substitutions, or word-
order adjustments. As shown in Figure 8, users
can clearly view the changes in context. The entire
process, from character detection and text extrac-
tion to grammar correction and visual feedback,
demonstrates the practical value of the VisCGEC
dataset in developing intelligent, multimodal lan-
guage learning systems.

A.8 Joint Vision-Text Model Evaluation

To explore the potential of multimodal integration
in VisCGEC, we leverage advanced joint vision-
text models. Specifically, we conducted prelimi-
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Figure 8: Potential application of the VisSCGEC dataset.

nary experiments using fine-tuned LLaVA1.5 and
Qwen-VL. In our experiments, we processed the
handwritten essay images using Baidu PP-OCR
to extract text and then fed both the original im-
age and the recognized text into joint vision-text
models.

Character-Level Sentence-Level

Model Prec. Rec. F0.5 ‘ Prec. Rec. F0.5
LLaVA1.5-7B (fine-tuned) 18.36 14.22 17.35 | 8.13 8.13 8.13
Qwen-VL (fine-tuned) 30.83 19.65 27.66 | 12.60 12.60 12.60

Table 7: Performance of joint vision-text model on the
VisCGEC dataset.

As shown in Table 7, Qwen-VL consistently out-
performs LLaVA1.5 across all evaluation metrics,
achieving higher precision, recall, and F0.5 scores
at both character and sentence levels. However,
both models still lag behind text-based approaches,
indicating the need for more advanced multimodal
integration strategies.
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