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Abstract

Dysarthric speech recognition often suffers
from performance degradation due to the in-
trinsic diversity of dysarthric severity and ex-
trinsic disparity from normal speech. To bridge
these gaps, we propose a Dynamic Phoneme-
level Contrastive Learning (DyPCL) method,
which leads to obtaining invariant representa-
tions across diverse speakers. We decompose
the speech utterance into phoneme segments
for phoneme-level contrastive learning, lever-
aging dynamic connectionist temporal classifi-
cation alignment. Unlike prior studies focusing
on utterance-level embeddings, our granular
learning allows discrimination of subtle parts
of speech. In addition, we introduce dynamic
curriculum learning, which progressively tran-
sitions from easy negative samples to difficult-
to-distinguish negative samples based on pho-
netic similarity of the phoneme. Our approach
to training by difficulty levels alleviates the
inherent variability of speakers, better identi-
fying challenging speeches. Evaluated on the
UASpeech dataset, DyPCL outperforms base-
line models, achieving an average 22.10% rela-
tive reduction in word error rate (WER) across
the overall dysarthria group.

1 Introduction

Accurate recognition of dysarthric speech, which
is slurred and difficult to understand, is critical for
assisting effective communication for individuals
with speech impairments (Young, 2010). How-
ever, due to the inherent diversity of severity levels
and substantial differences compared to normal
speech, dysarthric speech recognition (DSR) poses
significant challenges. Previous studies mainly
focused on data augmentation (Prananta et al.,
2022; Jiao et al., 2018; Wang et al., 2023a) and
speaker-adaptive training (Yu et al., 2018; Hu et al.,
2019; Lin et al., 2024). However, relying on addi-
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tional augmentation techniques or feature extrac-
tion methods limits the practical applicability.

Contrastive learning has been explored in DSR
to learn invariant representations by using healthy
speech as a stable reference point (Wu et al., 2021;
Wang et al., 2024b). The model can more effec-
tively capture the underlying linguistic content in
dysarthric speech by anchoring the learning process
on phonetic embeddings from healthy speakers de-
spite surface-level variations. For instance, Wu
et al. (2021) applied pyramid pooling to distinguish
words within audio, while Wang et al. (2024b) used
word-level contrastive learning with entire audio
segments. However, word-level embeddings fail to
achieve fine-grained recognition, which is crucial
for dysarthric speakers with distinct pronunciation
challenges.

In this paper, we propose a dynamic phoneme-
level contrastive learning (DyPCL) framework, in-
tegrating phoneme-level speech embedding with
contrastive learning. DyPCL incorporates two-
way dynamic approaches: dynamic connectionist
temporal classification (CTC) alignment and dy-
namic curriculum learning. First, we introduce a
dynamic CTC alignment method that accurately
aligns speech embeddings with phoneme labels for
phoneme-level contrastive learning. Unlike pre-
vious approaches that rely on external alignment
modules for phoneme-level contrastive learning
(Fu et al., 2022), dynamic CTC alignment simul-
taneously learns robust feature representations. It
aligns speech sequences with their corresponding
phonemes during training, eliminating the need for
explicit frame-level annotations.

In addition, we introduce dynamic curriculum
learning, which dynamically organizes negative
samples based on difficulty, determined by the sim-
ilarity distance of the anchor and negative phoneme
in PCL. This phonetic approach further enhances
DSR performance by effectively distinguishing be-
tween similar-sounding phonemes, a critical factor
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in dysarthric speech.
Evaluated on the UASpeech dataset, a represen-

tative DSR benchmark, our method shows substan-
tial improvements over baseline models. Specif-
ically, in the lowest intelligibility group, DyPCL
reduces the word error rate (WER) from 58.49% to
49.45%, while overall WER across all dysarthria
groups drops from 25.97% to 20.23%. Extensive
analysis and ablation studies highlight the robust-
ness of the proposed strategies.

2 Related Work

Dysarthric Speech Recognition Prior studies
have primarily utilized data augmentation and
speaker-adaptive training to address DSR chal-
lenges. Augmentation methods like speed and
temporal perturbation (Prananta et al., 2022; Geng
et al., 2022) simulate dysarthric speech character-
istics, while adversarial training (Jiao et al., 2018;
Huang et al., 2022; Jin et al., 2023b,a; Wang et al.,
2024a) and diffusion models (Wang et al., 2023a)
synthesize dysarthric speech. Speaker-adaptive
training helps models handle speaker variability
through features like Learning Hidden Unit Con-
tributions (Yu et al., 2018; Geng et al., 2023b,a),
x-vector (Baskar et al., 2022), and Acoustic-to-
Articulatory inversion models (Hu et al., 2019; Liu
et al., 2020; Hu et al., 2022, 2024; Hsieh and Wu,
2024a; Lin et al., 2024; Hu et al., 2023). How-
ever, these methods require additional datasets and
external models, which increases computational
complexity. We simplify the DSR process by us-
ing only the UASpeech dataset and a single ASR
model, eliminating the need for external resources.

Contrastive Learning Contrastive learning in
speech recognition has proven effective in vari-
ous atypical scenarios, such as noisy environments
(Wang et al., 2022; Zhu et al., 2023) and accented
speech datasets (Han et al., 2021; Fu et al., 2022),
due to its ability to learn robust speech represen-
tations by reducing speech embedding variability.
For DSR, contrastive learning has been applied
to reduce the distance between healthy utterance
and dysarthric utterance representations (Wu et al.,
2021; Wang et al., 2024a) using the word or ut-
terance fragments. To consider subtle segments
during training, phoneme-level contrastive learning
has been suggested for accented speech recognition
(Fu et al., 2022), but it has yet to be explored in
DSR.

To perform phoneme-level contrastive learning,

Figure 1: Phoneme-level Contrastive Learning. The
phoneme-aligned speech segment corresponding to the
phoneme "h" in the word "HOTEL" is used as both the
anchor and the positive sample, while the phoneme "f"
from the word "ALPHA" serves as the negative sample.

sophisticated phoneme alignment for a given user
utterance is required. Previous research explored
various alignment methods (Rousso et al., 2024;
Gorman et al., 2011; McAuliffe et al., 2017) to
match given phonemes to audio frames closely.
Notably, using CTC forced alignment has shown
great alignment accuracy (Huang et al., 2024; Zhao
and Bell, 2024). This work proposes phoneme-
level dynamic CTC alignment that dynamically
adapts during optimizing contrastive learning. In
addition, considering the importance of hard neg-
ative sampling for contrastive learning (Robinson
et al., 2021; Kalantidis et al., 2020), we dynami-
cally select negative samples across varying diffi-
culty groups and phoneme distance levels, integrat-
ing with the curriculum learning process; thus, the
model can learn invariant representations.

3 DyPCL

3.1 Phoneme-level Contrastive Learning
To conduct DyPCL, we leverage phoneme-level
contrastive learning (PCL) with CTC loss in a mul-
titask learning framework. PCL is a training strat-
egy designed to learn phoneme-level representa-
tions for speech recognition through contrastive
learning (Figure 1). PCL effectively clusters and
separates targeted phoneme embeddings by focus-
ing on audio segments corresponding to phonemes.
This approach is particularly robust for tasks in-
volving single-word audio, where even a minor
phoneme error can significantly impact intelligi-
bility. Further, PCL benefits CTC models that use
the same phonemes as output units by enhancing
the model’s ability to distinguish subtle phonetic
variations, thereby improving recognition accuracy.

We design two training stages: (1) CTC train-
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Figure 2: Phoneme embedding extraction for the target phoneme "h" in the word "HOTEL" using Dynamic CTC
Alignment for phoneme-level contrastive learning.

ing and (2) combined CTC and PCL training for
contrastive learning. The first stage, CTC training,
targets phoneme recognition based on given speech
and labels, following procedures in general speech
recognition. In the second stage, CTC/PCL train-
ing integrates phoneme-level contrastive learning
specifically for dysarthric speech while maintain-
ing CTC training for phoneme recognition.

We pair anchor, positive, and negative samples
to construct the contrastive learning dataset from
UASpecch (Kim et al., 2023). We decompose
words into phonemes using the phonemizer tool
(Mortensen et al., 2018). Anchor samples are exclu-
sively selected from the control (C) group, healthy
speech, to serve as a reference for correct pronun-
ciation. Positive samples are the same word and
phoneme as the anchor but taken from dysarthric
groups (H, M, L, VL) (refer to 4.2). Negative sam-
ples comprise different words and phonemes from
the anchor and positive, also drawn from dysarthric
groups to introduce challenging contrasts. For
the healthy-speech-only trainset (B2-Control of
UASpeech), positive samples are selected from dif-
ferent speakers within the same group.

This process yields roughly 48.65 billion triplet
pairs. We use stratified sampling to balance train-
ing cost and efficiency, limiting each anchor to
a maximum of five positive samples and each
anchor-positive pair to five negative samples. Con-
sequently, 1.18 million triplet pairs are created for
contrastive learning. During training, we randomly
sampled 200,000 triplet pairs.

The triplet loss works by ensuring that the
embedding of an anchor sample a is closer to
a positive sample p than to a negative sample

n, by at least a given margin. The triplet loss,
Ltriplet(a, p, n), with margin m is defined as:

max
(
0, ∥f(a)− f(p)∥22 − ∥f(a)− f(n)∥22 +m

)
(1)

Here, f(x) represents the speech embedding
for phoneme x obtained from the speech encoder,
where f(a) is the embedding of the anchor, f(p)
is the embedding of the positive sample, and f(n)
is the embedding of the negative sample. The
squared Euclidean distances ∥ · ∥22 measure how
far apart these embeddings are. The margin en-
sures the anchor is closer to the positive than the
negative by a certain threshold, encouraging the
model to learn distinct representations for different
phonemes. Our total multitask loss function for
CTC/PCL training, Ltotal, is defined as follows:

(1
3

(A,P,N)∑

i

LCTC(i)
)
+ λ · Ltriplet(a, p, n) (2)

where A, P , and N denote the anchor, positive,
and negative audio samples, respectively, and a,
p, and n are the corresponding anchor, positive,
and negative phonemes. In this work, we set λ =
0.5. The following subsections outline the dynamic
components of PCL, forming the basis of DyPCL.

3.2 Dynamic CTC Alignment
To perform PCL, we need a phoneme-level align-
ment for each audio sample. This requires accu-
rately mapping each phoneme to its correspond-
ing speech embedding. Fu et al. (2022) demon-
strate that phoneme-level contrastive learning can
improve ASR accuracy in accented speech. They
utilize an HMM-DNN acoustic model for forced
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Figure 3: The illustration of difficulty level determination in three (easy, mid, hard) levels by phoneme distance
measurement (Left) and the group-phoneme (GP) curriculum learning (Right). The figure shows an example where
the anchor and positive samples are "v".

alignment using the Kaldi toolkit (Povey et al.,
2011). Although the authors acknowledge that the
alignment may not be perfect, their results show
substantial improvements with phoneme-level con-
trastive learning.

In contrast, our research focuses on dysarthric
speech recognition, where pre-trained forced align-
ment models often struggle to accurately align
speech with labels, particularly for groups with
low intelligibility. This misalignment arises be-
cause these models are typically trained on stan-
dard speech datasets, while the acoustic properties
of dysarthric speech vary significantly from typical
speech. Such discrepancies in alignment can criti-
cally impair phoneme-level contrastive learning.

Forced alignment is conventionally done by
timestamping (Rousso et al., 2024), which provides
phoneme boundaries about audio frames. How-
ever, for our purposes, we need a method that pin-
points the corresponding speech embedding for
each phoneme within a CTC model; thus, a direct
solution is required to eliminate unnecessary errors.
Figure 2 presents an overview of the proposed dy-
namic CTC alignment. Drawing from CTC forced
alignment1, we directly extract speech embeddings
for specific phonemes. CTC forced alignment maps
audio to transcription by predicting the most likely
alignment between speech frames and text based
on CTC logits, handling timing variations.

The output provides alignment scores for each
CTC logit. Given the speech embeddings shaped
[embedding size, sequence length] and CTC log-

1https://pytorch.org/audio/main/generated/
torchaudio.functional.forced_align.html

its shaped [CTC vocabulary size, sequence length],
we can map the alignment scores to the correspond-
ing speech embeddings for each phoneme, as il-
lustrated by the red lines (backward alignment)
in Figure 2. As the speech encoder (wav2vec2.0
(Baevski et al., 2020) and its variants) generates
one embedding token per 25 ms of audio, multiple
indices in both the embedding and logits can map to
a single phoneme. We generate a single phoneme
representation using weighted pooling with align-
ment scores as weights. The weighted pooled
phoneme embeddings for each anchor (f(a)), pos-
itive (f(p)), and negative (f(n)) samples will be
used in the triplet loss, as defined in Equation 1.
The speech encoder and CTC layer will be updated
during CTC/PCL training, leading to more accu-
rate alignments, and these improved alignments
will further enhance the training process.

3.3 Dynamic Curriculum Learning

Negative sampling in contrastive learning is cru-
cial, as selecting hard negatives can significantly
enhance model performance (Robinson et al., 2021;
Kalantidis et al., 2020; Srinidhi and Martel, 2021).
Each phoneme is treated as an anchor, positive,
or negative sample in PCL. Anchors are selected
from the control group (C), serving as the reference,
while positives are chosen from the same word ut-
terance as the anchor but from the dysarthric group
(H, M, L and VL. Refer to Table 5). Negatives are
randomly sampled from other phonemes within the
dysarthric group, which do not directly relate to the
anchor or positive.

In the DyPCL framework, we dynamically se-
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lect negative samples using a curriculum learning
approach. This dynamic selection strategy grad-
ually increases the difficulty of negative samples,
fostering a more robust learning process. The dif-
ficulty is determined by phoneme distance, which
is measured using the PanPhon tool (Mortensen
et al., 2016) 2. The hamming feature edit distance
is used to calculate phoneme distance, with equal
weighting across all 21 articulatory features that de-
fine each phoneme. The phoneme distance reflects
how similar or different phonemes sound phoneti-
cally, ranging from 0.0416 (most similar) to 0.583
(most different). Figure 6 in Appendix A shows
the phoneme distance matrix in a heat map. By
learning to distinguish similar-sounding phonemes
in the embedding space through DyPCL, the model
can further improve recognition accuracy for given
phonemes.

We differentiate the curriculum by varying the
phoneme distance of negative samples in multiple
ways. As shown on the left side of Figure 3, we
categorize the difficulty into three levels: easy (d >
0.3), medium (0.2 < d ≤ 0.3), and hard (d ≤ 0.2),
where d represents the phoneme distance between
an anchor and a negative sample. Further difficulty
variations are discussed in Section 5.3.

To further optimize the effectiveness of our
phoneme distance-based curriculum (P), we incor-
porate a group-level curriculum (G) as suggested
in Hsieh and Wu (2024b). This method trains the
DSR model progressively, following an intelligibil-
ity group order from H to M, L, and VL, which has
improved DSR accuracy compared to non-ordered
training. We enhance the effectiveness of the cur-
riculum by combining both P and G strategies.

The resulting GP (group first, then phoneme
distance) curriculum first organizes the groups in
the H, M, L, and VL order and then applies the
P strategy within each group. The GP curriculum
comprises 12 levels (4 groups × 3 phoneme dif-
ficulty levels), as illustrated on the right side of
Figure 3. The PG (phoneme distance first, then
group) curriculum is also evaluated in Section 5.1.
All curricula were designed to train on 200,000
triplet pairs per epoch.

4 Experiment Setup

4.1 Model & Training
In our experiments, we utilize a CTC head with
several pretrained speech encoders, including

2https://github.com/dmort27/panphon

Wav2Vec2.03(Baevski et al., 2020), HuBert4(Hsu
et al., 2021), and WavLM5(Chen et al., 2022), each
with 315M parameters and a CTC head of 44K pa-
rameters. All speech encoders have an embedding
size of 1024. We extract phoneme-level speech em-
beddings f(x) sized [1024, 1] via dynamic CTC
alignment for PCL.

We first trained the model using only CTC loss in
the initial stage, followed by combined CTC/PCL
training. This two-stage approach helped refine the
dynamic CTC alignment for optimal performance
in PCL training. The model was optimized using
the AdamW (Loshchilov and Hutter, 2017) algo-
rithm with parameters (β1, β2) = (0.9, 0.99), a
learning rate of 3×10−4, weight decay of 1×10−5,
and batch sizes of 128 for CTC training and 64 for
CTC/PCL training. We trained the models on 8
NVIDIA A100 GPUs, utilizing a linear learning
rate scheduler and selecting the best model based
on the lowest overall WER on the validation set.
The CTC training ran for 100 epochs (10 hours),
and the CTC/PCL stage ran for 5 epochs (20 hours).

4.2 Dataset & Preprocessing

The recent release of UASpeech (Kim et al., 2023)
includes 13 speakers in a control group (denoted
as C) and 15 speakers with dysarthria, categorized
into intelligibility levels: High (H), Mid (M), Low
(L), and Very Low (VL). For more details, please
refer to Table 5 in Appendix A.

We follow prior works for training split
(TRAIN) (Hu et al., 2022; Geng et al., 2023a; Hu
et al., 2024; Hsieh and Wu, 2024b) which has all
audio from B1, B3 and B2 of control group (B2-
Control). For test splits, we use two sets: B2 of
all dysarthria groups (TEST) (Geng et al., 2023a;
Hu et al., 2024; Hsieh and Wu, 2024b), and only
the common words (CW) of dysarthria group ex-
cluding uncommon words (UW) (CTEST) (Bhat
et al., 2022b; Wang et al., 2024b). We randomly
sampled 10% of the TRAIN set for validation split.
Every audio recording is from microphone 5 (M5)
in UASpeech.

3https://huggingface.co/facebook/
wav2vec2-large-960h

4https://huggingface.co/facebook/
hubert-large-ls960-ft

5https://huggingface.co/microsoft/wavlm-large
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Configuration UASpeech WER (%)

Speech Encoder Loss Function CL Target Neg. Sampling H M L VL ALL

Wav2Vec2.0 CTC - - 6.54 21.55 31.89 61.04 29.15
WavLM CTC - - 5.32 20.10 26.43 58.94 26.80
HuBERT ✓ CTC - - 4.33 19.32 25.32 58.49 25.97

HuBERT ✓

CTC+CL word R 5.84 18.63 24.40 58.50 26.15
CTC+CL phoneme R 3.12 15.21 21.16 53.72 22.64

CTC+CL phoneme G 3.24 15.43 20.81 50.77 21.87
CTC+CL phoneme P 2.75 14.56 18.45 51.26 21.19
CTC+CL phoneme PG 2.73 13.21 18.20 50.21 20.58
CTC+CL phoneme GP 2.77 12.98 17.60 49.45 20.23

Table 1: WER on UASpeech TEST set with different configurations: Speech Encoder, Loss function, Contrastive
Learning (CL) target, and Negative sampling method. R in negative sampling represent random sampling and G, P,
PG and GP represent corresponding curriculum strategy described in Section 3.3. "ALL" denotes the average WER
across four groups, weighted by the number of speakers in each group.

5 Result & Analysis

5.1 Main Result

In Table 1, we first evaluate the performance of
three speech encoders—Wav2Vec2.0, WavLM, and
HuBERT—using CTC training. As indicated in
several studies (Wang et al., 2024b; Hu et al., 2024),
the HuBERT model achieves the best WER across
all speaker groups and the overall average. Conse-
quently, we conducted further experiments using
the HuBERT model.

To assess the impact of phoneme-level con-
trastive learning, we trained the HuBERT-CTC
model using word- and phoneme-level contrastive
learning. Since the UASpeech dataset consists
of isolated word recordings, word-level alignment
was not required for word-level contrastive learn-
ing. Our results indicate that word-level contrastive
learning underperformed, even falling short of the
baseline CTC model. In contrast, phoneme-level
contrastive learning significantly reduced WER
across all speaker groups and the overall average.
Notably, the VL group showed a marked improve-
ment, with WER decreasing from 58.49% using
CTC alone to 53.72% with PCL.

Then, we evaluate the negative sampling strate-
gies within PCL. All curriculums (G, P, PG, GP)
show improvements compared to the PCL model
with random negative sampling (R). When compar-
ing group-level (G) and phoneme-level (P) curric-
ula, we found that P achieved better overall perfor-
mance (21.18% vs. 21.87%), though G performed
better in the VL group (50.77% vs. 51.26%). We
attribute this to the fact that the VL group is trained

Phoneme alignment method
UASpeech WER(%)

H M L VL ALL

CTC forced align (timestamp) 3.67 19.21 26.49 58.71 26.02
CTC forced align (logit level) 3.65 18.32 26.91 57.43 25.58

Dynamic CTC alignment 3.12 15.21 21.16 53.72 22.64

Table 2: Effect of different alignment methods for PCL.
Curriculum learning is not applied in this evaluation
(random sampling is used) to isolate the impact of the
alignment methods.

last in the G curriculum.
When combining both strategies, PG and GP

yielded substantial improvements over the individ-
ual methods. In particular, the GP curriculum
achieved the best overall WER of 20.23% and
49.45%in VL, demonstrating that curriculum learn-
ing with a sophisticated difficulty progression can
further enhance DSR performance.

5.2 Effect of Dynamic CTC Alignment

As discussed in Section 3.2, conventional phoneme
alignment models struggle to accurately align
phonemes in dysarthric speech, particularly for
speakers with low intelligibility. This misalign-
ment can severely impact the effectiveness of PCL,
as it relies on extracting precise phoneme embed-
dings. To address this, we evaluate the effective-
ness of dynamic CTC alignment by comparing it
to conventional alignment methods.

For a fair comparison, we use the HuBERT-CTC
model trained on the TRAIN set as a baseline for
CTC forced alignment (Table 1). Phoneme align-
ment can be implemented in two primary ways: (1)
using the timestamps of target phonemes in the au-
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Figure 4: UMAP Visualization of Phoneme embeddings on TEST set (VL Group only): Phoneme embeddings,
extracted via forced CTC alignment (Figure 2), are shown for three models: CTC, Contrastive learning with
random sampling (R), and DyPCL with group-phoneme level curriculum (GP). Points are color-coded by phoneme,
illustrating how each model clusters and separates them. For each phoneme, up to 100 embeddings were displayed.

dio to extract phoneme embeddings by calculating
their corresponding embedding indices based on
a 25ms window with a 5ms stride (Baevski et al.,
2020), and (2) applying backward alignment on
CTC logits, as proposed in the dynamic CTC align-
ment. The key difference between the second ap-
proach and dynamic CTC alignment is that the
alignment model in the former is not updated dur-
ing training.

In Table 2, the use of alignment with times-
tamps yielded underwhelming results, showing
only marginal improvements for the H and M
groups compared to the HuBERT-CTC model re-
sults in Table 1. This result can be attributed
to incorrect alignments and potential conversion
errors between timestamps and phoneme embed-
dings. When alignment was applied at the logit
level, we achieved overall improvements, though
there was some degradation in the VL group. In
contrast, dynamic CTC alignment substantially im-
proved WER across all groups. These gains are
attributed to the model being optimized with both
CTC and PCL losses, which enhance alignment
accuracy and, in turn, lead to better DSR accuracy.

5.3 Analysis on Curriculum Difficulty Levels

In Figure 5, the average and median phoneme dis-
tances are 0.28 and 0.29, respectively. Based on
this, we initially set the threshold at 0.3 to divide
the difficulty into two levels: easy and hard (2
LV). We then refined the division by adding a mid-
difficulty level at 0.2, creating three levels: easy,
mid, and hard (3 LV). Furthermore, we explored
finer granularity by dividing the phoneme distance
range into 0.1 intervals, resulting in six difficulty

Figure 5: Distribution of Phoneme distance over
phoneme pairs.

Phoneme distance ranges
UASpeech WER(%)

H M L VL ALL

(2 LV) 0 < H ≤ 0.3 < E ≤ 0.583 2.75 13.25 17.94 50.43 20.6
(3 LV) 0 < H ≤ 0.2 < M ≤ 0.3 < E ≤ 0.583 2.77 12.98 17.6 49.45 20.23
(6 LV) divide every 0.1 distance 2.94 13.70 18.03 51.43 21.04

Table 3: Difficulty levels for phoneme distance curricu-
lum. WER is evaluated on TEST.

levels (6 LV).
Table 3 illustrates how difficulty levels in dy-

namic curriculum learning were established by seg-
menting the range of phoneme distances. Our re-
sults show that dividing the phoneme distance into
three levels (easy, mid, and hard) yielded the best
performance for our DyPCL. Although a two-level
division produced comparable results, the three-
level split outperformed it overall. However, the
six-level division, which introduces extremely easy
(d ≤ 0.1) and extremely hard (0.5 ≤ d) negative
pairs, led to suboptimal results. This comparison
highlights the trade-offs between granularity and
performance, as the narrow distance intervals often
resulted in some phonemes lacking suitable nega-
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tive pairs, which adversely affected performance
in our evaluations. Figure 7 in Appendix A shows
the distribution of phoneme pairs across the three
difficulty levels (3 LV) for each phoneme.

5.4 Phoneme Embedding Discrimination and
Clustering

Figure 4 presents the Uniform Manifold Approx-
imation and Projection (McInnes et al., 2018)
(UMAP) visualization of phoneme embeddings for
the TEST VL group across three models. The
distribution of phoneme embeddings illustrates
how well each model distinguishes and clusters
the phonemes. In the CTC model, phoneme em-
beddings are not well-separated and form small,
unclear clusters. The contrastive learning model
shows more distinct clustering, although some
phonemes still appear ambiguously grouped. In
contrast, the DyPCL model demonstrates a clear
and decisive separation of phonemes. Notably,
even very similar-sounding phonemes, such as
"æ" and " e" (marked in pink and grey, respec-
tively) with a phoneme distance of 0.125, are
well-separated in DyPCL. This improvement is
attributed to the informative curriculum learning
strategy, which progressively trains the model to
better distinguish similar phonemes.

5.5 Comparison with Benchmarks
Table 4 presents a comparison of the performance
of our model against state-of-the-art (SOTA) meth-
ods on the CTEST set. Bhat et al. (2022a) employs
a two-stage augmentation approach. The second
and third methods come from Wang et al. (2024b),
which was the first to introduce contrastive learning
for UASpeech. In their study, the "Speaker Depen-
dent (SD) w/ finetune" method focuses on fine-
tuning speaker-specific word prototypes, while the
"Speaker Independent (SI)" method works across
both word- and speaker-level instances to improve
generalization. The SD approach improved the
WER to 13.49%, while the SI method further re-
duced it to 12.09%. In contrast, our model, DyPCL
(GP), achieved the lowest WER at severity levels,
significantly reducing the overall WER to 10.34%,
outperforming all previous models.

Table 4 also compares our model, DyPCL (GP),
against other methods on the TEST set. For a
fair comparison, the results from previous works
are reported without data augmentation (DA), fo-
cusing on the core contributions of each method.
Wang et al. (2023b) used hyperparameter adapta-

Model
UASpeech WER(%)

H M L VL ALL*

CTEST

Bhat et al. (2022a) 6.40 14.6 18.9 61.50 25.35
Wang et al. (2024b) (SD w/ finetune) 5.12 4.89 6.27 37.67 13.49
Wang et al. (2024b) (SI) 2.35 6.01 7.91 32.11 12.09
DyPCL (GP) 1.09 3.94 5.02 31.33 10.34

TEST

Wang et al. (2023b) 5.22 21.35 33.37 62.04 30.49
Hsieh and Wu (2024a) 7.99 16.12 22.28 52.15 24.64
Hu et al. (2023) 6.32 14.04 25.03 53.12 24.62
Geng et al. (2023a) (w/o DA) 2.91 12.10 23.91 59.38 24.57
Hu et al. (2024) 4.20 12.06 23.51 50.7 22.62
DyPCL (GP) 2.77 12.98 17.6 49.45 20.7

Table 4: WER comparison on the CTEST and TEST,
showing the performance of DyPCL (GP) against previ-
ous studies. *: unweighted average over groups.

tion to handle speaker differences, achieving an
overall WER of 30.49%. Hsieh and Wu (2024a)
applied curriculum learning, training progressively
from high to low intelligibility groups with their
proposed re-grouping method, but still reported a
relatively high WER of 7.99% for the easiest group
(H), highlighting challenges in early-stage learning.
Both Hu et al. (2023) and Hu et al. (2024) used
speaker-adaptive training, incorporating speaker-
specific articulatory and acoustic features, achiev-
ing WERs of 24.62% and 22.62%, respectively.
Geng et al. (2023a) integrated severity information
and system combination, and without DA, reported
an overall WER of 24.57%.

Our model, DyPCL (GP), not only achieved the
lowest overall WER of 20.7%, outperforming all
previous methods but also demonstrated signifi-
cant improvements for the low intelligibility groups.
With WERs of 17.6% for the L group and 49.45%
for the VL group, it maintained strong performance
across all dysarthria severity levels, achieving a
WER of just 2.77% for the High (H) intelligibil-
ity group. This level of robustness highlights the
reliability of its performance.

In Table 4, "ALL*" represents the recalcu-
lated unweighted average WER across the four
dysarthria groups, ensuring consistency and fair-
ness in our comparison process. It is important
to note that variations in reported WERs in differ-
ent papers may arise from additional factors, such
as the inclusion of control groups, which we have
taken into account.

6 Conclusion

This paper introduced the Dynamic Phoneme-level
Contrastive Learning (DyPCL) framework to im-
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prove dysarthric speech recognition. DyPCL ef-
fectively tackles phoneme alignment challenges
and accounts for phonetic difficulty through dy-
namic CTC alignment and curriculum learning.
Our experiments on the UASpeech dataset demon-
strated the effectiveness of DyPCL, which reduced
the WER from 58.49% to 49.45% in the Very
Low (VL) intelligibility group and the overall
WER across all dysarthria groups from 25.97%
to 20.23%. These results underscore DyPCL’s ca-
pability to capture subtle phonetic variations, sig-
nificantly enhancing speech recognition accuracy
across all levels of dysarthria severity

Limitations

While DyPCL has shown strong performance
in recognizing dysarthric speech, its reliance on
paired data, such as in the UASpeech dataset,
where each dysarthric speech sample is paired
with a corresponding control group utterance, sug-
gests that there may be opportunities to further
generalize the model. This pairing provides valu-
able reference points for contrastive learning, but
by focusing on phoneme embeddings rather than
specific word pairs, future research could explore
the model’s applicability in scenarios where such
paired data is unavailable. This shift could poten-
tially broaden DyPCL’s utility in more diverse en-
vironments where only unpaired or less structured
data is available.

Moreover, we did not employ data augmentation
(DA) techniques in this study to ensure a clear eval-
uation of DyPCL’s core contributions. However,
given that previous research indicates the positive
impact of DA on dysarthric speech recognition,
combining DyPCL with DA strategies could yield
further improvements. Future work will explore
these possibilities to enhance performance and gen-
eralizability.
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A Appendix

Dysarthria Group Speaker ID
Speech

Intelligibility (%)
# Uttr.

(CW/UW)

High (H)

F05 95 465/300
M08 93 465/300
M10 93 465/300
M14 90 465/300
M09 86 465/300

Mid (M)
F04 62 461/289
M11 62 465/300
M05 58 465/300

Low (L)
M16 43 465/300
F02 29 465/300
M07 28 465/300

Very Low (VL)

M01 15 465/300
M12 7 465/300
F03 6 451/300
M04 2 465/300

Table 5: Speech intelligibility levels and number of ut-
terances for dysarthric speakers in the UASpeech (Kim
et al., 2023) dataset, ordered by intelligibility. The
"CW/UW" denotes the number of utterances for com-
mon words (CW) and uncommon words (UW). Note
that speakers F03 and F04 have fewer utterances.

Figure 6: Heat map of phoneme distance matrix (ham-
ming feature edit distance). Brighter areas indicate
greater differences in pronunciation between phoneme
pair.

Figure 7: Distribution of difficulty of phoneme pairs in
3 levels: Hard (d < 0.2), Medium (0.2 < d ≤ 0.3), and
Easy (d ≥ 0.3). d is phoneme distance between pairs

4712


