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Abstract

Following the remarkable success of Large Lan-
guage Models (LLMs) in NLP tasks, there is
increasing interest in extending their capabili-
ties to speech—the most common form of com-
munication. The most widespread approach
to integrating speech into LLMs is dense fea-
ture prepending (DFP), which prepends the
projected speech representations to the textual
representations, allowing end-to-end training
with a speech encoder. This raises questions
about the need for a sophisticated speech en-
coder for DFP and how its performance com-
pares with a standard encoder-decoder (i.e.,
cross-attention) architecture. We compare DFP
and cross-attention under a variety of configu-
rations, such as CTC compression, sequence-
level knowledge distillation, on monolingual,
bilingual, and multilingual models. To perform
a controlled architectural comparison, we train
all models from scratch rather than using large
pretrained models and use comparable data and
parameter settings, testing speech-to-text recog-
nition (ASR) and translation (ST) on MuST-C
v1.0 and CoVoST2 datasets. Despite the wide
adoption of DFP, our results do not indicate a
clear advantage of DFP over cross-attention.

1 Introduction

As the NLP community has witnessed the emer-
gence of Large Language Models (LLMs) and their
remarkable performance in tackling NLP tasks
(Radford et al., 2019; Touvron et al., 2023; Jiang
et al., 2023; Team et al., 2024), there is increas-
ing interest in extending their capabilities to other
modalities, such as audio (Latif et al., 2023; Chu
et al., 2023; Huang et al., 2024b) and images (Rad-
ford et al., 2021; Team, 2024), to broaden their
applicability. One of the most natural extensions
of LLMs is to inject them with speech — the most
common form through which humans express their
language (Munteanu et al., 2013) — to exploit the
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LLM’s linguistic fluency and skills to tackle speech-
to-text (S2T) tasks, such as automatic speech recog-
nition (ASR) and S2T translation (ST).

This goal has been predominantly pursued by
dense feature prepending (DFP) which adapts the
embedded speech representations — obtained using
the encoder of a Speech Foundation Model (SFM)
or a speech encoder trained from scratch — to the in-
put feature space of an LLM via a modality adapter
and, optionally, a length adapter (Wu et al., 2023;
Pan et al., 2023; Wang et al., 2023) and prepends
them to a textual prompt describing the tasks to be
performed (Gaido et al., 2024). Existing works on
DFP mainly train the speech encoder, the modality
adapter, and low-rank adapters in the LLM in an
end-to-end fashion (Chen et al., 2024a; Hu et al.,
2024). Throughout the paper, we refer to this DFP
solution leveraging a speech encoder or SFM as
decoder-prepend.

The effectiveness of decoder-prepend has re-
cently been questioned on the basis of the analogy
with classic S2T encoder-decoder models (Chen
et al., 2024c; Zelasko et al., 2024), where the in-
tegration of the encoder output into the decoder
is performed through cross-attention modules (Ao
et al., 2021; Radford et al., 2023; Barrault et al.,
2023). In addition, the outstanding performance of
decoder-only LLMs on NLP tasks traditionally han-
dled by encoder-decoder models has motivated the
exploration of decoder-only S2T models (Wu et al.,
2023; Gupta et al., 2024), which can be regarded as
DFP solutions that question the need for a speech
encoder and directly prepend speech features to the
text embeddings. In this context, Wu et al. (2023);
Gupta et al. (2024) highlighted the crucial role of
relaxing the causal' masking in the self-attention

'The causality property refers to prohibiting a token from
accessing successive tokens in the sequence, both at training
and inference time, and is typically achieved through a di-
agonal masking matrix in the self-attention computation of
Transformer decoders (Vaswani, 2017).
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modules typical of autoregressive models for the
speech features, allowing them to look at each other
freely, rather than being restricted to only previous
elements. Notably, Gupta et al. (2024) claimed that
this approach enables decoder-only models to even
surpass encoder-decoder ones on the ASR task. On
the contrary, to the best of our knowledge, no in-
vestigation on the effect of the causality property
has been carried out for decoder-prepend models.

With the goal of shedding light on the strengths
and weaknesses of DFP solutions, we i) system-
atically compare the two DFP-based architectures
(decoder-prepend and decoder-only) with the stan-
dard encoder-decoder architecture using cross-
attention, not only in terms of performance but
also computational demands; ii) perform this com-
parison under a variety of relevant configurations,
covering monolingual, bilingual and multilingual
settings and including widely adopted techniques
such as speech sequence length reduction (using the
CTC compression mechanism — Liu et al. (2020);
Gaido et al. (2021)) and sequence-level knowledge
distillation or seqKD (Kim and Rush, 2016); and
iii) conduct an in-depth study of the causality prop-
erties of DFP architectures.

To ensure a sound and fair comparison across
architectures, we train them from scratch on the
same two datasets: MuST-C v1.0 (Di Gangi et al.,
2019a) and CoVoST2 (Wang et al., 2021). This
choice of not using large-scale pretrained models
offers a number of advantages. First, it prevents our
results from being influenced by i) the specific fea-
tures and capabilities of pretrained models (Verdini
et al., 2024), and ii) the lack of a well-established
method for integrating speech encoder with LLMs
via cross-attention, an area still in its early research
stages (Chen et al., 2024c; Zelasko et al., 2024).
Furthermore, using small models instead of large-
scale ones allows us to investigate the impact of all
the aforementioned configurations within a reason-
able computational budget.

Our experiments, carried out on two S2T tasks —
ASR and ST — and covering a total of 12 language
directions, demonstrate that:

* Cross-attention and decoder-prepend lead to
overall similar results in terms of quality on
both ASR and ST, with the first being slightly
more efficient in terms of generation speed
and GPU memory footprint, both outperform-
ing decoder-only models on all aspects.

¢ DFP benefits more than cross-attention from

CTC compression in both ASR and ST.

* The inclusion of a speech encoder affects
the causality behaviour of DFP models. Ap-
plying causal masking on the speech inputs
hurts both the ASR and ST performances of
decoder-only. In contrast, decoder-prepend
slightly benefits from masking.

While the scalability of the findings to large-
scale models has to be confirmed (see Limitations),
we believe that these findings can inform future re-
search on integrating dense speech features into
LLM. We release the code used in our experi-
ments under the Apache 2.0 License at: https:
//github.com/hlt-mt/FBK-fairseq/.

2 Background

2.1 (Cross-)Attention-based encoder-decoder

The cross-attention based encoder-decoder has
been one of the major research directions for S2T
(Chan et al., 2015; Bérard et al., 2016; Weiss
et al., 2017; Bansal et al., 2017; Fang et al., 2022;
Tsiamas et al., 2024). In addition to its end-to-
end (E2E) properties, such as a simpler pipeline
over the traditional methods and E2E optimiza-
tion, cross-attention allows full attention on the
sequences, making it more attractive than CTC
(Graves et al., 2006) and Transducer for learning
sequences with switching word order, as in ma-
chine translation (MT) (Sperber and Paulik, 2020;
Li et al., 2022).

2.2 DFP: modelling S2T with decoder-only
language models

With the tremendous success of decoder-only lan-
guage models (LM) for modelling text, there have
been explorations of using them for modelling
S2T, such that the speech (source) embeddings are
passed to the decoder via prepending to the target
text embeddings rather than using cross-attention.
In this work, we divide DFP methods into two cat-
egories: decoder-only and decoder prepend.

Decoder-only S2T. We refer to decoder-only
S2T as a model that has a length adapter (e.g.,
strided convolutions) for the speech inputs, but not
a deep speech encoder, before prepending. These
works include Wu et al. (2023), which claims that
decoder-only models can match the performance
of encoder-decoder ones with fewer parameters on
multilingual ST, and Gupta et al. (2024), which
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Figure 1: Representation of the architectures analyzed in the paper. Both (a) and (c) are based on encoder-decoder
architecture but (a) uses cross-attention, whereas (c) uses DFP. Secondly, both (b) and (c) uses DFP, but (c) contains
a speech encoder, making it not decoder-only. The (audio) causal masking can be applied to both the previous
tokens and the audio sequence or only to the previous tokens.

trains a large-scale ASR decoder-only model com-
paring it with openly-available models. In contrast,
our experiments are not limited to a single task or
setting, and we always compare models trained on
the same data.

Decoder-prepend S2T. When the projected
speech embeddings are fed directly from a speech
encoder or SFM, we refer to the model as decoder-
prepend rather than decoder-only to emphasize its
reliance on a speech encoder. There have been
more works on this line, including ASR (Lakomkin
et al., 2024; Hono et al., 2024; Fathullah et al.,
2024; Tsunoo et al., 2024, 2023), ST (Huang et al.,
2024a; Chen et al., 2024a) and multi-tasks (Chen
et al., 2024c; Zelasko et al., 2024; Chen et al.,
2024b) systems. Despite their valuable insights,
their experiments are based on large pretrained
models and lack transparency and comparability.
In contrast, we remove such dependency, enabling
a clear comparison with cross-attention models.

3 Methods

3.1 Encoder-Decoder with Cross Attention

Transformer-based architectures (Vaswani, 2017)
are encoder-decoder sequence-to-sequence mod-
els, where the encoder maps the input sequence
X = [x1, ..., 2y,] into an internal representation or
encoder output (Figure 1a), which are then pro-
cessed by the decoder to generate the output se-
quence Y = [y1,...,ym]. Both encoder and de-
coder are composed of a stack of Transformer-
based layers that exploit dot-product attention (A)
(Chan et al., 2016) as the core mechanism, which

1s formulated as:

QK™ )

A(Q,K,V) = softmax < Vi 1%

where () is the query matrix, K is the key matrix,
V is the value matrix, and dy, is the dimension of K.
In the encoder, the (), K, and V' matrices are all ob-
tained from the input sequence X, and A is called
self-attention (A,)?. In the decoder, apart from the
self-attention, there is another attention mechanism
called cross-attention (A.) that links the encoder
with the decoder representations. In this case, the
@ matrix of the [ layer is obtained from the output
of the self-attention of the same layer, which takes
as input the previous decoder layer output H;,_1,
where H is the sequence of embeddings of the
previously generated output Y ;—1. The K and
V matrices, instead, are taken from the encoder out-
put Enc(X). The Transformer decoder layer D,
is completed by a feed-forward network (F'F'N)
composed of two linear layers. As such, the out-
put of the cross-attention-based encoder-decoder
corresponds to the output of the last decoder layer
H L.

4
FFN(A.(As(Hp,—1), Enc(X), Enc(X))),
where Ho =Yg ;-1

In the context of speech processing, the input se-
quence X is an audio segment downsampled by a
factor of 4 with two Convolutional layers before
feeding it to the stack of encoder layers (Bérard
et al., 2018; Di Gangi et al., 2019b). The downsam-
pling maps the input representation into a shorter
sequence suitable for processing, as audio is ~10
times longer than the corresponding text sequence.

*Thus, we only display one input argument for readability.
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3.2 Decoder-only and Decoder-prepend

In the decoder-only architecture (Brown, 2020)
for speech-to-text processing (Chen et al., 2023),
the input audio sequence X is not processed by
an encoder but its downsampled representation is
directly fed into the decoder after being concate-
nated? with the previously emitted tokens Yo . ;1
(Figure 1b). The output of the decoder-only model
Hy,, can be expressed as:

FFN(AS(HLd_l)), where HO =X H YO,...,i—l

in which || is the concatenation operator. In
this case, the cross-attention is dropped and self-
attention is applied to both the input audio sequence
X and the previous tokens Yo . ;1.

The decoder-prepend (Figure 1c) architecture op-
erates similarly to decoder-only, with the only dif-
ference that it exploits the representation obtained
from a speech encoder instead of the raw speech
features X, as in the encoder-decoder models
equipped with cross-attention. This corresponds to
Hy = Enc(X)||'Yy,...i—1 in the previous equation.
A notable difference between decoder-prepend and
decoder-only is that in decoder-prepend the audio
frames can attend to each other and interact in the
encoder before concatenation (prepending).

3.3 Audio Causal Masking

During training of encoder-decoder models, the
target tokens in the decoder are causally masked to
prevent them from looking at future information.
The causal masking can be represented as a mask
matrix M:

0 if j <1
M;; = { .
—oo otherwise

that is summed with the attention matrix before the
softmax operator to make sure that each element 7
can only attend to itself and elements before it (i.e.,
j < 1), obtaining

QK"
Vi

In standard settings, causal masking is also ap-
plied in the DFP models where both previous to-
kens Y and the input audio representation X are
masked. Therefore, the decoder self-attentions im-
plement the above masking strategy on the con-
catenated sequence X || Yo . ;1 (Figure 1b and

A(Q,K,V):softmax( +M>V

3We use prepending and concatenation interchangeably.

Ic). Recent works (Wu et al., 2023) propose an
alternative solution for causal masking, where only
the previous tokens are masked while each element
of the speech sequence can attend to each other. In
this case, the causal mask M becomes:

0 ifj<iorj <N
M;; = { )
—oo otherwise

where N is the length of the speech sequence X.
This enables speech tokens to attend to all other
speech tokens, including subsequent ones, in the
decoder self-attention layers, as it happens in the
self-attention of the speech encoders in encoder-
decoder models.

4 Experimental Settings

4.1 Data

The MuST-C data set is derived from TED talks
with English audios transcribed and translated into
8 languages. We trained ASR models using its En-
glish transcripts while for ST we also used all 8
target languages, namely Dutch (nl), French (fr),
German (de), Italian (it), Portuguese (pt), Roma-
nian (ro), Russian (ru) and Spanish (es). More
specifically, we trained two bilingual ST models
translating English speech into Spanish and Ger-
man texts respectively, and a single multilingual
ST model translating into all 8 target languages.

One limitation of MuST-C is that its speech data
is English only. In order to compare the models on
non-English speech, we run further experiments on
the x-en language directions of the CoVoST2 data.
There are 21 non-English languages, e.g., Catalan
(ca) and Chinese (zh) for the speech inputs. A
complete list of supported languages can be found
in Wang et al. (2021). For each model architecture,
we trained a single multilingual ASR* model and
a multilingual ST model with transcripts of the 21
non-English languages and the English translations
as target inputs, respectively.

Audio processing. We extract log Mel-filterbank
features of size 80 computed every 10ms with
a window size of 25ms. The resulting spectro-
grams are normalized using Utterance-level Cep-
stral Mean and Variance Normalization (CMVN).
During training, we also apply SpecAugment (Park
et al., 2019) with frequency and temporal masks of
size 27 and 100 respectively.

*English ASR data was excluded from training.
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Text processing. The text is tokenized with un-
igram models trained using SentencePiece (Kudo
and Richardson, 2018). On CoVoST2, the vocabu-
lary size for ASR and ST is 32k and 5k respectively.
On MuST-C, the vocabulary size is 5k for ASR, 8k
for bilingual ST, and 32k for multilingual ST.

4.2 Model architecture

For our experiments, we use both Transformer and
Conformer (Gulati et al., 2020) architectures, the
latter being an improved version of Transformer
for speech achieving state-of-the-art results. All
models in our experiments have 18 layers that are
distributed between the encoder-decoder (12 layers
for the encoder and 6 layers for the decoder) or the
decoder, except in decoder-only32L which con-
tains 32 layers to match its number of parameters
to the Conformer models. The embedding layer
and the feed-forwad layers have dimensions of 512
and 2048, respectively across all the models, and
the number of attention heads is set to 8. Encoder
dropout is set as 0.1 for feed-forward, attention,
and convolution layers. Also, in the convolution
layer of the Conformer, the kernel size of the point-
and depth-wise convolutions is set to 31. The small-
est model has about 64.9M parameters, whereas
the largest one has 153M parameters.

In the experiments with CTC loss, a linear layer
having the vocabulary size is added after the 8
encoder layer. The softmax function is applied to
this layer and then the CTC loss is computed with a
weight of 0.5. When CTC compression is applied,
vectors having the same predictions are merged by
averaging them, following Gaido et al. (2021).

We use Fairseq (Ott et al., 2019; Wang et al.,
2020) for all the experiments. When using the Con-
former encoder, we adopt the implementation from
Papi et al. (2024a) which fixes the padding bugs in
the convolution layers and the relative positional
encoding.

4.3 Training and Evaluation

Training. In all experimental settings, we use
the Adam optimizer for training. The learning rate
follows a Noam scheduler with a maximum value
of 2 x 1073 and a linear warmup of 25k steps, after
which it follows an inverse square root decay.

On MuST-C, all models are trained with a total
batch size of 320k audio frames for at most 100k
steps along with an early stopping strategy with
patience of 10. For the multilingual ST models, we
further prepend a language tag to the translations

corresponding to the target language. On CoV-
0ST2, all (multilingual) ASR and ST models are
trained with a total batch size of 256k frames for
60k steps. On both datasets, all ST encoders are
initialized by the corresponding ASR encoders. In
the case of decoder-only, we use the correspond-
ing decoder-only ASR model for initialization, but
both the embedding and output layer are randomly
initialized. Experiments are run on 4 Nvidia A100-
40GB GPUs for about 2 days. The final model is
obtained by averaging the last 5 checkpoints.

Evaluation. We use beam search for inference
with beam size of 5 and no-repeat-ngram-size of 5,
performed on one Nvidia A100-40GB GPU.?
ASR models are evaluated by computing word
error rate (WER), whereas we use sacreBLEU®
(Post, 2018) to compute BLEU scores for the ST
models. We provide statistical significance tests
to major comparisons using bootstrap resampling
(Koehn, 2004) for ASR and approximate random-
ization (Riezler and Maxwell, 2005) for ST.

5 Results

In this section, we conduct a series of experiments
to examine cross-attention and DFP from a variety
of angles under comparable data and model size
conditions. To begin with, we first discuss the ASR
and ST results between cross-attention, decoder-
only, and decoder-prepend using transformer and
conformer architectures. Then, we present their
results under the effect of speech sequence com-
pression (via CTC) and seqKD. In addition, we an-
alyze their difference in terms of generation speed
and GPU memory footprint. Finally, we present
an ablation study about the causality masking of
decoder-only and decoder-prepend.

5.1 Cross-attention, decoder-only and
decoder-prepend

We present the results in Table 1. In addition,
we compute p-values between each configura-
tion against the cross-attention baseline of similar
model size.

Transformer encoder (Lines 1-3). Compared
to both DFP methods, cross-attention on average
has stronger ASR and ST results. On the CoV-
oST?2 dataset, its improvement in multilingual ASR

For efficiency, we used a batch size of 80k frames, but
results do not depend on inference batch size (Papi et al.,
2024a).

41lc:mixedle:noltok: 13als:explv:2.4.2
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CoVoST2 MuST-C

Line | Model #Params (M) [ ASR — WER (1) | ST— BLEU (T) |ASR—WER (1) | ST - BLEU ()

ca/de/es/fr ca/de/es/fr-en en en-es en-de en-x
1 cross-attention TF 71.2-98.8 23.7 25.6 12.1 269 220 25.1
2 decoder-prepend TF 649925 24714 24614 12.4 269 21.17 24.6™
3 decoder-only 18L : : 26.11 24614 13.21 274t 219 2537
4 cross-attention CF-CTC 111-153 19.6 29.7 10.4 299 252 28.6
4.1 (+) compr 21.8% 28.5% 10.3 302 255 28.1%
5 decoder-prepend CF-CTC 105 - 147 199 29.7 10.3 302 254 283%
5.1 (+) compr 19.9 29.7 10.4 30.7F 25.9% 28.0%°
6 decoder-only 32L 109 - 137 2434 25.3% 13.2¢ 27.2% 222F 26.8%

Table 1: Comparison between cross-attention, decoder-only and decoder-prepend using Transformer (TF) and
Conformer (CF) encoders. CTC compression is denoted by "compr”. For multilingual models, we report the average
over their target languages, i.e., top-4 high resourced pairs for CoVoST2 and the 8 target languages for MuST-C (the
"en-x" column). We evaluate ASR and ST with WER (}) and BLEU (1), respectively. 1(N) and $(N) refer to the
number (N) of language pairs that are significantly different with p < 0.05 to line (1) and line (4), respectively.

and ST reaches 2.4 WER (line 1 vs. line 3) and 1
BLEU point, respectively. On the MuST-C dataset,
it is still better than decoder-prepend (line 2) and
all settings of decoder-only (line 3), except ST on
the en-es and en-x directions. These differences
are significant for at least one language pair with
p < 0.05. Despite its slightly stronger ST results,
decoder-only falls behind decoder-prepend in ASR
(line 3 vs. line 2), whose WER is 1.4 and 0.8 points
lower on CoVoST2 and MuST-C, respectively. The
mixed results on MuST-C, especially on ST, in-
dicate the importance of having several test sets,
modeling choices and tasks for evaluation.

Conformer with auxiliary CTC (Lines 4-6).
Since the Conformer model outperforms Trans-
former in speech processing tasks (Gaido et al.,
2022), we conducted experiments also leveraging
this architecture. Additionally, we apply auxiliary
CTC loss on the transcripts during training (see
Section 4 for more details).

In Table 1, we can observe that both cross-
attention (line 4) and decoder-prepend (line 5) have
similar ASR and ST results. On CoVoST2, both
models have the same 29.7 BLEU points in mul-
tilingual ST, whereas cross-attention has a little
advantage of 0.3 WER in ASR. On MuST-C ASR,
on the contrary, decoder-prepend has a WER of 0.1
point lower. In terms of ST, decoder-prepend is up
to 0.3 BLEU points higher, but it is also 0.3 BLEU
points lower in the multilingual case. None of these
differences are statistically significant with p < 0.05.
Regarding decoder-only, we scale up its number of
layers from 18 to 32 to match the Conformer size.
Such scaling improves its overall performance sub-
stantially, resulting in a maximum improvement

of 1.8 WER in ASR and 0.7 BLEU points in ST
(line 3 vs line 6). Despite the improvements, the
decoder-only configuration is about 2 points worse
than the others in all evaluation settings.

The above results show that decoder-prepend is
on par with cross-attention but not better. This ex-
tends to the experiment applying the auxiliary CTC
loss to the Conformer encoder. Furthermore, our re-
sults clearly show that a properly designed speech
encoder, such as the Conformer, substantially im-
proves the performance over a plain decoder-only
model of similar size for both ASR and ST. Be-
cause of its competitive performance, we further
compare decoder-prepend with cross-attention in
the following sections.

5.2 Effect of audio sequence compression

Despite the similar quality achieved when auxiliary
CTC loss is applied during training (lines 4-5), the
behaviour of cross-attention and decoder-prepend
significantly differ when CTC compression is also
applied. On the CoVoST?2 dataset, compression on
cross-attention (line 4.1) causes a degradation of
2.2 points in WER and 1.2 points in BLEU (with p
< 0.05), whereas it does not cause harm to decoder-
prepend (line 5.1). On the MuST-C dataset, both
cross-attention and decoder-prepend get better in
bilingual ST and worse in multilingual ST after
applying compression while remaining stable for
ASR. Despite the similar pattern, the improvements
of decoder-prepend are slightly bigger while its
degradations are smaller. Thus, overall, decoder-
prepend better leverages CTC compression.

Our results indicate that applying CTC compres-
sion to decoder-prepend is more beneficial than
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Figure 2: Comparison between cross-attention and decoder-prepend using sequence-level knowledge distillation
(segKD) for ST on MuST-C en-de. "TF", "CF-CTC" and "CF-compr" refer to Transformer, Conformer with
auxiliary CTC loss and Conformer with CTC compression, respectively.

to cross-attention but it is not sufficient to claim
that decoder-prepend is better. Cross-attention with
CTC (line 4) and decoder-prepend with compres-
sion (line 5.1) have almost identical results on CoV-
0ST2, whereas, on MuST-C, cross-attention is 0.6
BLEU points better in multilingual ST despite be-
ing 0.8 BLEU points worse in bilingual ST.

5.3 Effect of seqKD

SeqKD helps to reduce the translation data com-
plexity by making the target sentence more mono-
tonically aligned to its source sentence (Zhou et al.,
2019). This makes seqKD not only useful for im-
proving non-autoregressive translation but also end-
to-end ST (Inaguma et al., 2021), which has an
additional challenge brought by the modality gap.
Despite its usefulness, there is a lack of studies
about applying seqKD on ST models using DFP.
In the following, we fill the gap with experiments
on the MuST-C en-de language direction, where
cross-lingual alignment is more complicated, to
demonstrate better the effect of the seqKD data.
We employ NLLB 3.3B (Costa-jussa et al., 2022)
to machine translate the English transcripts in the
training set into German as our seqKD data.
Figure 2 presents the results on cross-attention
and decoder-prepend’. For each model configura-
tion, we train once using the original data, denoted
by "Original", and once using the combined data,
denoted by "Original+seqKD". As we can observe,
training on the combined data brings a substantial
gain of more than 2 BLEU points ("+seqKD") in

"We exclude decoder-only from these experiments since
decoder-prepend has been shown better ASR and ST qualities
than decoder-only.

all configurations. This indicates that seqKD also
works effectively on decoder-prepend.

Despite the remarkable gain, there are no clear
indications of whether cross-attention or decoder-
prepend benefits more from seqKD data. In fact,
in the case of Transformer, decoder-prepend gets
a higher BLEU improvement (4.18 vs 3.44) with
respect to cross-attention. However, in the case
of Conformer, we observe a different behaviour:
the gain for decoder-prepend is higher only when
CTC compression is applied. In terms of their best
BLEU scores, both cross-attention and decoder-
prepend are very similar: cross-attention using
Transformer is 0.22 BLEU points higher than
decoder-prepend, whereas the conformer results
show the opposite: decoder-prepend with compres-
sionis 0.13 BLEU points better than cross-attention
(28.15 vs 28.02).

5.4 Generation speed and memory footprint

In addition to ASR and ST performances, we eval-
uate our models in terms of generation speed and
GPU memory footprint. For each metric, we com-
pute the average over the 8 language pairs using the
multilingual ST on MuST-C, which has longer in-
puts and covers diverse languages, providing more
robust statistics. We report the relative value using
cross-attention with Transformer encoder as the
baseline in Table 2. The batch size and GPU set-
tings follow those in Section 4.3, except that only
one GPU is used.

Compared to cross-attention, decoder-prepend
has fewer parameters, i.e., 98.8M vs 92.5M, but
is 4% slower. If we allocate all encoder param-
eters to the decoder, i.e., decoder-only (18L),

3000



Model #Params Ratio
speed 1 ‘ memory |,

cross-attention TF 98.8M 1 1
decoder-prepend TF 0.96 1.59
decoder-only 18L 92.5M 0.83 3.01
cross-attention CF-CTC 0.97 2.16

(+) compr 139M 0.98 1.88
decoder-prepend CF-CTC 133M 0.94 3.11

(+) compr 0.96 2.50
decoder-only 321 136M 0.70 5

Table 2: A comparison between cross-attention and DFP
in terms of model parameters, relative generation speed
(tokens/s) and relative GPU memory footprint. Other
acronyms follow Table 1.

the resulting model is even 17% slower than cross-
attention while requiring about three times as much
GPU memory. Similar patterns could be found
in conformer with CTC, where cross-attention is
slightly faster and less memory demanding than
its decoder-prepend despite having 6M more pa-
rameters. Again, decoder-only, i.e., decoder-only
(32L), appears to be the worst. It has only 70% gen-
eration speed and requires 5 times as much GPU
memory footprint to the baseline. It is worth noting
that cross-attention CF-CTC still remains faster
and more memory efficient than decoder-only
(18L) despite having 43% more parameters. As
expected, CTC compression (compr) makes the
generation faster and reduces the GPU memory
footprint. The improvement to cross-attention and
decoder-prepend in speed is about 1% and 2%, re-
spectively, whereas it is respectively about 13% and
19% in memory footprint. Decoder-prepend has a
bigger improvement, but its overall performance is
still behind that of cross-attention.

Despite the removal of the cross-attention lay-
ers, our study reveals that DFP is still worse in
terms of generation speed and memory footprint.
The quadratic time and memory complexity of self-
attention in sequence length is a more severe issue
for DFP when considering speech inputs.

5.5 (Audio) Causality masking in
decoder-only and decoder-prepend

In previous sections, we presented each DFP con-
figuration using its optimal causal masking strategy:
1) causal masking is not applied on decoder-only,
whereas 2) it is applied on decoder-prepend. In the
following, we provide an ablation study of causal
masking, which is summarised in Table 3. The
significance tests are computed between the pairs

with and without causal masking.

As we can observe, decoder-only (both 18L and
32L) performs worse on all experimental settings
when causal masking is applied. On CoVoST2, the
performance degrades by at least 2 points, whereas
the degradation can be up to 2 points on MuST-
C. This indicates the importance of allowing the
speech frames to attend each other in decoder-only
models. Our finding is in accordance with the con-
clusion drawn by Gupta et al. (2024) for ASR, and
we further extend it for ST.

When causal masking is removed from decoder-
prepend (decoder-prepend TF), we observe a per-
formance degradation of 1.2 WER and up to 0.9
BLEU points on MuST-C ASR and bilingual ST,
respectively. What is even worse is the degrada-
tion of 8.1 BLEU points in multilingual ST. On
the CoVoST?2 dataset, however, removal of causal
masking causes little improvement to both ASR
and ST. In the case of Conformer, there are almost
no performance changes on the CoVoST?2 dataset
when causal masking is removed, but a small degra-
dation of 0.4 BLEU points (25.9 — 25.5) on the
MuST-C en-de direction when CTC compression
is also applied.

Therefore, our results lead to two interesting
observations. Firstly, the behaviour of DFP mod-
els are quite different with causal masking, de-
pending on whether a speech encoder is used or
not. We hypothesise that the non-adversarial ef-
fect of causal masking on decoder-prepend is at-
tributed to the self-attention within the speech en-
coder, which allows full attention within the speech
frames. Secondly, applying causal masking on
decoder-prepend is likely to help improving model
performance on longer speech inputs, such as the
MuST-C dataset.

6 Conclusion

In this paper, we aim to validate the modeling
choice of using DFP (decoder-only and decoder-
prepend) over cross-attention to integrate speech
into decoder-only LLMs for S2T tasks. In order
to perform a controlled comparison under limited
computational budget, we train all models from
scratch without using large pretrained models. Our
series of comparisons, including mono/bi/multi-
lingual settings, indicate that DFP does not con-
sistently outperform cross-attention in ASR and

%The degradation is similar when the experiment is re-
peated with another random seed.
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CoVoST2 MuST-C
Model #Parameters | ASR — WER (]) | ST— BLEU (1) | ASR - WER (]) ST - BLEU (1)

ca/de/es/fr ca/de/es/fr-en en en-es en-de en-x

decoder-prepend TF 24.7 24.6 12.4 269 21.1 24.6
(-) causal mask 24.6 24.9 13.2% 258" 208 16,518

decoder-only 18L 64.9M - 92.5M 26.1 24.6 13.2 274 219 253
(+) causal mask 28.714 22214 13.9% 26.01 2017 24.2f8

decoder-prepend CF-CTC 19.9 29.7 10.3 302 254 283

(-) causal mask 20.1 29.9 10.6 302 253 283

(+) compr 105M - 147M 19.9 29.7 10.4 307 259 28.0

(-) causal mask 19.9 29.7 10.4 307 255 281

decoder-only 32L 243 25.3 13.2 272 222 268
(+) causal mask 109M - 137M 26.6M 2331 14.4% 26.01  202f 2558

Table 3: Causality masking in decoder-only and decoder-prepend. 7(N) refers to the number (N) of language pairs
that are significantly different with p < 0.05 to its baseline. Other acronyms follow Table 1.

ST quality, and that cross-attention is more effi-
cient in terms of generation speed and GPU mem-
ory footprint. Our studies further suggest that: (1)
decoder-prepend with a strong speech encoder is
more efficient than decoder-only of similar size,
and (2) a variety of test sets, language pairs (and di-
rections) as well as tasks, e.g., bi/multi-lingual ST
models, are needed to validate the effective scope
of a S2T technique, such as causal masking.

Future Work. In addition to scaling up the data
and model sizes, we leave the comparisons of sev-
eral interesting aspects of S2T models in future
works. These include 1) zero-shot transfer (Tsia-
mas et al., 2024), 2) performance under segmental
inputs and augmentations (Tsiamas et al., 2022;
Lam et al., 2022, 2023), 3) simultaneous setting
(Ahmad et al., 2024; Papi et al., 2024b) and 4) addi-
tional tasks such as spoken language understanding
(Lee et al., 2024) and spoken question answering
(You et al., 2022; Ziifle and Nichues, 2024).

7 Limitations

We note the limitations of our experiments. Firstly,
our study is based on a single scale point, i.e., with-
out covering a wide range of model parameters, so
that the conclusion might change with scale. Sec-
ondly, LLMs have slightly different modeling op-
tions than our settings, such as having instructions
between the speech inputs and the target texts as
well as using rotary positional encoding rather than
absolute. Given the limited computational budget,
we could not include additional comparisons but
our studies have confirmed existing findings and
brought it to wider scopes compared to previous
works.
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