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Abstract

This paper presents Patent-CR, the first dataset
created for the patent claim revision task in
English. It includes both initial patent applica-
tions rejected by patent examiners and the final
granted versions. Unlike normal text revision
tasks that predominantly focus on enhancing
sentence quality, such as grammar correction
and coherence improvement, patent claim re-
vision aims at ensuring the claims meet strin-
gent legal criteria. These criteria are beyond
novelty and inventiveness, including clarity
of scope, technical accuracy, language preci-
sion, and legal robustness. We assess various
large language models (LLMs) through pro-
fessional human evaluation, including general
LLMs with different sizes and architectures,
text revision models, and domain-specific mod-
els. Our results indicate that LLMs often bring
ineffective edits that deviate from the target re-
visions. In addition, domain-specific models
and the method of fine-tuning show promis-
ing results. Notably, GPT-4 outperforms other
tested LLMs, but further revisions are still nec-
essary to reach the examination standard. Fur-
thermore, we demonstrate the inconsistency
between automated and human evaluation re-
sults, suggesting that GPT-4-based automated
evaluation has the highest correlation with hu-
man judgment. This dataset, along with our
preliminary empirical research, offers invalu-
able insights for further exploration in patent
claim revision.'

1 Introduction

Text revision aims to improve text quality, such
as fixing grammar errors (Fang et al., 2023) and
enhancing sentence coherence (Geva et al., 2019).
Currently, datasets for this task are derived from sci-
entific literature, Wikipedia entries, and news arti-
cles (Du et al., 2022). In this paper, we broaden the
scope of text revision to encompass the domain of

"https://github.com/scylj1/Patent-CR

patents, characterized by large-scale, complex, and
precise textual data. The patent domain presents
unique opportunities and challenges for the field
of artificial intelligence (AI) and natural language
processing (NLP) (Jiang and Goetz, 2024).

Patent claims are critical in a patent application
document. As the legal centerpiece, they define
the technical scope of the invention and ensure the
patent can withstand legal scrutiny. We introduce
the relevant background information of patents in
Appendix A. Drafting and revising patent applica-
tions are both time-intensive and financially bur-
densome (LLP, 2023). Research showed that large
language models (LLMs) have the potential to gen-
erate high-quality patent claims but current perfor-
mance is not yet satisfactory (Jiang et al., 2024b).
To facilitate the automation of patent writing, we
propose a new task, namely patent claim revision,
aiming at improving the quality of patent claims to
pass the legal scrutiny of patent offices.

Figure 1 illustrates an example of patent claim
revision. By checking the dataset and consulting
patent professionals, we have identified five differ-
ent types of modifications between the draft and
final versions. (1) Content amendment: Essen-
tial information missing in the draft is included
to highlight novel features of the invention, and
unnecessary or redundant information is removed,
including overlaps with the prior art. (2) Term
consistency: Technical terms are ensured to be
consistent throughout the document. (3) Language
precision: Grammatical errors are corrected, and
word choice is refined for greater precision. (4)
Concision: Some claims are merged with others
for concision. (5) Renumbering: The consoli-
dation of claims necessitates adjustments in their
numbering.

Our main contributions are detailed as follows:
1. We introduce a novel task namely patent claim
revision and present the first dataset for research
and evaluation, comprising 22,606 pairs of appli-
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an outer housing surrounding an outer periphery of said blades;

term consistency

_~ Renumbering

1. A compressor section (100) for use in a gas turbine engine (20) comprising:

a lower pressure compressor rotor (102); — content amendment

and a tap (104) for tapping air at a radially outer first location in a duct

2. The compressor section (100) as set forth in claim 1, wherein said outlet (110) is at a location which is downstream of said tap (104).

3. A gas turbine engine (20) comprising: the compressor section (100) as recited in any preceding claim; a combustor (26); and a turbine section (28).

Insertion

Unchanged
Edits intention

language precision
/ \
intermediate a the lower pressure compressor rotor (102) and

Merge for concision

Figure 1: An example of claim revision for patent EP3181869

cation and published claims originating from the
same patent.

2. We conduct an empirical study with professional
human assessments to evaluate different LLMs on
this task. Our findings reveal that most LLMs tend
to simply input claims, leading to deviations from
intended revisions. Additionally, domain-specific
models and fine-tuning demonstrate promising per-
formance. Moreover, despite the best performance
of GPT-4 among all tested LLMs, its outputs re-
main substantially below the desired standard, high-
lighting the inherent complexity and challenge of
accurately revising patent claims.

3. We assess the correlation between automated
and human evaluations, revealing that GPT-4-based
evaluations correlate most closely with human judg-
ments. Developing new automated evaluation met-
rics that better align with human assessments can
be a promising future research direction.

2 Related Work

2.1 Text Editing

Text editing entails the modification of input texts
to serve various objectives. This field has histori-
cally concentrated on tasks such as correcting gram-
matical errors (Fang et al., 2023), paraphrasing
(Chowdhury et al., 2022), simplifying text (Sta-
jner et al., 2022), and transferring writing styles
(Reif et al., 2022). Previously, researchers fine-
tuned LLMs using datasets comprising original and
modified texts without specific instruction-tuning

(Faltings et al., 2021; Kim et al., 2022). Inspired
by groundbreaking efforts in fine-tuning LLMs
based on human-written instructions (Ouyang et al.,
2022; Longpre et al., 2023), researchers have be-
gun to explore instruction-tuned models also for
text revision. For instance, Schick et al. (2023) fine-
tuned T5-based LLMs for text editing by incorpo-
rating human-provided text-editing plans. Further-
more, Raheja et al. (2023) explored the capacity
of instruction-tuned LL.Ms to handle complex and
multi-part instructions for text editing. More re-
cently, Jourdan et al. (2024) introduced a novel
dataset specifically designed for revisions of scien-
tific articles. We compare our dataset with previous
text revision datasets in Table 1. Our dataset broad-
ens the scope of text revision to the patent domain.

2.2 Patent Writing

The adoption of LLMs in generating patent text
primarily aims to enhance the efficiency and effi-
cacy of drafting patent applications. Despite the
potential capabilities of LLMs, current research
in this area remains limited and largely unsatis-
factory (Jiang and Goetz, 2024). An early study
by Lee and Hsiang (2020) served as a preliminary
exploration into generating patent claims with the
fine-tuning of GPT-2 (Radford et al., 2019). The
authors demonstrated that minimal training steps
were adequate for the model to generate patent-
like texts, but they did not evaluate the quality of
the generated text. Subsequent research by Lee
(2020) expanded on this aspect by training GPT-
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Dataset | Size | Domain | Granularity
ArgRewrite (Zhang et al., 2017) 180 Academic Sentence
Anthonio et al. (2020) 2. M Wikipedia Sentence
NewsEdits (Spangher and May, 2021) | 4.6M News Sentence
ITERATER (Du et al., 2022) 31K | Scientific articles, Wikipedia, and news | Sentence & Paragraph
CASIMIR (Jourdan et al., 2024) 3.7M Scientific articles Sentence
Patent-CR (Ours) 22.6K Patent claims Paragraph

Table 1: Comparison with previous text revision datasets.

2 to convert one element of a patent application
into another, for example, creating abstracts from
titles and claims from abstracts. As the abstract
is typically rather generic and imprecise, the latter
may not be a well-conditioned task. Hence, Jiang
et al. (2024b) proposed the description-based claim
generation task and evaluated the performance of
the current LLMs on this domain-specific task. We
extend the task to claim revision to explore whether
LLMs can further improve the quality of claims.
Moreover, Christofidellis et al. (2022) introduced
a prompt-based generative transformer (PGT) for
patent-related tasks, which used GPT-2 as a foun-
dational model and employed multi-task learning
(MTL) (Maurer et al., 2016) to train on various
tasks, including part-of-patent generation, text in-
filling, and evaluating patent coherence. Addition-
ally, Aubakirova et al. (2023) presented the first
large-scale patent figure-caption dataset, designed
for patent figure caption generation.

3 Dataset

3.1 Data Collection

Figure 2 demonstrates the three steps through
which we collected and created the dataset.

Step 1: Firstly, we searched for published and
granted patents using advanced search options on
Google Patents.> We set Language to English,
Patent Office to European Patent Office, Starus to
Grant, and Type to Patent. We downloaded a list of
patent publication numbers that contain European
patents published from January 2024 to June 2024.
A patent publication number is a unique identifier
assigned to a patent application when published,
which was used for claim text retrieval in further
steps. We have chosen the latest sets of patents to
minimize the possibility that the LLMs have been
trained on those texts.

Step 2: The European Patent Office provides the
Open Patent Services (OPS) for public access to

https://patents.google.com/

| Original | Revised

Statistics

# Documents 22,606 22,606
# Claims 13.85 10.66
# Tokens 1,391 1,285
Claim length 101 121
Structure complexity 1.05 1.44
Readability ({) 30.18 37.24
Changes

Total edits 619
Addition 238
Deletion 353
Replacement 28

Table 2: Data statistics of our Patent-CR dataset. The
methods to calculate these statistics are introduced in
Appendix B.1. A smaller value of readability score
indicates higher readability. The number of edits is
calculated at the word level, representing the average
number of word changes per patent document.

their data. We retrieve the application and pub-
lished versions of claims corresponding to specific
patent publication numbers through the OPS APL
A patent has different versions published by EPO,
where Al or A2 is the patent application and B1
is the granted patent. We primarily used the Al
version, and we used A2 if Al is not available. We
eliminated the patents that do not have either Al
or A2. We opted for the B1 version as the revised
claims and discarded those without the B1 version.
Step 3: In the final compilation of our dataset, we
formulate data into an easy-readable format and
manually check in detail to ensure the dataset’s
quality.

3.2 Dataset Information

This dataset comprises 22,606 pairs of initial and
published claims. Table 2 shows the data statis-
tics of the Patent-CR dataset. On average, draft
claims consist of 13.85 claims and 1,391 tokens,
while published claims feature 10.66 claims and
1,285 tokens. This reduction in both claims and
tokens in published versions underscores a trend to-
wards enhanced conciseness and/or the integration
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List of patent publication numbers
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1 Application [
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"Publication number":
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l API "Claim after": "published claims"
— é Published || b
o= Claims ]
B;I

Retrieve using Open Patent Services API

Formulate dataset

Figure 2: Steps to create the dataset

of dependent claims into independent ones to es-
tablish novelty or inventiveness over prior art with
additional features. Notably, structure complex-
ity increases from 1.05 to 1.44 and the readability
score rises from 30.18 to 37.24, where a higher
score indicates reduced readability. These find-
ings underscore a pivotal aspect of patent claim
revision: the revised claims become more com-
plex and less readable. This contrasts with normal
text revision tasks, which generally aim to enhance
readability. More dataset statistics are included in
Appendix B.2.

4 Experiments

We selected the patent claims in June 2024 as the
test set and the remaining ones as the training set
for fine-tuning or few-shot prompting. We intro-
duce the experimental details in Appendix C, in-
cluding the prompts and environmental settings.

4.1 Models

To make a comprehensive evaluation, we select
various models for experiments. A detailed intro-
duction of these models is reported in Appendix D.

We use the original claims without any edit-
ing as a baseline similar to previous text revision
works (Raheja et al., 2023; Jourdan et al., 2024),
namely the Copy baseline. This baseline performs
well when there are extensive overlaps between
source inputs and target outputs. We can also
evaluate other models’ performance by compar-
ing the results with this simple baseline. We se-
lect the state-of-the-art CoEAIT-XL (Raheja et al.,
2023) as the representative of text revision models.
As the patent is a form of legal document, legal-
specific LLMs may be useful in this task. Hence,
we evaluate SaulLM-7B, a model designed for the
legal domain (Colombo et al., 2024). For general
open-source LLMs, we opt for two types of mod-

els with different structures. We include Mixtral-
8x7B (Jiang et al., 2024a) based on Sparse Mix-
ture of Experts (SMoE) and the recent Llama-3.1
series (Dubey et al., 2024). We evaluate both the
Llama-3.1-8B and Llama-3.1-70B versions to ex-
plore the size effect. In addition, we use LoRA (Hu
et al., 2021) to fine-tune our own model, Llama-
3.1-8B-FT and SaulLM-7B-FT, to investigate the
effectiveness of fine-tuning. Fine-tuning details are
introduced in Appendix C. We also test the power-
ful GPT series for comparison, including GPT-3.5
and state-of-the-art GPT-4 (OpenAl, 2023).

4.2 Evaluation

Human Evaluation To enhance the precision of
evaluation for this new task, we incorporate eval-
uations by patent professionals, adhering strictly
to established examination criteria. Recent re-
search (Jiang et al., 2024b) suggests five criteria for
assessing the quality of patent claims, which align
perfectly with our patent claim revision objectives
introduced in the Introduction section.

(1) Completeness of Essential Features (score
1 — 10): The extent to which the generated claims
encapsulated all critical aspects of the invention. It
corresponds to our revision goal of content amend-
ment, ensuring that essential information missing
in the draft is included or unnecessary details are
removed. (2) Conceptual Clarity (score 1 — 10):
The clarity and unambiguity of the language used
in the claims. It reflects our revision goal of enhanc-
ing language precision by correcting grammatical
errors and refining word choice. (3) Consistency
in Terminology (score 1 — 10): The uniformity in
the use of terms throughout the claims. It matches
our goal of maintaining consistent technical termi-
nology across the document. (4) Technical Cor-
rectness of Feature Linkages (score 1 — 10): The
accuracy with which the features were intercon-
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nected and related. It relates to our aims of im-
proving concision (by merging some claims) and
renumbering (to adjust claim numbering as nec-
essary). (5) Overall Quality (score 1 — 10): An
aggregate measure combining all the above criteria.
Quality = (Completeness x 4 + Clarity * 2 +
Consistency * 2 + Linkage * 3) + 11

Given the high cost and labor intensity of in-
volving patent experts in evaluating a large number
of claim sets, we conducted human evaluations
on a select set of 60 examples (6 examples for
each model’s outputs). Patent professionals com-
pared the referenced claims with those generated
by LLMs, rating each on the aforementioned crite-
ria on a scale from 1 to 10, where a higher score
indicates better performance.

Automated Evaluation We use the standard met-
rics for text revision, including SARI (Xu et al.,
2016), BLEU (Papineni et al., 2002), ROUGE-L
(R-L) (Lin, 2004), and BERTScore (Zhang et al.,
2019). Appendix E.2 introduces details of these
metrics. Previous research has also applied the
Exact Match (EM) metric for evaluating text revi-
sions (Raheja et al., 2023; Jourdan et al., 2024),
which quantifies the proportion of candidate texts
that exactly match reference texts. However, EM
is not applicable in our case because the process
of revising patent claims does not adhere to strict
one-to-one correspondence. The quantity of claims
may vary between the original and revised texts.

Moreover, studies have shown that LLM-based
evaluators can achieve better human alignment (Liu
et al., 2023). Thus, we use GPT-4 with Chain-of-
Thought (CoT) (Wei et al., 2022) prompting to eval-
uate generated patent claims, namely G-Eval. GPT-
4 is given the human evaluation criteria, claims be-
ing evaluated, and reference claims. We ask GPT-4
to evaluate the given claims step-by-step and assign
a score for each criterion. The detailed settings and
prompts are introduced in Appendix E.3. We do
not use GPT-4 to evaluate the outputs generated by
itself because they may be biased.

Statistics To investigate the characteristics of dif-
ferent models’ outputs, we also count some sta-
tistical information for comparison, including the
averaged number of tokens, number of claims,
claim length, structure complexity, and readabil-
ity. The methods to calculate these statistics are
introduced in Appendix B.1.

5 Results and Discussion

We report the empirical results of automated and
human evaluations in Table 3. We primarily fo-
cus on human assessment outcomes, but automated
metrics also provide valuable insights at times. To
further elucidate the aims of the patent claim re-
vision and examine the behaviors of various mod-
els, we list other statistical information in Table 4.
Based on the synthesis of results from two tables,
we provide insightful observations and a compre-
hensive result analysis.

5.1 Challenges for LLMs on Patent Claim
Revision

The copy of original claims reaches high scores
in automated evaluation metrics with a SARI of
59.9, BLEU of 0.63, R-L of 0.68, and BERTScore
of 0.92, as shown in Table 3. The result implies a
significant overlap between source and target texts,
suggesting that the original claims are largely accu-
rate and require minimal modifications. However,
patent claims must be exceptionally clear and pre-
cise without ignoring any tiny mistakes. Thus, fur-
ther revisions are essential and demand meticulous
attention, improving the complexity of the task.
We compare the statistical difference between
the original copy and reference claims to analyze
the goals of patent claim revision and its difference
from normal text revision tasks. As shown in Ta-
ble 4, there is a reduction in the average number
of tokens from 1,124 to 958 and a decrease in the
number of claims from 13.56 to 9.76. Nonethe-
less, the average claim length increases from 83
to 98, indicating denser and more succinct target
contents. Conversely, the reference text exhibits
increased structural complexity (1.21 compared
to 0.94) and reduced readability (with readability
scores of 34.40 compared to 26.77, where a higher
score denotes lower readability). This increase in
complexity is inherently different from normal text
revision tasks, where target texts are usually more
readable. The differences can be attributed to the
specialty of patent claims. Normal text revision
often aims to enhance clarity, coherence, readabil-
ity, etc., typically through simplification of struc-
ture and shortening of clauses. By contrast, patent
claim revisions prioritize unambiguity, technical
precision, and legal robustness to meet patent of-
fice criteria. Patent claims also use standardized
legal and technical language, where every term and
phrase has a potential legal implication, necessi-
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Model

Automated Evaluation

Human Evaluation

\ SARI BLEU R-L BERTScore G-Eval \ Completeness  Clarity Consistency Linkage  Quality
Copy 59.9 0.63  0.68 0.92 80.7 5.67 5.50 5.83 533 5.58
CoEdIT-XL 34.6 059  0.64 091 76.8 5.17 4.82 5.16 4.67 4.97
SaulLM-7B 42.6 0.51 0.61 0.91 81.8 5.50 5.50 5.83 5.50 5.56
SaulLM-7B-FT 55.1 0.63  0.67 0.92 80.7 6.33 6.50 6.67 6.17 6.38
Mixtral-8x7B 332 027 047 0.88 81.7 533 5.17 5.67 5.17 5.32
Llama-3.1-8B 384 048  0.54 0.90 79.4 533 5.33 5.17 5.17 5.26
Llama-3.1-8B-FT | 55.5 0.62  0.66 0.92 80.3 5.83 6.17 6.33 6.00 6.03
Llama-3.1-70B 38.7 049  0.56 0.90 78.1 5.83 5.67 5.83 5.17 5.62
GPT-3.5 38.2 049  0.60 0.90 76.9 5.67 5.67 5.83 533 5.60
GPT-4 33.7 045  0.55 0.89 - 6.67 6.17 6.17 6.33 6.40

Table 3: Evaluation results of different models. The best result of each metric is underlined and the best result
among models for each column is in bold. We do not use G-Eval to evaluate outputs of GPT-4 as it may be biased.
The values of G-Eval are the overall quality and we report the full results of G-Eval in Table 6. In automated
evaluation results, the copy baseline shows strong performance and the fine-tuned model outperforms other LLMs.
GPT-4 shows the best performance on human evaluation metrics.

Claim Texts

| # Tokens | # Claims | Length | Complexity | Readability |

Reference 958 9.76
Copy 1,124 13.56
CoEdIT-XL 1,039 13.56
SaulLM-7B 756 11.48
SaulLM-7B-FT 1032 12.34
Mixtral-8 x7B 1,492 11.73
Llama-3.1-8B 1,220 13.08
Llama-3.1-8B-FT 1,106 12.98
Llama-3.1-70B 1,085 13.56
GPT-3.5 831 13.94
GPT-4 891 14.01

98 1.21 34.40
83 0.94 26.77
77 1.37 24.61
66 1.13 25.84
84 0.90 38.32
127 2.10 22.72
93 1.66 23.36
85 0.92 28.70
80 1.55 21.63
60 0.67 22.78
63 0.77 23.31

Table 4: Statistics of gold referenced claims, original copy of claims, and model output claims. The results are
the averaged numbers of all evaluated texts. The value in each column closest to the value of referenced claims is
marked in bold. A smaller value of readability score indicates higher readability.

tating a focus on accuracy and consistency. This
specialized focus renders patent claim revision sub-
stantially more challenging than conventional text
editing tasks. Furthermore, the addition of features
from dependent claims to the independent ones
to differentiate the invention from the prior art in-
creases sentence length and may in some cases add
further clauses, e.g., relative clauses.

With respect to G-Eval and human evaluation
metrics, the copy baseline also outperforms some
LLMs. Most small-sized LLMs struggle to make
substantial improvements to original patent claims.
In human evaluations, the quality of some re-
vised claims generated by LLMs does not sur-
pass the baseline quality score of 5.58 of original
claims, such as Llama-3.1-8B (5.26) and CoEDIT-
XL (4.97). This result suggests a tendency of such
models to deviate significantly from the gold stan-
dard in revising the original claims, leading to inef-
fective edits. A possible reason is that despite the
valuable content of the patent literature, these mod-
els are not pre-trained on large-scale patent data,

resulting in the models’ inability to capture spe-
cial linguistic features of patent texts. Furthermore,
GPT-4 shows the highest human evaluation qual-
ity of 6.40, but it is insufficient to pass the patent
examination.

Takeaways Three challenges complicate patent
claim revision. (1) The original claims are sub-
stantially accurate, necessitating only minimal re-
visions. Using LLMs to refine these claims for per-
fection is difficult. (2) Patent texts exhibit unique
linguistic characteristics, posing challenges for gen-
eral LLMs. (3) Unlike normal text revision objec-
tives, the primary goal of patent claim revision is
to align with specific patent criteria.

5.2 Ineffectiveness of General Text Revision
Models

Although CoEdIT is the state-of-the-art model for
normal text revision, its application to patent claim
revision yields unsatisfactory outcomes. As re-
ported in Table 3, CoEdIT reaches the lowest hu-
man evaluation quality score of 4.97 and G-Eval
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score of 76.8 among all tested models. In addition,
the scores on all metrics are below the original
copy’s performance, demonstrating the model’s in-
ability to make meaningful edits. This highlights
significant limitations in applying general text re-
vision techniques to the specialized field of patent
language.

From Table 4, we observe that CoEdIT tends
to decrease token count (from 1,124 to 1,039) and
claim length (from 83 to 77) while increasing read-
ability. These amendments are expected because
CoEdIT was originally designed to improve text
quality like readability. As illustrated in the above
section, the purpose of claim revision is inherently
different from normal text revision and the task
is more difficult. Therefore, it is understandable
that CoEdIT underperforms when not trained on
patent-specific texts.

Another limitation in applying current text re-
vision models such as CoEdIT to patent claim re-
vision is their short context length. These mod-
els often support (short-) sentence-level edits. For
example, CoEdIT has an input length of 256 to-
kens, which is significantly less than the approxi-
mate 1,000-token average length of a patent claim
set. This limitation necessitates processing each
claim individually without altering the total num-
ber of claims, whereas optimal revision would con-
sider the patent claims collectively, aiming for con-
ciseness and precision through content integration.
Patent claim revision, therefore, is more accurately
described as a paragraph-level editing task, requir-
ing simultaneous processing of multiple sentences.

Takeaways Current general text revision mod-
els are not suitable for patent claim revision. Train-
ing such models on patent texts and increasing the
context length may increase the performance.

5.3 Results of Law-Specific LLM

SaulLM-7B, a model specifically tuned for le-
gal text, shows promise by achieving a quality
score of 5.56, outperforming similar-sized general
LLMs, such as Llama-3.1-8B with a score of 5.26.
Moreover, Table 4 shows that claims generated
by SaulLM have the closest number of claims and
structure complexity to the gold claims. This model
benefits from training on a blend of patent data and
extensive legal texts, which appears to enhance its
ability to adhere to standard patent language re-
quirements, such as consistent terminology usage.
The overall quality of SaulLM-7B is comparable
to that of much larger general models like Llama-

3.1-70B and GPT-3.5, underscoring the potential
benefits of domain-specific training.

Takeaways SaulLM-7B outperforms similar-
sized general LLMs, suggesting that law-specific
or patent-specific LLMs may achieve better per-
formance. Research could focus on expanding the
size of these models and training them with more
diverse legal and patent datasets, including interna-
tional patent laws and multilingual patent databases.
In addition, investigating adaptive learning tech-
niques that allow LLMs to continuously update
their training as they are exposed to new patent fil-
ings and legal precedents could help maintain their
relevance and accuracy over time.

5.4 Advantages of Fine-tuning

Table 3 illustrates that fine-tuned Llama-3.1-8B
achieves the highest SARI (55.5), while fine-tuned
SaulLM-7B reaches the best BLEU (0.63) and R-L
(0.67) among all LLMs in automated evaluations.
In human evaluation, the fine-tuned models out-
perform their corresponding base models and also
the copy baseline in all aspects, demonstrating the
effectiveness of fine-tuning. This finding aligns
with previous research on patent claim generation
(Jiang et al., 2024b). Particularly, SaulLM-7B-
FT achieves almost the same overall quality score
(6.38) as GPT-4 (6.40), and it even outperforms
GPT-4 in clarity and consistency. This finding sug-
gests that in-domain training would bring signifi-
cant advantages to patent text generation, a specific
type of text featuring high precision.

Takeaways Fine-tuning leads to improvements
across all evaluation metrics compared to the orig-
inal model. Researchers with sufficient computa-
tional resources could investigate the efficacy of
full-parameter fine-tuning or extend these methods
to larger LL.Ms.

5.5 Outstanding Performance of GPT-4

In human evaluations, GPT-4 stands out by gen-
erating the most qualified claims among all tested
models, with an overall quality improvement from
5.58 to 6.40. Although the outputs are short, they
include more essential invention features, increas-
ing the completeness. Notably, it is the only model
that shows a marked improvement in the feature
linkage, rising from 5.67 to 6.67. GPT-4 effectively
reorganizes different embodiments of the inven-
tion in a logical manner, enhancing the connections
between features, whereas other models can not.
Nonetheless, the quality score of 6.40 is not enough
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| Completeness | Clarity | Consistency | Linkage | Quality
Metric

| » T | op T |l op T | op T | op T
SARI 0.153 0.107 | 0.350 0.265 | 0.127 0.095 | 0.258 0.187 | 0.246 0.162
BLEU 0.523 0411 | 0.627 0.513 | 0.220 0.170 | 0.574 0.440 | 0.577 0.426
R-L 0.505 0406 | 0.589 0477 | 0.169 0.134 | 0488 0.379 | 0.520 0.392
BERTScore | 0.298 0.218 | 0499 0.385 | 0.246 0.188 | 0.425 0.320 | 0.408 0.278
G-Eval 0.624 0.527 | 0.576 0.507 | 0.172 0.132 | 0.530 0.435 | 0.600 0.444

Table 5: Spearman (p) and Kendall-Tau (7) correlation of automated evaluation with human evaluation results. The
highest number in each column is in bold. G-Eval is most related to human evaluations of claims’ overall quality.

to pass rigorous patent examination. Therefore, de-
spite the advancements, the claims produced by
GPT-4 still require further refinement to meet the
stringent standards of patent scrutiny.

Table 4 indicates that the claims generated by
GPT-4 have less structure complexity and better
readability compared to the copy baseline. This
pattern indicates that GPT-4 also tends to simplify
the original texts, which is the possible reason that
GPT-4 achieves low scores on lexical evaluation.

Takeaways Although GPT-4 outperforms other
tested LLMs, the generated claims still need fur-
ther revision. Moreover, GPT-4 is the only model
that can reorganize different invention features log-
ically to improve the correctness of feature linkage.
Future research may focus on developing or inte-
grating models that specialize in causal and logi-
cal reasoning. This would help LLMs understand
and apply the underlying logical structures that are
crucial for accurately linking and grouping patent
claim features.

5.6 Inconsistency between Automated and
Human Evaluations

We can observe from Table 3 that the automated
evaluation metrics may not be well-suited for this
patent task. This is testified by the strong perfor-
mance of the simple copy baseline and the poor
performance of GPT-4 on automated evaluation.
To further investigate this issue, we present the
Spearman (p) and Kendall-Tau (7) correlation be-
tween automated evaluation and human evaluation
results in Table 5. We use the scipy Python library
to calculate the correlation scores.

SARI has the least correlation with all human
evaluation criteria. SARI evaluates the presence
or absence of certain words and phrases (additions,
deletions, and copies). However, LLMs may sig-
nificantly reconstruct the original sentences, such
as modifying sentence structures, changing word
orders, and replacing words with synonyms. If

those modifications deviate from the target lexical
revision, the SARI scores are low, but in fact, the
revised claims may have better quality. In addi-
tion, BERTScore is also ineffective in patent claim
revision because semantic information is almost
unchanged in this task. Claims generated by each
LLM have a similar BERTScore, making it difficult
to differentiate the actual claims’ quality. BLEU
and R-L show a relatively higher correlation with
human evaluations except for term consistency.
This suggests that the lexical overlap with gold
claims can to some extent reflect the quality of
generated claims.

G-Eval shows the most robust performance on
overall quality, especially in feature completeness
with Spearman and Kendall-Tau correlation of
0.624 and 0.527 respectively. This suggests that
GPT-4 can capture and compare invention features
from patent claims effectively. However, G-Eval’s
results on other sub-criteria, particularly terminol-
ogy consistency, are not outstanding. It is worth
noting that none of the automated metrics can
achieve over 0.25 correlation with human evalu-
ation in consistency, which can be an interesting
research direction for the future. Overall, G-Eval
generally outperforms other metrics, with the best
Spearman correlation of 0.600 and Kendall-Tau
correlation of 0.444 in evaluating the quality.

Takeaways The inconsistency of the automated
metrics with the human gold standard shows the
limitations of the metrics. G-Eval is a currently
more suitable choice to automatically evaluate
patent claims. There is still a need for better au-
tomated evaluation methods for patents that have
closer alignment to human expert evaluation.

6 Conclusion

We introduce the first dataset for English patent
claim revision namely Patent-CR, providing valu-
able resources for research and evaluation in this
newly proposed task. Our empirical study of var-
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ious cutting-edge LLMs and professional human
evaluations reveal the inherent challenges of the
task. Most small-scale LLMs predominantly sim-
plify inputs, deviating from the target purpose of
claim refinement. Law-specific models and the fine-
tuning of general LLMs show promising perfor-
mance. Although GPT-4 outperforms other LLMs
on this task, the output claims still need further
refinement to meet stringent examination criteria,
underscoring the task’s complexity. Additionally,
we point out the inconsistency between automated
and human evaluation results, suggesting that GPT-
4-based evaluation has the highest correlation with
human assessment. Consequently, the patent claim
revision task presents multiple challenges that ne-
cessitate resolution for advancements in this field.

Limitations

The dataset is restricted to patents published by the
European Patent Office and documented in English.
We do not conduct hyper-parameter tuning when
doing experiments.

Ethics Statement

Llama-3 is under META LLAMA 3 COMMUNITY
LICENSE AGREEMENT. GPT-4 is under a com-
mercial license provided by OpenAl, and we access
it through its API. Our dataset is collected from the
EPQO’s Open Patent Services (OPS). According to
rule 3.1 in Terms and Conditions for use of the
EPO’s OPS, users may use and include these data
in their own machine-readable databases, products
and services ("products") and may distribute the
data as part of these products. This dataset does not
include potential personal information and offen-
sive content. The use of existing artifacts is consis-
tent with their intended use. Our proposed dataset
is used for patent claim revision and released under
CC-BY-SA-4.0 license.
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A Patent Background

Patent documents are distinct from normal texts,
posing specific challenges for text revision. Firstly,
patent language is highly specialized, incorporat-
ing technical terminology, legal phrases, and some-
times novel terms to describe new concepts that
may not yet be widely acknowledged. This spe-
cialized language presents considerable difficulties
for general-purpose large language models (LLMs)
trained on standard texts, such as Wikipedia. For
example, technical jargon may cause issues for
current tokenizers because these terms may not
appear during model pre-training. Furthermore,
language models might struggle to accurately inter-
pret the context of patents as the important terms
can be completely new to the language models
or have different meanings compared to everyday
texts. Secondly, patent texts must be precise to
ensure the patent is both defensible and enforce-
able. A technical term must not be substituted with
synonyms unless explicitly indicated as equivalent
within the patent document itself. This requirement
for precision in patent texts complicates the task of
generating patent-specific content.

Patent claims are critical in a patent application
document. As the legal centerpiece, they define
the technical scope of the invention and ensure the
patent can withstand legal scrutiny. The descrip-
tion, on the other hand, is rather the dictionary and
explanation for the claim. Claims must be written
with precision and clarity, as they define the techni-

cal matter that should be protected and should con-
tain the key atomic elements of the gist of the inven-
tion, i.e., the features that constitute the inventor’s
novel and inventive technology. Generally, patent
claims are categorized into two types: independent
claims and dependent claims. Independent claims
describe the essential features of an invention with-
out relying on any other claims. They aim to cover
the invention as broadly as possible, encompassing
various implementations and variations, while re-
maining specific enough to distinguish it from prior
art. Dependent claims, attached to an independent
claim, introduce additional features, i.e., limita-
tions to refine a specific embodiment or variant of
the invention.

Drafting patent claims typically requires the ex-
pertise of professional patent agents or lawyers,
given its requirement for an in-depth grasp of the
invention’s technical nuances, as well as familiar-
ity with patent laws and writing conventions. A
correct and precise definition of patent claims is
the key to securing robust patent protection. How-
ever, the processes of drafting and revising patent
applications are both time-intensive and financially
burdensome, posing significant challenges, par-
ticularly for small enterprises aiming to engage
with the intellectual property (IP) system. Con-
sequently, a smart digital patent writing assistant
could markedly enhance the quality and efficiency
of the drafting process. Furthermore, the automa-
tion of patent drafting has the potential to foster
technological innovation and bolster the techno-
logical development of society. To facilitate the
automation of patent writing, we propose a new
task, namely patent claims revision, aiming at im-
proving the quality of patent claims to pass the
legal scrutiny of patent offices.

B Dataset Statistics

B.1 Calculation Method

We use the tiktoken Python library and the tok-
enizer of GPT-3.5 to count the number of tokens.
The claim length is calculated by the number of
tokens divided by the number of claims. Structural
complexity is determined by the ratio of subordi-
nate clauses to the total number of sentences. We
use the spaCy Python library to analyze the num-
ber of subordinate clauses in the text. It identifies
subordinate clauses by detecting dependency tags,
such as csubj (clausal subject), csubjpass (clausal
passive subject), ccomp (clausal complement), and
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Figure 3: Frequency diagram of number of claims and tokens

xcomp (open clausal complement). Subordinate
clauses increase the depth and complexity of sen-
tence structure by adding additional information,
qualifiers, or conditions. This syntactic complex-
ity is particularly common in independent patent
claims, which often incorporate numerous subordi-
nate clauses to ensure precision and unambiguity.
We use the Flesch-Kincaid Grade Level formula to
assess the readability of the texts (Kincaid et al.,
1975), consistent with previous studies (Du et al.,
2022), where a lower score indicates easier read-
ability. We use the textstat Python library for calcu-
lation. The number of word changes is calculated
based on difflib Python library.

B.2 More Statistics

Figure 3 shows the frequency diagrams detailing
the count of claims and tokens for both draft and
published texts. Figures 3a indicate that the num-
ber of patent claims per document predominantly
ranges between 5 and 20. Figures 3b reveal that
claims can contain approximately 5,000 tokens,
surpassing the context length limitations of some
language models.

C Experimental Details

All fine-tuning and inference processes are con-
ducted on NVIDIA A100 GPUs. The total run-
ning time is about 700 hours. The following hyper-
parameters are used during training: LoRA rank:
8, LoRA alpha: 16, learning rate: Se-5, batch size:
4, number of epochs: 4, validation ratio: 10%. For
inference, we set the temperature to 0.1 and the
maximum generation tokens to 2,048. We have
employed a standard prompt format to maintain
consistency. Unless otherwise specified, the input
consists of prompt instruction, example claims, and
a draft claim that needs revision. The following

prompt instruction is used: You are a patent expert.
Given the following original patent claim texts, re-
vise claims to better withstand legal scrutiny. We
use one-shot prompting for inference, and the antic-
ipated model output is the revised version of input
claims.

D Model Details

CoEdIT-XL. We first evaluate the state-of-the-art
text revision model, CoEdIT (Raheja et al., 2023).
CoEdIT models are fine-tuned Flan-TS5 models
(Chung et al., 2022) based on specific data for text
editing, which can output revised texts based on
original texts and editing instructions. Among its
variations, we opt for CoEdIT-XL due to its simi-
lar effectiveness to the larger CoEdIT-XXL model,
yet with significantly fewer parameters (3 billion
for XL vs. 11 billion for XXL). The maximum
context length for CoEdIT is 256, but the number
of tokens for most patent claims is far beyond this
limit. To solve this limited token number, we seg-
ment each patent’s claim set into individual claims
for independent processing. Individual claims still
exceeding 256 tokens are left unmodified. We use
the model in a zero-shot fashion, where no training
data appears in the prompt.

Llama-3.1 For open-source LLMs, we select the
recent Llama-3.1, which outperforms most open-
source models on common industry benchmarks
(Dubey et al., 2024). We evaluate both the Llama-
3-8B-Instruct and Llama-3-70B-Instruct versions
to explore the size effect.

Mixtral We also include Mixtral-8x7B that is
based on Sparse Mixture of Experts (SMoE) and
uses the same architecture as Mistral-7B (Jiang
et al., 2024a). We select Mixtral-8 x 7B-Instruct for
less computational costs.
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SaulLM As the patent is a form of legal docu-
ment, legal-specific LLMs may be useful in this
task. Hence, we evaluate SaulLM-7B, a model
designed for the legal domain and based on the
Mistral-7B architecture (Colombo et al., 2024). It
is trained on an English legal corpus of over 30
billion tokens, where 4.7 billion tokens are patent
texts from the United States Patent and Trademark
Office (USPTO). We use the SaulLM-7B-Instruct
version for experiments.

Llama-3.1-8B-FT and SaulLM-7B-FT We fine-
tune the original Llama-3.1-8B-Instruct and
SaulLM-7B model based on our train set using
LoRA (Hu et al., 2021), a parameter-efficient ap-
proach to reduce computational needs while main-
taining comparable performance. The inputs are
instruction prompts and the original claims. The
output is revised patent claims. Appendix C lists
experimental details.

GPT-3.5 We also include GPT series, GPT-3.5,
for comparison. Specifically, we use the latest
GPT-3.5 Turbo model®, which achieves higher ac-
curacy in adhering to specified output formats. This
model extends the context window to 16,385 to-
kens, which supports more examples in the prompt.
Similar to the above, we evaluate GPT-3.5 with one-
shot prompting, where one example is randomly
chosen for each test input.

GPT-4 GPT-4 represents the state-of-the-art LLM
with expansive general knowledge and enhanced
reasoning capabilities optimized for chat. This ca-
pability allows GPT-4 to tackle more complex chal-
lenges with increased accuracy (OpenAl, 2023).
We use the recent GPT-4 model*, designed to ad-
dress the problem that the model sometimes does
not complete a task. GPT-4 significantly expands
the context length to 128,000 tokens, so we use
the same experimental setting as GPT-3.5 for fair
comparison.

E Evaluation Details

E.1 Human Evaluation

A licensed patent attorney and an experienced
patent engineer, both with extensive expertise in
drafting patent applications, conducted the eval-
uation and reached a consensus on the results.
These patent professionals were provided with the

3gpt-3.5-turbo-0125: https://platform.openai.com/
docs/models/gpt-3-5-turbo

*opt-4-0125-preview: https://platform.openai.com/
docs/models/gpt-4-and-gpt-4-turbo

referenced claims as well as those generated by
LLMs. They assessed each automatically generated
claim based on the criteria: Completeness of Es-
sential Features (scored 1-10), Conceptual Clarity
(scored 1-10), Consistency in Terminology (scored
1-10), and Technical Accuracy of Feature Linkages
(scored 1-10). It was communicated to the eval-
uators that the average of their ratings would be
used as the human evaluation results in the study.
An ethics review board was not involved in this
process.

E.2 Standard Automated Metrics for Text
Revision

SARI (System output Against References and
against the Input sentence) was originally designed
for text simplification tasks but is also frequently
used in text revision tasks (Xu et al., 2016). SARI
evaluates a model’s output by comparing it to both
the target and the original texts, aiming to precisely
assess the effectiveness in content preservation,
word deletion, and word addition in the output.
SARI scores range from 0 to 100. A higher score
indicates better model performance.
BLEU (Bilingual Evaluation Understudy) quan-
tifies the similarity between the model-generated
text and the reference text through n-gram com-
parison (Papineni et al., 2002). The BLEU score,
which ranges from 0 to 1, reflects the degree of cor-
respondence between the candidate and reference
texts, with scores approaching 1 indicating a higher
similarity.
ROUGE-L (Recall-Oriented Understudy for Gist-
ing Evaluation — Longest Common Sub-sequence)
is designed to evaluate the generated text by mea-
suring the longest common sub-sequence shared
with the reference text, with a particular focus on
the recall of the sequence (Lin, 2004). This ap-
proach aims to gauge the extent to which the model
captures the essential content and maintains the
structural integrity of the reference text. ROUGE-L
ranges from O to 1, with higher values suggesting
that the model has effectively preserved core con-
tents and structure of reference materials.
BERTScore leverages the contextual embeddings
from pre-trained transformers, such as BERT (De-
vlin et al., 2019), to measure semantic similarity be-
tween the generated text and reference texts (Zhang
et al., 2019). BERTScore ranges from O to 1 and in-
dicates the level of semantic similarity, with higher
values denoting greater similarity

For automated evaluation metrics, we use the
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Model | Completeness | Clarity | Consistency | Linkage | Quality
Copy 81.7 80.8 79.2 80.5 80.7
CoEdIT-XL 76.7 71.5 75.8 77.0 76.8
SaulLM-7B 82.5 80.8 80.8 82.0 81.8
SaulLM-7B-FT 81.7 79.2 79.2 81.3 80.7
Mixtral-8 x 7B 82.5 80.0 81.7 81.7 81.7
Llama-3.1-8B 79.2 78.3 80.0 80.0 79.4
Llama-3.1-8B-FT 81.7 79.2 78.3 80.5 80.3
Llama-3.1-70B 77.5 76.7 78.3 79.7 78.1
GPT-3.5 77.5 76.7 75.0 7.7 76.9

Table 6: GPT-4-based G-Eval evaluation results. The best score of each metric is marked in bold.

package from the HuggingFace evaluate library.

E.3 G-Eval

We use the following prompt for G-Eval. You will
be given the draft claims and the referenced claims
of the same patent. Your task is to rate the draft
claims on four metrics using the referenced claims
as the gold standard. Please make sure you read
and understand these instructions carefully. Please
keep this document open while reviewing, and refer
to it as needed. Evaluation Criteria: 1. Com-
pleteness of Essential Features (0-100): The extent
to which the generated claims encapsulated all
critical aspects of the invention. - 0-20: Most es-
sential features are missing or poorly described.
- 21-40: Some essential features are present but
significant gaps remain. - 41-60: Majority of
essential features are covered but with minor omis-
sions. - 61-80: Almost all essential features are
well described with very few gaps. - 81-100: All
essential features are thoroughly and comprehen-
sively covered. 2. Conceptual Clarity (0-100):
The clarity and unambiguity of the language used
in the claims. - 0-20: Claims are very unclear
and ambiguous. - 21-40: Claims have significant
clarity issues, making them difficult to understand.
- 41-60: Claims are mostly clear but contain some
ambiguous language. - 61-80: Claims are clear
with minimal ambiguity. - 81-100: Claims are ex-
ceptionally clear and completely unambiguous. 3.
Consistency in Terminology (0-100): The unifor-
mity in the use of terms throughout the claims. -
0-20: Terminology is highly inconsistent. - 21-40:
Significant inconsistencies in terminology. - 41-60:
Some inconsistencies in terminology but mostly uni-
form. - 61-80: Terminology is largely consistent
with minor inconsistencies. - 81-100: Terminology
is completely consistent throughout. 4. Technical
Correctness of Feature Linkages (0-100): The ac-
curacy with which the features were interconnected

and related. - 0-20: Features are poorly linked with
many inaccuracies. - 21-40: Significant issues with
the linkages of features. - 41-60: Mostly accurate
linkages with some incorrect connections. - 61-80:
Accurate linkages with minor inaccuracies. - 81-
100: Features are accurately and correctly linked
throughout. Evaluation Steps: 1. Read the refer-
enced claims carefully and identify the inventions’
features. Assume the referenced claims have scores
of 100 in all Evaluation Criteria. 2. Read the draft
claims and compare it to the referenced claims. 3.
Assign a score for each metric based on the Eval-
uation Criteria. Example: Referenced Claims:
«Claims» Draft Claims: «Claims» Evaluation
Form (scores ONLY): - Completeness of Essential
Features: X, - Conceptual Clarity: X, - Consis-
tency in Terminology: X, - Technical Correctness
of Feature Linkages: X.

We use GPT-4 to obtain the scores of complete-
ness of essential features, conceptual clarity, consis-
tency in terminology, and technical correctness of
feature linkages. The overall quality is calculated
based on the same formula of human evaluation.

F More Results

In this study, we also employ the original ver-
sion of Llama-2, which has not been fine-tuned
for chat-based interactions or question-answering
tasks. Therefore, the revised claim is the natural
continuation of the input prompt, leading to some
potential issues. Following the revised claims gen-
erated by Llama-2, we observe instances where the
output continues to include claims not found in ei-
ther the training or testing datasets, likely a result of
its inclusion during the pre-training phase. In line
with findings from Raheja et al. (2023), we note
that Llama-2 tends to replicate the input without
modification. Furthermore, we find that some of
the output claims were incomplete, abruptly ending
mid-generation. These findings suggest that Llama-
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2 without instruction-tuning may struggle with ac-
curately interpreting the prompted task, leading to
repetitive or irrelevant outputs.

Table 4 shows that GPT-3.5 notably reduced the
average token count from 1,124 to 831. Compared
to other models, GPT-3.5 generates the shortest
claim length of 60 and exhibits the lowest structure
complexity of 0.67. Therefore, the result demon-
strates that GPT-3.5 prefers straightforward lan-
guage and simple sentence structures when revis-
ing claims, a strategy that fails to meet the stringent
requirements of patent claims. In human evalua-
tion, the claim quality score of 5.6 from GPT-3.5
does not surpass the copy baseline, indicating that
the edits are not markedly effective.

We report the full results of G-Eval in Table 6
for references.

G Broader Impact

The new task of patent claim revision and related
challenges provide valuable insights for the broader
field of text revision. Current text-revision mod-
els cannot perform well on patent claim revision,
because of the unique characteristics of patent
texts and goals of revision. This task offers a
compelling case for further research into different
types and domain-specific text revision method-
ologies. In addition, the results demonstrate the
importance of fine-tuning and domain adaptation
for this patent task. Compared to specified LLMs,
general-purpose LLMs show limited effectiveness,
a finding that may apply to other related fields such
as legal documentation. Furthermore, the results
underscore the limitations of current automated
evaluation metrics in structured, domain-specific
contexts. The gap between human assessments and
automated metrics highlights the need for more
robust evaluation methods that better align with
human judgment in specialized contexts.
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